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Abstract
Aiming to enhance the performance of the industrial design process, structural optimization
techniques have been proposed as an alternative to traditional design and optimization tech-
niques. They own the potential of achieving an optimal distribution of the material through
the design domain, thus reducing waste loss and weight, and increasing the ability to carry
the loads and the overall efficiency of the design.

During this thesis work it has been developed a 3D Fluid-Structure Interaction model for
beam-like structures, such as wind turbine blades. The cross-section geometry of the beam
can be optimized using structural optimization techniques, such as size, shape or topology
optimization.

The proposed 3D beam is partially based on the formulation of the classical beam element
for slender beams (Euler-Bernoulli), including Saint-Venant torsional effects for isotropic ma-
terials, and with the addition of the terms related with the coupling between axial and torsion,
and bending and torsion contributions, which may arise when using non-linear materials.
The stiffness information of the beam is interpolated from its cross-section geometries and
materials, which can vary along the beam length.

The cross-section geometries are defined on a XFEM mesh. The fluid and solid domains
are specified using a Level Set Function. This provides a smooth geometry and crisp rep-
resentation of the solid/fluid interface without the necessity of re-meshing, as in the case
of classical FEM. A 2D fluid simulation based on Incompressible Navier Stokes flow at low
Reynolds number is carried around each cross-section, in order to obtain the aerodynamic
loading over its contour. This aerodynamic loading serves as an input for the beam model,
to compute deformation of the beam. This deformation is mapped onto the cross-sections,
obtaining the updated displacements and rotations of the geometry. With the updated geom-
etry the fluid field is altered and it needs to be updated as well, forming a non-linear iterative
process that loops until a converged structure is obtained.

The 3D FSI model is solved on a monolithic Newton-Raphson solver that treats all the
equations involved at once. The Jacobian terms derived for the monolithic solving scheme
that has been developed for the forward analysis allow a straightforward computation of the
sensitivities using adjoint method. This sensitivity analysis makes possible the optimization
of the geometry of the cross-sections based on certain criteria and constraints.

Keywords: 3D BEAM FSI LEVELSET XFEM SENSITIVITIES OPTIMIZATION
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1
Introduction

1.1. Background
Nowadays one of the main challenges in engineering is the development of a cleaner energy
system to reduce fossil fuel consumption and CO2 pollution. In order to do that, several new
renewal sources of energy have appeared. Among all the alternatives, wind energy seems to
be as one of the most promising in terms of cost and efficiency [1].

In the recent years, this industry has evolved a lot, moving from onshore to offshore farms
and turning into larger and more numerous installations. To deal with this evolution and
market growth, wind turbine blade designs need to be adapted to the new trends. Major
structural changes have consisted on an enlargement of the blade, turning slenderer, while
keeping the weight and cost to the minimum [46]. To ensure this, the choice of the cross-
section design as well as the employed materials is a topic of major interest. In addition,
manufacturing techniques need to provide a cost-effective mean of production for wind tur-
bine blades at a large scale [12].

Current designs are constrained by the actual manufacturing techniques, e.g. vacuum
infusion, and by the availability of fiber-reinforced composites. The emerge of new manufac-
turing techniques, such as 3D printing [3] and additive manufacturing [35], has released the
possibility of achieving new innovative wind turbine blade designs, which own the potential
of achieving an optimal distribution of the material through the cross-section, thus reducing
waste loss and weight, and increasing the ability to carry the loads and the overall efficiency
of the design.

Aiming to enhance the performance of these designs, structural optimization techniques
have been proposed as an alternative to traditional design and optimization processes. Topol-
ogy optimization methodology is considered, among all other structural optimization tech-
niques, the one that allows a larger degree of freedom when distributing the material along
the design space, i.e. requiring less input information for the initial design guess [7].

Some authors have already applied this methodology to find the optimal material distri-
bution for the cross-section of beam structures (e.g. wind turbine blades), obtaining a novel
cross-section topology with a total mass lower than the one from the reference, while fulfilling
the stiffness criteria and keeping the structural performance [25, 28, 29].

Classical topology optimization approaches present several issues (E.g.: Numerical in-
stabilities, local optima convergence, non-crispy geometry definition) that prevent the direct
step-less application of this methodology from a step-less design to manufacturing [40]. Once
of the major issues is the apparition of the so called “gray areas”, i.e. the apparition of areas
with intermediate density of the material (With no physical meaning) at the boundaries of
the design, as a result of the numerical modeling of the problem, thus preventing a clear and
crispy definition of the geometry of the design. This well-defined geometry is necessary for
the direct application of the obtained design without further time-consuming post-treatment
[45].

In the recent years, several approaches have emerged that potentially allow a clear “black

1



1.1. Background 2

and white” geometry description of the design, i.e. without gray areas, such as the Level Set
method joint with additional techniques, such as the eXtended Finite Element Method, X-
FEM [5, 6], that prevent computationally expensive re-meshing steps during the optimization
process, among others [45].

In this research, the behavior of the 3D beam structure is modeled as a Fluid-Structure
Interaction (FSI) problem. Fluid structure interaction research field studies the interaction
between a movable structures within fluid flows. It has a long range of practical applications
in engineering. In this case the FSI modeling of the 3D beam will combine the eXtended Finite
Element Method (XFEM), and the Level Set Method (LSM), in order to define the cross-section
geometry.This approach has a strong potential on optimization procedures, obtaining of crisp
interface between the solid and fluid phases, at a lower computational cost [11, 39, 47, 48].

1.1.1. Level Set Method
On the Level Set approach an implicit description of boundaries is used to parametrize the
geometry [2, 38, 49]. The interface between the material and the void phase is defined by
the isocontour (Φ = Constant) of a Level Set function, Φ(X), which allows a crisp represen-
tation of the design boundaries, hence improving the accuracy of the mechanical response
captured on the boundary regions of the design and avoiding ambiguities of intermediate
density material phases when using classical density-based approaches [45].

The LS function, Φ, defines, inside the design domain, 𝐷, the material and void regions,
as well as the material interfaces, as stated in [40].

{
Φ(X) > 𝑐 X ∈ Ω (Material)
Φ(X) = 𝑐 X ∈ Γ (Interface)
Φ(X < 𝑐 X ∈ 𝐷 ∉ Ω (Void)

Where X is a point within 𝐷, and 𝑐 is a constant, generally 𝑐 = 0. Altering the LS function
may change the shape and the topology of the material/void domain (Figure 1.1) [45].

Figure 1.1: Example of LS function, ጓ, and its update (Top). Material domain, , void domain, ፃ ∉ , and interface, ጁ, are
shown (Bottom) [45].
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1.1.2. eXtended Finite Element Method (XFEM)
X-FEM was first proposed by [5] as a method for minimizing re-meshing steps in crack growth
problems, following an evolution of the Partition of Unity Method (PUM) [31]. The classical
finite element model was enriched with discontinuous functions that were able to treat the
crack growth phenomena regardless the alignment of the crack within the mesh.

The basis of X-FEM is to locally increase the number of degrees of freedom of the FEM
shape function with an enrichment discontinuous function, only at the elements placed along
the boundary and the discontinuities, in order to model arbitrary displacements and shape
changes at the geometry interface. On the rest of the elements no further manipulation is
needed, hence the re-meshing process is not necessary any more.

In the classical approach of FEM, the nodal displacement field is given by continuous
shape functions (Equation 1.1) [52].

u(x) =∑
።∈ፈ
𝑁።(x)𝑢። (1.1)

Where 𝑖 is the index of the nodes, 𝐼 is the total number of nodes, 𝑢። corresponds to the
displacements at the node and 𝑁።(x) are the shape functions.

In the case of X-FEM, the displacement field is enriched with additional discontinuous
shape functions (Equation 1.2)[5, 19, 50].

u(x) =∑
።∈ፈ
𝑁።(x)𝑢። +∑

፣∈ፉ
Ψ(x)𝑁፣(x)𝑎፣ (1.2)

Where 𝑗 is the index of the nodes at the interface, 𝐽 is the total number of nodes at the
interface, 𝑎፣ corresponds to the enriched degrees of freedom at the nodes and Ψ(x) are the
enrichment functions. Several enrichment functions have been presented in the literature,
such as [15, 17, 41].

An example of enriched shape functions for a 2-node element can be seen on Figure 1.2.

Figure 1.2: Example of enriched shape functions for a 2-node element [15].

The enrichment fully affects the elements cut by the interface, where all nodes are enriched
following the partition of unity rule [31]; thus the enrichment function, Ψ(x), is reproduced
exactly. Elements that are adjacent to the elements cut by the interface (i.e. partially enriched
elements) do not present all the nodes enriched. Hence, in this case the enrichment provides
a blending so that the enrichment vanishes at the edge of the support of the bisected nodes
(Figure 1.3) [5, 15, 19, 32].
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Figure 1.3: Example of enriched finite element mesh, showing fully enriched, partially enriched, and unenriched elements[15].

The enrichment is a local process which results in a sparse matrix system. The dis-
placement field is only affected in the elements crossed by the interface and in the adjacent
elements i.e. the ones sharing the enriched nodes (Figure 1.3).

1.2. Goal
The objective of this Master Thesis project is to design a 3D FSI system that combines a 3D
beam model with a 2D fluid analysis per section, to reduce computational cost of full 3D
FSI problem. In addition, the geometry of the cross-section is to be optimized according to
certain design criteria, obtaining a crispy geometry and avoiding re-meshing by the use of
Level Set + XFEM methods in a full Eulerian mesh (Immersed boundary approach).

This model could be applicable to beam like structures, such as wind turbines blades,
potentially making more efficient their design and analysis.

1.3. Methodology
The basis of this project is provided by the TransFEM code, a FEMmeshing and analysis tool,
including LSM and XFEM, developed on Matlab by the Aerospace Structures department at
CU Boulder, leaded by prof. K. Maute. An adaption of this code has been used to set up the
3D beam model, computing the cross-section mass and inertia properties, and performing
the FSI analysis.

In addition, the research of MSc. T. Nagai [34] has been used for setting up the fluid
analysis and adapting the Level Set projection on TransFEM.

The Globally Convergent Method of Moving Asymptotes (GCMMA) Matlab code, based on
[42], has been added to TransFEM in order to perform structural optimization.

A Newton-Raphson method has been developed for solving the monolithic non-linear sys-
tem of equations, in order to find the solution of the forward analysis in an iterative manner.

Furthermore, the adjoint method [26] has been implemented in order to perform the sen-
sitivity analysis necessary for the optimization process. The analytical Jacobians derived for
the forward analysis were used, in combination with finite differences procedures [39].

1.4. Global problem set
The turbine blade is modeled as 3D beam. On the one hand, the inertia properties are taken
from the cross-sectional analysis. On the other hand, the load input for the beam model is
obtained from solving a 2D Fluid-Structure Interaction problem at each cross-section. This
done, the nodal displacements of the beam can be computed. This information is then used
to calculate the deformation of the beam cross-sections and to perform a new iteration of the
Inertia and FSI models, until a certain level of convergence is achieved. The overall procedure
is summarized on the diagram below (Figure 1.4).
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Activity starts

2D Cross-
section
analysis

Fluid Analysis

3D Beam model

Beam nodal
displacements

Deformation at
any point of
the cross-
section

Updated
cross-section
geometry

Converged
displacement

Cross-section iner-
tia properties Nodal forces

2D mapping

Figure 1.4: Global problem diagram

Once a converged displacement has been obtained, the original geometry of the cross-
section can be optimized based on certain criteria, e.g. Minimizing the displacement at the
tip of the beam.

1.5. Report Layout
The layout of this MSc Thesis report follows a bottom-up strategy. First, the 3D beam model
is presented in section 2. In section 3 the Fluid-Structure Interaction part is explained. In
section 4 the Global System of Equations and the Monolithic solver are shown. Section 5
presents the optimization technique. In section 6 it can be seen the conclusions and recom-
mendations. Finally, Appendixes and References are shown at the end of the report.



2
3D Beam Model

To perform a structural analysis, wind turbine blades can be modeled as beams. A beam
is a solid structural body that presents slenderness, this means the length of the blade is
considerably larger than the cross-sectional dimensions. Due to this reason, the Euler-
Bernoulli model can be used; hence neglecting the effect of traverse shear stress on the
beam stiffness (Figure 2.1).

Figure 2.1: Modeling of a wind turbine blade as a discretized beam finite element model of a wind turbine blade.[9]

In order to simplify the problem and reduce the computational cost required for carrying a
structural analysis on a full 3D solid model, the beam is split into two parts (Figure 2.2). First
a 2D analysis is performed on each of the cross-sections, which carry information about the
material, geometry and topology. This done, the information is assembled into a 1D beam
element model, which considers the global state of loading and response of the blade. It
is assumed that the cross-section properties change smoothly throughout the length of the
beam, hence the resulting strain-stress state will also present a moderate variation.

6
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Figure 2.2: Modeling of a wind turbine blade as a discretized beam finite element model of a wind turbine blade.[8]

2.1. Beam Element Model
For simplicity, the blade is considered as a straight beam, where all the beam elements are
assembled one followed by each other, with no relative rotations between them. Hence the
global coordinate system (𝑥, 𝑦, 𝑧) is defined. For convenience, 𝑦 and 𝑧 global axes are related
with the flap-wise and chord-wise directions of the blade, respectively.

The space beam element considered is a prismatic 1D element that 2 nodes placed at each
end. The nodes are centered on the position of the centroid of the cross section located at
the end of the element (Figure 2.3).

The line between the two nodes defines the local 𝑥ᖣ axis which superimposes the global 𝑥
axis of the beam, whereas the local 𝑦ᖣ and 𝑧ᖣ axes are parallel to global 𝑦 and 𝑧 axes. Inertia
properties are defined with respect to these axes.

6 degrees of freedom are allowed at each node 𝑖: 3 translations (𝑢፱ᑚ , 𝑢፲ᑚ , 𝑢፳ᑚ), and 3 rotations
(𝜃፱ᑚ , 𝜃፲ᑚ , 𝜃፳ᑚ).
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Figure 2.3: The space 3D beam element. [18]

The forces acting on the beam are axial forces 𝑓፱ᑚ , shearing forces (𝑓፲ᑚ , 𝑓፳ᑚ), bending mo-
ments (𝑚፲ᑚ , 𝑚፳ᑚ), and twisting moments (torques)𝑚፱ᑚ . Their orientation and positive direction
correspond to the positive direction of the axes.The corresponding displacements 𝑢፱ᑚ will be
taken to be positive in the positive directions of the forces.

Beam stiffness properties are determined by the material, geometry, and topology of the
cross-sections. The material is characterized by the elastic modulus 𝐸 and the shear modulus
𝐺, and the geometry defines the inertia properties. The length of the beam element is denoted
by L.

2.1.1. Coordinate system
In order to determine the beam stiffness properties, it will be used the local coordinate system
of the cross-sections (𝑂, 𝑥ᖣ, 𝑦ᖣ, 𝑧ᖣ) (Figure 2.4). For simplicity, it will be assumed that the
local 𝑥ᖣ axis corresponds to the neutral axis of the beam, which allows the decoupling of
bending and axial effects. Point 𝑂 defines the origin of the local system at the cross-section,
corresponding to the neutral point. Bending and torsional effects decoupling occurs when
the external forces are applied at the shear center 𝐶 of the section. The line connecting the
𝐶 point of all section corresponds to the elastic axis. Generally the neutral point 𝑂 and the
shear center 𝐶 may not coincide with the gravity center of the section 𝐺 for non-homogeneous
sections [36].
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Figure 2.4: Local coordinate system and position of the neutral point ፎ, gravity ፆ, and shear center ፂ, for a non-homogeneous
cross-section. [36]

2.1.2. Constitutive behavior law
For linear isotropic materials and transversely isotropic composite materials the constitutive
equations relate the local stresses at the cross-section (𝜎፱ᖤ , 𝜏፱ᖤ፲ᖤ , 𝜏፱ᖤ፳ᖤ) with the conjugate
strains (𝜖𝑥ᖣ, 𝛾፱ᖤ፲ᖤ , 𝛾፱ᖤ፳ᖤ) (Equation 2.1) [36].

{
𝜎፱ᖤ
𝜏፱ᖤ፲ᖤ
𝜏፱ᖤ፳ᖤ

} = [
𝐸 0 0
0 𝐺፱ᖤ፲ᖤ 0
0 0 𝐺፱ᖤ፳ᖤ

] {
𝜖፱ᖤ
𝛾፱ᖤ፲ᖤ
𝛾፱ᖤ፳ᖤ

} (2.1)

Where 𝐸 is the elastic modulus and 𝐺 the transverse shear modulus (𝐺፱ᖤ፲ᖤ = 𝐺፱ᖤ፳ᖤ = 𝐺 for
isotropic material)

The position of the neutral axis needs to be defined on each section. Equation 2.2 gives
the coordinates of the neutral point, with respect to an auxiliary coordinate system (𝑥, 𝑦, 𝑧)
oriented parallel to the global coordinates system will be used and a centered on a certain
point of the global cross-section design domain.

𝑧ፎ =
∫∫ 𝐸𝑧𝑑𝐴
∫∫ 𝐸𝑑𝐴

, 𝑦ፎ =
∫∫ 𝐸𝑦𝑑𝐴
∫∫ 𝐸𝑑𝐴

(2.2)

2.1.3. Kinematics
Based on the Timoshenko beam theory and the Saint-Venant principle, the displacement
field for a point 𝑃 at the the cross-section can be expressed as Equation 2.3 [4].

𝑢፩(𝑥ᖣ, 𝑦ᖣ, 𝑧ᖣ) = 𝑢ፎ(𝑥)+ 𝑧ᖣ𝜃፲(𝑥)−𝑦ᖣ𝜃፳(𝑥)+𝜔(𝑦ᖣ, 𝑧ᖣ)Ꭷ᎕ᑩᖤᎧ፱ᖤ
𝑣፩(𝑥ᖣ, 𝑦ᖣ, 𝑧ᖣ) = 𝑣ᖣፂ − (𝑧ᖣ − 𝑧ፂᖣ)𝜃፱ᖤ
𝑤፩(𝑥ᖣ, 𝑦ᖣ, 𝑧ᖣ) = 𝑤ᖣፂ + (𝑦ᖣ − 𝑦ፂᖣ)𝜃፱ᖤ

(2.3)

Where 𝑢ፎ(𝑥) is the axial displacement of 𝑂, 𝑣ᖣ and 𝑤ᖣፂ are the coordinates of 𝐶, 𝜔(𝑦ᖣ, 𝑧ᖣ) is
the wrapping function, 𝜃፱ is the twist rotation, and 𝜃፲ and 𝜃፳ are the bending rotations. As
local system axes are parallel to global ones, displacements and their derivatives have the
same values in both systems.

Considering the slenderness of wind turbine blades,Euler-Bernoulli theory for beams can
be applied. This means Ꭷ፯ᖤᐺ

Ꭷ፱ᖤ = 𝜃
ᖣ
፳ and

Ꭷ፰ᖤᐺ
Ꭷ፱ᖤ = −𝜃

ᖣ
፲.

The local strain field can be derived from Equation 2.3 as follows (Equation 2.4) [36].

{
𝜖ᖣ፱
𝛾፱ᖤ፲ᖤ
𝛾፱ᖤ፳ᖤ

} =
⎧

⎨
⎩

Ꭷ፮ᖤᑆ
Ꭷ፱ᖤ +𝑧

ᖣ Ꭷ᎕ᑪᖤ
Ꭷ፱ᖤ −𝑦

ᖣ Ꭷ᎕ᑫᖤ
Ꭷ፱ᖤ

( ᎧᎦᎧ፲ᖤ −(𝑧
ᖣ−𝑧ፂᖣ))Ꭷ᎕ᑩᖤᎧ፱ᖤ

( ᎧᎦᎧ፳ᖤ +(𝑦
ᖣ−𝑦ፂᖣ))Ꭷ᎕ᑩᖤᎧ፱ᖤ

⎫

⎬
⎭

(2.4)
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2.1.4. Stresses and Resulting Internal Forces
The resultant internal forces vector is defined as follows (Equation 2.5). Based on the Bernoulli-
Euler hypothesis, the effect of transverse shear on the beam stiffness has been neglected.

⎧

⎨
⎩

𝑁
𝑀፲
𝑀፳
𝑀፱

⎫

⎬
⎭
= ∫∫



⎧

⎨
⎩

𝜎፱
𝑧ᖣ𝜎፱
−𝑦ᖣ𝜎፱

(𝑦ᖣ − 𝑦ᖣ)𝜏፱ᖤ፳ᖤ − (𝑧ᖣ − 𝑧ᖣ)𝜏፱ᖤ፲ᖤ

⎫

⎬
⎭
𝑑𝐴 (2.5)

By the application of the constitutive relation (Equation 2.1) and the strain-displacement
relation (Equation 2.4) to Equation 2.5, the generalized constitutive matrix is obtained (Equa-
tion 2.6) [4].

⎧

⎨
⎩

𝑁
𝑀፳
𝑀፲
𝑀፱

⎫

⎬
⎭

=
⎡
⎢
⎢
⎣
∫ ∫

⎡
⎢
⎢
⎣

𝐸 0 0 0
0 𝐸𝑧ᖣኼ −𝐸𝑦ᖣ𝑧ᖣ 0
0 −𝐸𝑦ᖣ𝑧ᖣ 𝐸𝑧ᖣኼ
0 0 0 𝐺(𝑦ᖣኼ + 𝑧ᖣኼ)

⎤
⎥
⎥
⎦
𝑑𝐴
⎤
⎥
⎥
⎦

⎧
⎪

⎨
⎪
⎩

Ꭷ፮ᖤᑆ
Ꭷ፱ᖤᎧ᎕ᑫᖤ
Ꭷ፱ᖤᎧ᎕ᑪᖤ
Ꭷ፱ᖤᎧ᎕ᑩᖤ
Ꭷ፱ᖤ

⎫
⎪

⎬
⎪
⎭

(2.6)

n̂ = D �̂�𝜖𝜖

2.1.5. Beam Element Stiffness Matrix
In Equation 2.12 the axial, bending and torsion effects are uncoupled between them. The
only coupling behavior appears between both bending directions, as non principal axes are
used.

The neutral line of the beam is discretized into a certain number of 1D straight beam
elements. The global nodal displacement and load vectors, can be defined as follows (Equa-
tion 2.7).

u። = [𝑢፱ᖤᑚ , 𝑢፲ᖤᑚ , 𝑢፳ᖤᑚ , 𝜃፱ᖤᑚ , 𝜃፲ᖤᑚ , 𝜃፳ᖤᑚ ]
ፓ

f። = [𝑓፱ᖤᑚ , 𝑓፲ᖤᑚ , 𝑓፳ᖤᑚ , 𝑚፱ᖤᑚ , 𝑚፲ᖤᑚ , 𝑚፳ᖤᑚ ]
ፓ (2.7)

The displacements of any point located at the reference line of the element can be ex-
pressed as a function of the nodal displacements by the use of a 𝐶ኺ continuous isoparamet-
ric linear interpolation for the axial displacement 𝑢ᖣፎ and the the twist rotation 𝜃ᖣ፱, and a 𝐶ኻ
continuous cubic Hermite interpolation for 𝑣ᖣ and 𝑤ᖣ (Equation 2.8).

uᖣ =
⎧

⎨
⎩

𝑢ᖣኺ
𝑣ᖣ
𝑤ᖣ
𝜃ᖣ፱

⎫

⎬
⎭
=
⎡
⎢
⎢
⎢
⎣

𝑁። 0 0 0 0 0
0 𝑁ፇ። 0 0 0 𝑁ፇ።
0 0 𝑁ፇ። 0 𝑁ፇ። 0
0 0 0 𝑁። 0 0

⎤
⎥
⎥
⎥
⎦

⎧
⎪⎪

⎨
⎪⎪
⎩

𝑢ᖣኺ።
𝑣ᖣ።
𝑤ᖣ።
𝜃ᖣ፱።
𝜃ᖣ፲።
𝜃ᖣ፳።

⎫
⎪⎪

⎬
⎪⎪
⎭

=
፧ᑟ
∑
።ኻ

N።u። (2.8)

Where the beam element shape functions associated to each node can be seen on Equa-
tion 2.9 for 𝜉 = ኼ

ፋ𝑥ᖣ − 1 [36].

𝑁ኻ(𝜉) =
1
2(1 − 𝜉)

𝑁ኼ(𝜉) =
1
2(1 + 𝜉)

𝑁ፇኻ =
1
4(2 − 3𝜉 + 𝜉

ኽ) (2.9)

𝑁ፇኻ =
1
4(1 − 𝜉 − 𝜉

ኼ + 𝜉ኽ)
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𝑁ፇኼ =
1
4(2 + 3𝜉 − 𝜉

ኽ)

𝑁ፇኼ =
1
4(−1 − 𝜉 + 𝜉

ኼ + 𝜉ኽ)

Hence the generalized strain vector �̂�𝜖𝜖 can be expressed as Equation 2.10.

�̂�𝜖𝜖 =
፧ᑖ
∑
።ኻ

B።u። (2.10)

Where B። is defined as Equation 2.11.

B። =

⎡
⎢
⎢
⎢
⎢
⎣

Ꭷፍᑚ
Ꭷ፱ᖤ 0 0 0 0 0
0 0 ᎧᎴፍᐿᑚ

Ꭷ፱ᖤᎴ 0 −ᎧᎴፍᐿᑚ
Ꭷ፱ᖤᎴ

ፋ
ኼ 0

0 ᎧᎴፍᐿᑚ
Ꭷ፱ᖤᎴ 0 0 0 ᎧᎴፍᐿᑚ

Ꭷ፱ᖤᎴ
ፋ
ኼ

0 0 0 Ꭷፍᑚ
Ꭷ፱ᖤ 0 0

⎤
⎥
⎥
⎥
⎥
⎦

(2.11)

The principle of the virtual work can be expressed as Equation 2.12.

𝛿𝑊 = ∫
ፋ

ኺ
𝛿�̂�𝜖𝜖ፓ n̂ 𝑑𝑥ᖣ = ∫

ፋ

ኺ
𝛿�̂�𝜖𝜖ፓ D �̂�𝜖𝜖 𝑑𝑥ᖣ = ∫

ፋ

ኺ
𝛿u።ፓBፓ። DB፣u።𝑑𝑥ᖣ (2.12)

WhereK።፣፞ = ∫
ፋ
ኺ B

ፓ
። DB፣𝑑𝑥ᖣ is the stiffness matrix of the beam element. In order to deal with

changes in the cross-section properties along the beam, a 𝐶ኺ continuous isoparametric linear
interpolation of the D matrix within each beam element will be performed (Equation 2.13).

D(𝜉) = [𝑁ኻ(𝜉) 𝑁ኼ(𝜉)] [
Dኻ
Dኼ] (2.13)

Where Dኻ and Dኼ are the generalized constitutive matrices of the cross-sections located
at nodes 1 and 2 respectively.

The integration is performed using numerical integration with 𝑛ፆፏ = 2 Gauss points (𝜉፠ =
±0.5773502692 and 𝑊፠ = 1) (Equation 2.14).

K።፣፞ = ∫
ፋ

ኺ
Bፓ። DB፣𝑑𝑥ᖣ = ∫

ኻ

ዅኻ
Bፓ። (𝜉)D(𝜉)B፣(𝜉)𝐽𝑑𝜉 =

፧ᐾᑇ
∑
፠ኻ

Bፓ። (𝜉፠)D(𝜉፠)B፣(𝜉፠)𝐽𝑊፠ (2.14)

2.1.6. Beam Assembly
As the blade is modeled as a long straight beam, the assembly of the stiffness matrices can
be easily done without rotating the element matrices, as follows (Equation 2.15).

K፠፥፨ =
፧ᑖ
∑
።
K፞።፣ =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

Kኻኻኻ Kኻኻኼ 0 ⋱ 0 0
Kኻኻኼ Kኻኼኼ +Kኼኻኻ Kኼኻኼ ⋱ 0 0
0 Kኼኻኼ Kኼኼኼ +Kኽኻኻ ⋱ 0 0
⋱ ⋱ ⋱ ⋱ ⋱ ⋱
0 0 0 ⋱ K፧ᑖዅኻኼኼ +K፧ᑖኻኻ K፧ᑖኻኼ
0 0 0 ⋱ K፧ᑖኻኼ K፧ᑖኼኼ

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(2.15)

This global stiffness matrix relates the global nodal loads and displacements of the beam
(Equation 2.16).

[
fኻ
⋱
f፧ᑟ
] = K፠፥፨ [

uኻ
⋱
u፧ᑟ

] (2.16)
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2.2. Cross-section Finite Element Model
In order to obtain the inertia properties of each cross-section, and to compute the Dmatrix a
2D finite element model has been employed (Figure 2.5a). A crispy description of the geometry
is obtained by the use of X-FEM techniques, avoiding the need of re-meshing to increase the
convergence of the results.

The mesh is made of regular squared elements made of 4 nodes, owning 2 degrees of free-
dom per node (In plane displacements). In addition, those elements located at the interface
of the geometry present 2 extended degrees of freedom per enrichment level, with a total of 5
enrichment levels. 1 interface is allowed per element (Figure 2.5b).

The geometry of the cross-section is defined on the mesh by the use of a Level Set function
Φ. The region where Φ > 0 is considered as the geometric shape and topology of the cross-
section.

(a)

(b)

Figure 2.5: 2D FEM model for a NACA 0030 airfoil cross-section (a). Detail of the XFEM mesh at the interface elements (b).

By the use of the position and weight of the Gauss Points of each element, the computation
of D matrix is done (Equation 2.17).

D = ∫∫


⎡
⎢
⎢
⎣

𝐸 0 0 0
0 𝐸𝑧ᖣኼ −𝐸𝑦ᖣ𝑧ᖣ 0
0 −𝐸𝑦ᖣ𝑧ᖣ 𝐸𝑧ᖣኼ
0 0 0 𝐺(𝑦ᖣኼ + 𝑧ᖣኼ)

⎤
⎥
⎥
⎦
𝑑𝐴 =

፧ᐾᑇ
∑
፠ኻ

⎡
⎢
⎢
⎢
⎣

𝐸 0 0 0
0 𝐸𝑧ᖣ፠ኼ −𝐸𝑦ᖣ፠𝑧ᖣ፠ 0
0 −𝐸𝑦ᖣ፠𝑧ᖣ፠ 𝐸𝑧ᖣ፠ኼ
0 0 0 𝐺(𝑦ᖣ፠ኼ + 𝑧ᖣ፠ኼ)

⎤
⎥
⎥
⎥
⎦ጓጻኺ

𝑊፠

(2.17)

2.3. Cross-section displacement mapping
By solving the equation system (2.16), the nodal displacements of the beam are obtained.
This nodal displacements correspond with the solid rigid displacements (And rotations) of
the centroid of each cross-section. By mapping these displacements onto the cross-sections,
the displacement of any point of the cross-section are derived (equation 2.18) [10]. This
information is used for updating the geometry of the cross-section for the upcoming iteration
steps.
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{Δ𝑦
፞

Δ𝑧፞} = [
0 1 0 −𝑧ᖣ፞ 0 0
0 0 1 𝑦ᖣ፞ 0 0]

⎧
⎪⎪

⎨
⎪⎪
⎩

𝑢፱ᖤᑚ
𝑢፲ᖤᑚ
𝑢፳ᖤᑚ
𝜃፱ᖤᑚ
𝜃፲ᖤᑚ
𝜃፳ᖤᑚ

⎫
⎪⎪

⎬
⎪⎪
⎭

(2.18)

Δx = Z(x)u፥፬፞
Where Z is the mapping matrix for translation and rotation of the cross-section. As the

cross-section deforms only as a rigid body (Translation+rotation), the Level Set function that
represents the geometry can be updated as follows (Equation 2.19). First, the mesh is dis-
placed and rotated mirror-wise to the displacements calculated on Equation 2.18. Then,
the Level Set function is mapped on this deformed mesh. Finally, the nodes of the original
mesh take the values of Φ from their equivalent nodes of the deformed mesh. The process is
graphically explained on Figure 2.6.

Φ(x) = Φኺ(xᖣ) (2.19)

xᖣ = x− Δx

(a)
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(b)

(c)

Figure 2.6: Update procedure of the Level Set function for mapping the displacements dues to beam deformation

2.4. Verification of the beam model
In order to verify the beam model, a simulation of a tapered rectangular beam has been
carried (Figure 2.7). The beam is clamped at one end, and a vertical point load is acting at
the free tip. The properties of the beam can be seen in Table 2.1.
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Figure 2.7: Representation of the tapered rectangular beam used for verifying the bean model

Applied vertical force [𝑁] 10
Young Modulus [𝑀𝑃𝑎] 69000
Width [𝑚𝑚] 0.4
Thickness at free end [𝑚𝑚] 0.2
Thickness at clamped end [𝑚𝑚] 0.4
Length [𝑚𝑚] 20
Cross-section mesh refinement 50 × 50

Table 2.1: Main properties of the tapered rectangular beam used for verifying the bean model

This problem can be analytically calculated. In order to test the 3D capabilities of the
model, the cross-sections have been rotated 45°, and the applied load has been split into two
components (𝐹፲ = 10 cos(𝜋/4) and 𝐹፳ = −10 sin(𝜋/4)) (Figure 2.8). Hence the displacement is
also split into two components.

(a) (b)

Figure 2.8: Detail of the beam clamped end cross-section (a). Detail of the beam free end cross-section (b).

A summary of the results from the convergence study can be seen on Table 2.2.



2.4. Verification of the beam model 16

Mesh refinement Tip deflection [𝑚𝑚] Slope at beam end [𝑟𝑎𝑑]
1 beam element 242.4 −22.04
5 beam elements 288.3 −26.41
10 beam elements 291.5 −26.71
20 beam elements 292 −26.77
Analytical solution 296.3 −27.17

Table 2.2: Results for the convergence study carried during the verification process of the beam model.

Limitations of the Level Set Method and XFEM to reproduce the geometry in a more ac-
curate way, joint with the interpolation scheme and model limitations may explain the fact
that the convergence rate is not very fast.



3
Fluid-Structure Interaction

Fluid-Structure Interaction (FSI) techniques are employed at every cross-section in order to
obtain the aerodynamic load resultants to be used as an input for the 1D beam model. FSI
analysis considers simultaneously the perturbation of the flow caused by solid structures
immersed within a fluid as well as the forces acting on the solid structures caused by the
fluid flow. In the case of this project it will be considered every blade cross-section as a 2D
solid rigid body immersed on a 2D fluid flow, that applies a certain pressure around the
boundary of the geometry.

3.1. Description of the problem
In order to describe the physical properties, an Eulerian description is used. In this case
physical properties are defined on fixed points within the mesh, and this mesh does not
deform during the update procedure.Both fluid (Ωፅ) and solid phases (Ωፒ) need to be defined
over this mesh. This Eulerian description is opposite to Lagrangian description, traditionally
used in classical solid mechanics problems, where the physical properties are defined on the
material points by the use of the so-called body-fitted meshes.

Eulerian FSI method is the one considered for carrying optimization problems bas it can
handle large deformation and contact phenomena. In addition, Eulerian FSI method is not
restricted by the breakdown of body-fitted mesh and can compute more accurate deforma-
tion at every optimization step. Furthermore it allows the use of a strong coupling mono-
lithic scheme to solve the problem, computing both phases phenomena at each step, hence
increasing the accuracy and stability.

The interface between the solid and the fluid Γፒፅ is defined by the Interface Capturing
method. Based on the level set method, the interface is computed by the advection of the
Level Set field Φ, allowing a clearer interface representation.

3.2. Governing Equations
The propagation of the advective velocity of the Level Set function Φ through both solid and
fluid phases can be expressed as Equation 3.1 and Equation 3.2.

𝜕Φ
𝜕𝑡 + 𝑣

።
፬
𝜕Φ
𝜕𝑥።

= 0 in Ωፒ (3.1)

𝜕Φ
𝜕𝑡 + 𝑣

።
፟
𝜕Φ
𝜕𝑥።

= 0 in Ωፅ (3.2)

Where 𝑣፬ and 𝑣፟ are the solid and fluid propagation velocities, respectively. Fluid veloc-
ities are usually faster than solid velocities. Eventually leakage of the LSF may appear in
the case this difference is wide enough. To prevent this phenomena, an artificial advective
velocity (Equation 3.5) may be introduced in the fluid phase, using Helmholtz’s smoothing
(Equation 3.3)and Nietzsche’s method techniques (Equation 3.4) [20].

17
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−Δ�̂�፟። + �̂�
፟
። = 0 in Ωፅ (3.3)

𝑣፬። − �̂�
፟
። = 0 in Γፒፅ (3.4)

𝜕Φ
𝜕𝑡 + �̂�

።
፟
𝜕Φ
𝜕𝑥።

= 0 in Ωፅ (3.5)

Assuming incompressible material for Ωፒ and an incompressible Navier-Stokes fluid for
Ωፅ, the strong form of the governing equations take the following shape for the full-Eulerian
FSI problem (Equations 3.6 to 3.14).

Solid momentum equation:
𝜕𝑣፬።
𝜕𝑡 + 𝑣

፬
፣
𝜕𝑣፬።
𝜕𝑥፣

+ 𝛼𝑣፬። =
1
𝜌፬
𝜕𝜎፬።፣
𝜕𝑥፣

+ 𝑏፬። in Ωፒ (3.6)

Solid continuity equation:
𝜕𝑣፬።
𝜕𝑥።

= 0 in Ωፒ (3.7)

Advection of displacement:
𝜕𝑢፬።
𝜕𝑡 + 𝑣

፬
፣
𝜕𝑢፬።
𝜕𝑥፣

= 𝑣፬። in Ωፒ (3.8)

Fluid momentum equation:
𝜕𝑣፟።
𝜕𝑡 + 𝑣

፟
፣
𝜕𝑣፟።
𝜕𝑥፣

= 1
𝜌፟
𝜕𝜎፟።፣
𝜕𝑥፣

+ 𝑏፟። in Ωፅ (3.9)

Fluid continuity equation:
𝜕𝑣፟።
𝜕𝑥።

= 0 in Ωፅ (3.10)

Helmholtz smoothing for �̂�፟: − Δ�̂�፟። + �̂�
፟
። = 0 in Ωፅ (3.11)

Advection of Φ: 𝜕Φ
𝜕𝑡 + 𝑣

።
፬
𝜕Φ
𝜕𝑥።

= 0 in Ωፒ (3.12)

𝜕Φ
𝜕𝑡 + �̂�

።
፟
𝜕Φ
𝜕𝑥።

= 0 in Ωፒ (3.13)

Nitsche’s method: 𝑣፬። − �̂�
፟
። = 0 in Γፒፅ (3.14)

The Cauchy momentum equation (Equations 3.6 and 3.10) governs velocities in both
phases Ωፒ and Ωፅ. The main difference of these momentum equations is the definition of
the stress tensor. Stress tensor for the solid phase 𝜎፬።፣ is defined by displacements 𝑢፬ and
solid pressure 𝑝፬ in Ωፒ. Stress tensor for the fluid phase 𝜎፟።፣ is defined by fluid velocities 𝑣፟
and pressure 𝑝፟ in Ωፅ. In addition, the artificial viscous term 𝛼𝑣። is introduced in Ωፒ to get
equilibrium deformation and 𝛼 has been set to 1 in this case. Gravitational forces are applied
only to the solid phase Ωፒ. As the displacement fields are defined only in Ωፒ, the advection
equation of the displacement is performed only in Ωፒ. The continuity equation 3.7 is essen-
tial to satisfy the compressibility. The level set function Φ is defined in the entire domain
Ω = Ωፒ ∪ Ωፅ. In addition, the reinitialization technique is applied to Φ at certain regular time
steps. The discretized form of the governing equations, and their derivation, can be found on
[21, 22, 30, 43, 44], including SUPG and PSPG stabilization, and Nietzsche’s Method penal-
ization terms. Furthermore, ghost penalty factors are applied to suppress the instabilities
caused by the intersection of XFEM meshes.

In the turbine blade model we are treating the cross-sections as solid rigid bodies for
the FSI analysis. Hence the advective solid velocity vanishes and only Equations 3.9 and
3.10 need to be considered.

This FSI analysis is carried using the code implemented by Toshiki Nagai [34].

3.3. Resultant aerodynamic loads
As a result of the FSI analysis, the pressure distribution 𝑝 and velocity distribution �⃗� are
obtained along the fluid mesh. By integrating the pressure distribution and the viscous
friction along the cross-section outer boundary the resultant aerodynamic load �⃗� can be
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obtained. The aerodynamic load can be split into an horizontal load 𝐹፲ and a vertical load
𝐹፳, which correspond to the normal and stream-wise projections of �⃗�, respectively (Equa-
tions 3.15 and 3.16) [24].

𝐹፲ = −∮
ጁᑊᐽ
(𝜌𝜈𝜕�⃗�፭𝜕�⃗� 𝑛፳ − 𝑝𝑛፲)𝑑Γፒፅ (3.15)

𝐹፳ = ∮
ጁᑊᐽ
(𝜌𝜈𝜕�⃗�፭𝜕�⃗� 𝑛፲ + 𝑝𝑛፳)𝑑Γፒፅ (3.16)

Where �⃗� is the vector normal to the solid-fluid boundary, 𝜈 is the kinematic viscosity, 𝜌 is
the fluid density, and �⃗�፭ is the fluid velocity tangential to the surface. The resultant load is
applied on the neutral point 𝑂 of the section. Hence the aerodynamic moment with respect
to 𝑥 axis needs to be computed as well (Equation 3.17).

𝑀፱ = ∮
ጁᑊᐽ
(𝜌𝜈𝜕�⃗�፭𝜕�⃗� 𝑛፳ − 𝑝𝑛፲)(𝑧 − 𝑧ፎ)𝑑Γፒፅ +∮ጁᑊᐽ

(𝜌𝜈𝜕�⃗�፭𝜕�⃗� 𝑛፲ + 𝑝𝑛፳)(𝑦 − 𝑦ፎ)𝑑Γፒፅ (3.17)

Where 𝜃 is the angle between the normal vector and the stream-wise direction of the flow.
The forces and moments need to be translated to the neutral point of the geometry, which

is the reference point of the beam model. Hence the load vector for a certain beam model
node is specified as follows (Equation 3.18).

f። =

⎧
⎪⎪

⎨
⎪⎪
⎩

𝑓፱ᖤᑚ
𝑓፲ᖤᑚ
𝑓፳ᖤᑚ
𝑚፱ᖤᑚ
𝑚፲ᖤᑚ
𝑚፳ᖤᑚ

⎫
⎪⎪

⎬
⎪⎪
⎭

=

⎧
⎪

⎨
⎪
⎩

0
𝐹𝑦
𝐹𝑧
𝑀፱
0
0

⎫
⎪

⎬
⎪
⎭

(3.18)

The boundary integral presented above can be performed using numerical integration.
The problem domain is discretized into finite elements, where the values of 𝑝 and 𝑣 at each
node are known. Hence it is possible to interpolate the pressure and velocity values of the
corner nodes of those elements that are intersected by the solid-fluid boundary in order to
approximate the pressure and velocity distribution along the boundary (Equation 3.19).

{𝑝(𝜒, 𝜂), 𝑣(𝜒, 𝜂)} =
⎡
⎢
⎢
⎣

𝑁።፧፭ኻ 0 0 0
0 𝑁።፧፭ኼ 0 0
0 0 𝑁።፧፭ኽ 0
0 0 0 𝑁።፧፭ኾ

⎤
⎥
⎥
⎦

⎡
⎢
⎢
⎣

{𝑝ኻ, 𝑣ኻ}
{𝑝ኼ, 𝑣ኼ}
{𝑝ኽ, 𝑣ኽ}
{𝑝ኾ, 𝑣ኾ}

⎤
⎥
⎥
⎦

(3.19)

Where 𝜒 and 𝜂 are the local coordinates of the element and 𝑁።፧፭፧ are the shape functions
for linear integration associated to each node of the finite element (Equations 3.20 to 3.23).

𝑁።፧፭ኻ = (1 − 𝜒)(1 − 𝜂)
4 (3.20)

𝑁።፧፭ኼ = (1 + 𝜒)(1 − 𝜂)
4 (3.21)

𝑁።፧፭ኽ = (1 + 𝜒)(1 + 𝜂)
4 (3.22)

𝑁።፧፭ኾ = (1 − 𝜒)(1 + 𝜂)
4 (3.23)

The integration is performed using 3 Gauss points per element, located at the inter-
section line. Integration of equations 3.15 , 3.16 , and 3.17 are approximated by equa-
tions 3.24 , 3.25 , and 3.26.
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𝐹፲ =
፧ᑓᑖ
∑
።

ኽ

∑
፠፩
−𝜌𝜈[(

𝜕𝑢፲
𝜕𝑧 )

፠፩
። − (𝜕𝑢፳𝜕𝑦 )

፠፩
። ]𝑊

፠፩
። sin(arctan( �⃗�

፳
።
�⃗�፲።
)) + 𝑝፠፩። 𝑊

፠፩
። cos(arctan( �⃗�

፳
።
�⃗�፲።
)) (3.24)

𝐹፳ =
፧ᑓᑖ
∑
።

ኽ

∑
፠፩
𝜌𝜈[(

𝜕𝑢፲
𝜕𝑧 )

፠፩
። − (𝜕𝑢፳𝜕𝑦 )

፠፩
። ]𝑊

፠፩
። cos(arctan( �⃗�

፳
።
�⃗�፲።
)) + 𝑝፠፩። 𝑊

፠፩
። sin(arctan( �⃗�

፳
።
�⃗�፲።
)) (3.25)

𝑀፱ =
፧ᑓᑖ
∑
።

ኽ

∑
፠፩
{𝜌𝜈[(

𝜕𝑢፲
𝜕𝑧 )

፠፩
። − (𝜕𝑢፳𝜕𝑦 )

፠፩
። ] cos(arctan(

�⃗�፳።
�⃗�፲።
)) + 𝑝፠፩። sin(arctan( �⃗�

፳
።
�⃗�፲።
))}𝑊፠፩

። (𝑦፠፩ − 𝑦ፎ)

+
፧ᑓᑖ
∑
።

ኽ

∑
፠፩
𝜌𝜈[(

𝜕𝑢፲
𝜕𝑧 )

፠፩
። − (𝜕𝑢፳𝜕𝑦 )

፠፩
። ] sin(arctan(

�⃗�፳።
�⃗�፲።
)) + 𝑝፠፩። cos(arctan( �⃗�

፳
።
�⃗�፲።
))}𝑊፠፩

። (𝑧፠፩ − 𝑧ፎ)

(3.26)

Where 𝑛፞ is the number boundary elements, �⃗�፲። and �⃗�፳። are the projections of the nor-
mal vector of the interface line of each element on the stream-wise and normal directions,
respectively, and 𝑝፠፩። is the interpolated value of the pressure at each Gauss point of the
interface line of each element. Velocity derivatives Ꭷ፮ᑪ

Ꭷ፳ and Ꭷ፮ᑫ
Ꭷ፲ are numerically performed by

the derivation of the shape functions (Equations 3.27 and 3.28).

𝜕𝑢፲
𝜕𝑧 = 𝜕𝑁።፧፭፧

𝜕𝑧 𝑢፧፲ (3.27)

𝜕𝑢፳
𝜕𝑦 = 𝜕𝑁።፧፭፧

𝜕𝑦 𝑢፧፳ (3.28)

3.4. Verification of the FSI model
In order to verify the FSI model, a simulation of a solid circular disc immersed on a laminar
flow has been carried (Figure 3.1). The inlet velocity distribution is parabolic. This is a
classical benchmark problem used in CFD [24, 33, 37]. The properties of both solid and fluid
phases can be seen in Table 3.1.

Figure 3.1: Verification of the FSI analysis. Geometry of the problem [33].

Circle radius [𝑚] 0.05
Reference length [𝑚] 0.1
Fluid average speed [𝑚/𝑠] 0.2
Fluid maximum speed [𝑚/𝑠] 0.3
Fluid Density [𝑘𝑔/𝑚ኽ] 1
Reynolds number 20

Table 3.1: Main properties of ᑤ and ᑗ used for verifying the FSI analysis tool
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The dimensionless Lift (𝐶፥) and Drag (𝐶፥) coefficients can be calculated using Equations 3.29 and 3.30.

𝐶፥ =
2𝐹፳

𝑈ኼ፦፞ፚ፧𝐿፫፞፟
(3.29)

𝐶፝ =
2𝐹፲

𝑈ኼ፦፞ፚ፧𝐿፫፞፟
(3.30)

According to the benchmark [24, 33, 37], the expected results are: 𝐶፥ = 0.0106, 𝐶፝ = 5.5795,
and Δ𝑝 = 0.1175

A summary of the results from the convergence study can be seen on Table 3.2.

Element length 𝐶፝ 𝐶፥ Δ𝑝
4.1e−2 4.0878 −0.0578 0.0970
2.05e−2 5.6093 0.00894 0.1194
1.37e−2 5.5372 −0.01821 0.1157
1.03e−2 5.4961 0.01423 0.1158
8.2e−3 5.5763 −0.0128 0.1156

Benchmark solution 5.5795 0.0106 0.1175

Table 3.2: Results for the convergence study carried during the verification process of the FSI analysis.

The pressure and fluid distribution can be seen on Figure 3.2.

(a)

(b)

Figure 3.2: Verification of the FSI analysis. Fluid velocity (a) and fluid pressure (b) distributions around the disk.



4
Global System of Equations. Monolithic

solver
In the previous sections it has been described every part of the turbine blade model. As it
can be seen on Figure 1.4, there is a non linear behavior of the problem set. In order to deal
with this non-linearity it has been proposed to use a Full-Newton solver for solving the global
system of equations with a single numerical iterative solving procedure.

4.1. Strong form of Governing Equations
Considering the sub-models and assumptions presented in sections 2 and 3, the following
System of Equations governs the problem (Equations 4.1 to 4.7), given an initial Level Set
field Φኺ(𝑥።).

Beam model: 𝐾፠፥፨፥፥ u፥ − f፥(𝐹፲ , 𝐹፳ , 𝑀፱) = 0 in beam (4.1)

Fluid momentum equation:
𝜕𝑣፟።
𝜕𝑡 + 𝑣

፟
፣
𝜕𝑣፟።
𝜕𝑥፣

= 1
𝜌፟
𝜕𝜎፟።፣
𝜕𝑥፣

+ 𝑏፟። in Ωፅ (4.2)

Fluid continuity equation:
𝜕𝑣፟።
𝜕𝑥።

= 0 in Ωፅ (4.3)

Projection of Φ: Φ(𝑥።) − Φኺ(𝑥። − Δ𝑥።) = 0 in Ω (4.4)

Horizontal force: 𝑑𝐹፲ + (𝜌𝜈
𝜕�⃗�፭
𝜕�⃗� 𝑛፳ − 𝑝

፟𝑛፲) = 0 in Γፒፅ (4.5)

Vertical force: 𝑑𝐹፳ − (𝜌𝜈
𝜕�⃗�፭
𝜕�⃗� 𝑛፲ + 𝑝

፟𝑛፳) = 0 in Γፒፅ (4.6)

Moment:
𝑑𝑀፱ − (𝜌𝜈

𝜕�⃗�፭
𝜕�⃗� 𝑛፲ + 𝑝

፟𝑛፳)(𝑦 − 𝑦ፎ)

− (𝜌𝜈𝜕�⃗�፭𝜕�⃗� 𝑛፳ − 𝑝
፟𝑛፲)(𝑧 − 𝑧ፎ) = 0

in Γፒፅ (4.7)

4.2. Weak form of Governing Equations
The system of equations presented in the previous section can be integrated into 4 set of resid-
uals (𝑅፞ፚ፦, 𝑅፟፥፮።፝,𝑅ጓ, and 𝑅ፚ፞፫፨). 4 unknown fields are considered: u፞ፚ፦ = u፥, w፟፥፮።፝ = {v፟ =
{𝑣፲ , 𝑣፳}, 𝑝፟},Φ, and fፚ፞፫፨ = {𝐹፲ , 𝐹፳ , 𝑀፱}. Hence, the solution vector is �⃗� = {u፥ ,v፟ , 𝑝፟ , Φ, 𝐹፲ , 𝐹፳ , 𝑀፱ }.

The following spaces of trial solutions 𝑠 (Equation 4.8) and test functions 𝜈 are considered
(Equation 4.9).

Trial solutions: {u፥ ,v፟ , 𝑝፟ , Φ} in 𝑠 (4.8)

22



4.3. Verification of the Full Newton Solver 23

Test functions: {𝛿u፥ , 𝛿v፟ , 𝛿𝑝፟ , 𝛿Φ} in 𝜈 (4.9)

Hence the system of equations to be solved can be stated as follows (Equations 4.10 to 4.13).

𝑅፞ፚ፦{u፥ , 𝐹፲ , 𝐹፳ , 𝑀፱} = 𝐾፠፥፨፥፦ u፥ − 𝑓፥(𝐹፲ , 𝐹፳ , 𝑀፱) = 0 (4.10)

𝑅፟፥፮።፝{v፟ , 𝑝፟ , Φ} = ∫

𝑑Ω𝛿𝑣፟። (𝜌

𝜕𝑣።
𝜕𝑡 + 𝜌𝑣፣

𝜕𝑣።
𝜕𝑥፣

−
𝜕𝜎።፣(𝑣፟ , 𝑝፟)

𝜕𝑥፣
− 𝜌𝑔።) + ∫


𝑑Ω𝛿𝑝፟

𝜕𝑣፣
𝜕𝑥፣

= 0

(4.11)

𝑅ጓ{u፥ , Φ,Φኺ} = ∫

𝑑Ω𝑁ፓ(Φ(𝑥።) − Φ፫፞፟(𝑥። − 𝑍።(𝑥።)u፥፬፞)) = 0 (4.12)

𝑅ፚ፞፫፨{v፟ , 𝑝፟ , Φ, 𝐹፲ , 𝐹፳ , 𝑀፱} = 𝑅ፅᑪ{v፟ , 𝑝፟ , Φ, 𝐹፲} + 𝑅ፅᑫ{v፟ , 𝑝፟ , Φ, 𝐹፳} + 𝑅ፌᑩ{v፟ , 𝑝፟ , Φ,𝑀፱} =

= ∮
ጁᑊᐽ
[𝑑𝐹፲ + 𝑑Γፒፅ(𝜌𝜈

𝜕�⃗�፭
𝜕�⃗� 𝑛፳ − 𝑝

፟𝑛፲)] + ∮
ጁᑊᐽ
[𝑑𝐹፳ − 𝑑Γፒፅ(𝜌𝜈

𝜕�⃗�፭
𝜕�⃗� 𝑛፲ + 𝑝

፟𝑛፳)]

+ ∮
ጁᑊᐽ
[𝑑𝑀፱ − 𝑑Γፒፅ(𝜌𝜈

𝜕�⃗�፭
𝜕�⃗� 𝑛፲ + 𝑝

፟𝑛፳)(𝑦 − 𝑦ፎ) − 𝑑Γፒፅ(𝜌𝜈
𝜕�⃗�፭
𝜕�⃗� 𝑛፳ − 𝑝

፟𝑛፲)(𝑧 − 𝑧ፎ)]

(4.13)

Which can be linearized as Equation 4.14.

JΔ�⃗� = JΔ
⎧

⎨
⎩

u፥
{v፟ , 𝑝፟}
Φ

{𝐹፲ , 𝐹፳ , 𝑀፱}

⎫

⎬
⎭
= −

⎧

⎨
⎩

𝑅፞ፚ፦
𝑅፟፥፮።፝
𝑅ጓ
𝑅ፚ፞፫፨

⎫

⎬
⎭

(4.14)

Where J is the Jacobian matrix (Equation 4.15).

J =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

Ꭷፑᑓᑖᑒᑞ
Ꭷuᑝ

Ꭷፑᑓᑖᑒᑞ
Ꭷ{vᑗ ,፩ᑗ}

Ꭷፑᑓᑖᑒᑞ
Ꭷጓ

Ꭷፑᑓᑖᑒᑞ
Ꭷ{ፅᑪ ,ፅᑫ ,ፌᑩ}

Ꭷፑᑗᑝᑦᑚᑕ
Ꭷuᑝ

Ꭷፑᑗᑝᑦᑚᑕ
Ꭷ{vᑗ ,፩ᑗ}

Ꭷፑᑗᑝᑦᑚᑕ
Ꭷጓ

Ꭷፑᑗᑝᑦᑚᑕ
Ꭷ{ፅᑪ ,ፅᑫ ,ፌᑩ}

Ꭷፑᐋ
Ꭷuᑝ

Ꭷፑᐋ
Ꭷ{vᑗ ,፩ᑗ}

Ꭷፑᐋ
Ꭷጓ

Ꭷፑᐋ
Ꭷ{ፅᑪ ,ፅᑫ ,ፌᑩ}

Ꭷፑᑒᑖᑣᑠ
Ꭷuᑝ

Ꭷፑᑒᑖᑣᑠ
Ꭷ{vᑗ ,፩ᑗ}

Ꭷፑᑒᑖᑣᑠ
Ꭷጓ

Ꭷፑᑒᑖᑣᑠ
Ꭷ{ፅᑪ ,ፅᑫ ,ፌᑩ}

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(4.15)

The derivation of the terms of the Jacobian can be seen on Appendix A.

4.3. Verification of the Full Newton Solver
In order to verify the Full Newton solver model, a simulation of a 3D hollowed beam immersed
on a laminar flow has been carried (Figure 4.1). The fluid conditions for every section are
those from the benchmark problem (Section 3.4). The Young modulus has been set to 69𝐺𝑃𝑎.
At every section, an element length of 1.37e−2 has been used, as a trade-off between accuracy
and computing time. The aspect ratio of the beam is 20.

The beam has been split into 2 element, with different geometries at each of the 3 sections
(Figure 4.2): A square cross-section located at clamped end, a star cross-section located at
the middle of the beam, and a circle cross-section located at the beam tip.
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Figure 4.1: Verification of the Monolithic Newton solver. Initial geometry and deformed configuration of the beam.

(a) (b) (c)

Figure 4.2: Different cross-section geometries used along the beam length. (a) Square cross-section (Located at clamped
end), (b) Star cross-section (Located at middle of the beam), and (c) Circle cross-section (Located at tip).

A convergence plot of the monolithic Newton solver can be seen on Figure 4.3.
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Figure 4.3: Verification of the Monolithic Newton solver. Convergence of the normalized residual with respect to the number of
iterations.

A Newton relaxation parameter of 0.8 is applied to the beam displacements, and a New-
ton convergence criteria of 1e−5 is used in all FSI analyses here. The visual results of this
verification FSI example can be seen on Appendix B.



5
Optimization

The FSI problem described in Chapter 4 can be optimized with respect to a certain objective
function 𝑞 and subject to certain constraints 𝑔.

In this case, the optimization consists on finding the optimal cross-section geometry, i.e.
the optimal initial Level Set function that defines the geometry, which is parametrized as
a function of optimization variables 𝑠። that minimizes 𝑞, as it can be seen on the following
schema [16].

Find optimum 𝑠። {
𝑚𝑖𝑛(𝑞)
𝑔 ⩽ 0

5.1. Sensitivity Analysis
The first step is to perform the sensitivity analysis ፝፪

Ꭷ፬ᑚ , this is to compute relationship be-
tween the objective function, 𝑞, and the optimization variables, 𝑠።. The sensitivity analysis is
performed using the Adjoint method [26]. A transient non linear analysis is assumed (Equa-
tion 5.1). The dynamic residual can be obtained after FE discretization and integrating in
time using a 1st order backward Euler method (Equation 5.2).

𝜕𝑏።
𝜕𝑡 + 𝑟።(𝑏።) ≃

1
Δ𝑡 (𝑏

፧
። − 𝑏፧ዅኻ። ) + 𝑟።(𝑏፧። ) = 0 (5.1)

R፧፝፲፧ = ∫𝑑Ω𝛿𝑏።[
1
Δ𝑡 (𝑏

፧
። − 𝑏፧ዅኻ። ) + 𝑟።(𝑏፧። )] =

1
Δ𝑡𝑀

፧(b፧ − b፧ዅኻ) +R፧ (5.2)

Where 𝑏። is the vector of state variables (�⃗� = {u፥ ,v፟ , 𝑝፟ , Φ, 𝐹፲ , 𝐹፳ , 𝑀፱ }), 𝑟። static residual in
strong form, b፧ is the solution vector at 𝑡፧, 𝑀፧ is the mass matrix at 𝑡፧, and R፧፝፲፧ and R፧ are
the dynamic and static residuals at 𝑡፧, on their weak form, respectively.

From equilibrium (Equation 5.3), the derivative of the solution vector with respect to the
optimization variables can be expressed as Equation 5.4.

𝑑R፝፲፧
𝑑𝑠።

=
𝜕R፝፲፧
𝜕𝑠።

+
𝜕R፝፲፧
𝜕b

𝑑b
𝑑𝑠።

(5.3)

𝑑b
𝑑𝑠።

= −(
𝜕R፝፲፧
𝜕b )

ዅኻ 𝜕R፝፲፧
𝜕𝑠።

(5.4)

Hence, the sensitivity can be expressed as follows (Equation 5.5).

𝑑𝑞
𝑑𝑠።

= 𝜕𝑞
𝜕𝑠።

+ 𝜕𝑞𝜕b
ፓ 𝑑b
𝑑𝑠።

= 𝜕𝑞
𝜕𝑠።

− 𝜕𝑞𝜕b
ፓ
(
𝜕R፝፲፧
𝜕b )

ዅኻ 𝜕R፝፲፧
𝜕𝑠።

= 𝜕𝑞
𝜕𝑠።

− Aፓ
𝜕R፝፲፧
𝜕𝑠።

(5.5)

26
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Where A = (ᎧRᑕᑪᑟᎧb

ፓ
)
ዅኻ

Ꭷ፪
Ꭷb is the Adjoint vector. It can be computed using a backward time

integrator (Equation 5.6). In this case, only 2 time steps are considered, as only stationary
conditions are considered on this analysis.

⎡
⎢
⎢
⎢
⎢
⎣

(𝑀ኺ/Δ𝑡 + 𝐽ኺ)ፓ (−𝑀ኻ/Δ𝑡)ፓ 0 ⋱ 0 0
0 (𝑀ኻ/Δ𝑡 + 𝐽ኻ)ፓ (−𝑀ኼ/Δ𝑡)ፓ ⋱ 0 0
0 0 (𝑀ኼ/Δ𝑡 + 𝐽ኼ)ፓ ⋱ 0 0
0 0 0 ⋱ (−𝑀፧ዅኻ/Δ𝑡)ፓ 0
0 0 0 ⋱ (𝑀፧ዅኻ/Δ𝑡 + 𝐽፧ዅኻ)ፓ (−𝑀፧/Δ𝑡)ፓ
0 0 0 ⋱ 0 (𝑀፧/Δ𝑡 + 𝐽፧)ፓ

⎤
⎥
⎥
⎥
⎥
⎦

⎧
⎪

⎨
⎪
⎩

𝐴ኺ
𝐴ኻ
𝐴ኼ
⋱
𝐴፧ዅኻ
𝐴፧

⎫
⎪

⎬
⎪
⎭

=

⎧
⎪⎪⎪

⎨
⎪⎪⎪
⎩

Ꭷ፪Ꮂ
Ꭷb
Ꭷ፪Ꮃ
Ꭷb
Ꭷ፪Ꮄ
Ꭷb
⋱

Ꭷ፪ᑟᎽᎳ
Ꭷb
Ꭷ፪ᑟ
Ꭷb

⎫
⎪⎪⎪

⎬
⎪⎪⎪
⎭

𝜕R̂፝፲፧
𝜕b̂

ፓ

Â = 𝜕�̂�
𝜕b̂

(5.6)

Hence, the adjoint vector terms are computed as follows:

𝐴፧ = ((𝑀፧/Δ𝑡 + 𝐽፧)ፓ)ዅኻ 𝜕𝑞
፧

𝜕b

𝐴፧ዅኻ = ((𝑀፧ዅኻ/Δ𝑡 + 𝐽፧ዅኻ)ፓ)ዅኻ (𝜕𝑞
፧ዅኻ

𝜕b − (−𝑀፧/Δ𝑡)ፓ𝐴፧)

⋱

⋱

𝐴ኻ = ((𝑀ኻ/Δ𝑡 + 𝐽ኻ)ፓ)ዅኻ (𝜕𝑞
ኻ

𝜕b − (−𝑀ኼ/Δ𝑡)ፓ𝐴ኼ)

The Jacobians and themassmatrices are the same ones as the ones analytically computed
on the forward analysis, at equilibrium, whereas the ᎧRᑕᑪᑟ

Ꭷ፬ᑚ term is computed using finite
differences by locally perturbing the optimization parameters.

Furthermore, the partial derivatives of the residual, objective, and constraints with respect
to the geometrical optimization variables are also computed by a centered finite difference
scheme.

Due to the use of a monolithic solver scheme for the forward analysis (Section 4.2), the
Jacobian of the forward analysis (Derivative of the residual with respect to the state variable
vector) is already computed and can be reused in the gradient computation required for the
optimization process [23].

5.2. Verification of the sensitivities
In order to verify the Sensitivity Analysis as described in Section 5.1, a FSI analysis has been
carried over a hollowed cylindrical beam of aspect ratio equal to 20.

The cross-section is constant along the beam length, consisting of a circle of constant
radius, and an inner concentric circular hole. The radius of the inner hole is parametrized
as a the optimization variable 𝑠። of the problem (Figure 5.1).
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Figure 5.1: Hollowed circular shape used at the cross-sections in order to verify the Sensitivity Analysis.

The fluid properties and boundary conditions are the same as the ones used in 3.4. The
position of the centroid of the cross-section as well as the most refined are of the mesh have
been moved to the mid part of the flow channel in order to avoid fluid perturbation from the
inlet (Figure 5.2).

Figure 5.2: Position of the cross-section at the middle of the flow channel.

The beam is decomposed into a single beam element (Only sections at both ends are
considered) in order to reduce computation consumption.

In this case, the optimization consists on finding the optimal value for the inner radius
that minimizes 𝑞, which in this case is chosen as the displacement at the tip, subject to a
minimum perimeter constraint, as it can be seen on the following schema [16].
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Find optimum 𝑠። {
𝑞 = 𝑚𝑖𝑛 (Ꮄ√𝑢ኼ፱ᖤᑚ + 𝑢

ኼ
፲ᖤᑚ
+ 𝑢ኼ፳ᖤᑚ) at 𝑠𝑒𝑐𝑡𝑖𝑜𝑛 = 𝑛

𝑔 = 𝑔ኺ − 𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟 ⩽ 0
Where 𝑔ኺ is a constant reference value for the minimum perimeter constraint.
In this case, the following terms have been used for the computation of the adjoint and

the sensitivities (Equations 5.11 and 5.12 ).

𝜕�̂�
𝜕b̂

=
[0 ⋱ 2𝑢፱ᖤᑚ 2𝑢፲ᖤᑚ 2𝑢፳ᖤᑚ 0 0 0 ⋱ 0]

ፓ

2𝑞 (5.7)

𝜕𝑞
𝜕𝑠።

= 0 (5.8)

The variation Ꭷፑᑕ፲፧
Ꭷ፬ᑚ is computed by finite differences taking into account the explicit effect

of 𝑠። on the original Level Set field. This means it has an influence on the calculation of 𝐾፞ፚ፦
and the position of the centroid {𝑥ፎ , 𝑦ፎ}, and the reference Level Set field used on the Level
Set projection module Φ፫፞፟.

In order to do the verification, the sensitivities obtained by the Adjoint method have been
compared with those computed by a global finite differences scheme, i.e. the initial Level
Set field is perturbed and then the forward analysis is carried on to obtain 𝑧 and 𝑔 for the
perturbed field [39].

5.2.1. Influence of Finite Difference perturbation size
To have accurate results when using a finite difference scheme, the result needs to be invari-
able with respect to the perturbation size, hence the values belonging to the plateau region
of a Ꭷ፪

Ꭷ፬ᑚ with repsect toℎ graph are those who need to be used. Where ℎ is the perturbation
value.

In this case (Figure 5.3), 1e−6 is the value to be used in all the finite difference schemes
employed (Corresponding to the global finite difference scheme, as well as the ᎧRᑕᑪᑟ

Ꭷ፬ᑚ terms
used for the Adjoint method. It is also employed for computing the ᎧR

Ꭷጓ crossed terms of the
Jacobian).
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Figure 5.3: Influence of the perturbation on the computation of the sensitivities for the Adjoint method and global finite
difference schemes. Different mesh refinement values (Circles: ኻ.ኽeዅኼ. Squares: ኻ.ኺኽeዅኼ) are used.

Note: A center finite difference scheme is used in all cases [45].

5.2.2. Influence of Mesh Refinement
To have reliable results, the obtained values need to be invariable with respect to the mesh
refinement too. In this case, the obtained objective function 𝑞 tend to converge when using
element lengths smaller or equal than 1.03e−2 (Figure 5.4).

Figure 5.4: Influence of the mesh refinement on the objective function.

It can also be seen that when using more refined meshes the relative difference between
the sensitivities computed using finite differences and the adjoint method become smaller
(Figure 5.5).
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(a)

(b)

Figure 5.5: Influence of the mesh refinement on the Sensitivities. 5.5a) Obtained sensitivities from both methods. 5.5b)
Relative difference between the obtained sensitivities from both methods

In order to limit the required computation time for the optimization, an element length of
9.76e−3 has been chosen for carrying on the optimization.

5.3. Results
An example of optimization has been carried on using the same setup (Hollowed cylindrical
beam) as the one used for verifying the sensitivity analysis (Section 5.2).

The optimization has been performed using the Globally Convergent Method of Moving
Asymthotes (GCMMA). More information about GCMMA and how to implement its algorithm
can be found on [40, 42].

5.3.1. Minimum Tip Displacement
Following the same setup as in Section 5.2, the purpose is to minimize the norm of the beam
displacement at the tip, measured at the centroid of the cross-section, subject to minimum
perimeter constraint 𝑔ኺ = 1.14 (Equation 5.9).
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Find optimum 𝑠። {
𝑞 = 𝑚𝑖𝑛 (Ꮄ√𝑢ኼ፱ᖤᑚ + 𝑢

ኼ
፲ᖤᑚ
+ 𝑢ኼ፳ᖤᑚ) at 𝑠𝑒𝑐𝑡𝑖𝑜𝑛 = 𝑛

𝑔 = 𝑔ኺ − 𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟 ⩽ 0
(5.9)

In Figure 5.6 it can be seen the evolution of 𝑞 and 𝑔 with respect to the optimization
variable 𝑠።.

Figure 5.6: Influence of the Optimization variable on the objective and constraint.

As it can be seen on Figure 5.6, the optimum value of 𝑠። that satisfies the constraint is
somewhere bellow 0.024.

The obtained results from GCMMA are shown bellow. In Figure 5.7 it can be seen the the
convergence rate of the residual of the Karush-Kuhn-Tucker (KKT) conditions [42] and the
obtained optimum value for the optimization variable.
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Figure 5.7: Convergence rate of the norm of the KKT residual for the minimum tip displacement case. Obtained optimum
variable for the inner radius. Initial geometry conditions were satisfying the constraint.

In Figure 5.8 it can be seen the variation of the objective and constraint functions through
the optimization iterations.

Figure 5.8: Variation of the objective and constraint through the iterations for the minimum tip displacement case. Initial
geometry conditions were satisfying the constraint.

In the case above the initial geometric conditions were satisfying the constraint. On the
other hand, in Figures 5.9 and 5.10 the same graphs are shown, this time starting the
optimization process using a geometry that does not satisfy the constraint.



5.3. Results 34

Figure 5.9: Convergence rate of the norm of the KKT residual for the minimum tip displacement case. Obtained optimum
variable for the inner radius. Initial geometry conditions were not satisfying the constraint.

Figure 5.10: Variation of the objective and constraint through the iterations for the minimum tip displacement case. Initial
geometry conditions were not satisfying the constraint.

It can be appreciated in Figures 5.7 to 5.10 that in both cases the optimization problem
converges to same point, which is the one that was estimated on Figure 5.6. Furthermore,
the convergence rate is slightly faster if the initial geometric conditions already satisfy the
constraint.

The graphical evolution of the cross-section geometry can be seen on Appendix C.
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5.3.2. Minimum Strain energy
Following the same setup as in Section 5.2, the purpose is to minimize the strain energy of
the beam, subject to minimum perimeter constraint 𝑔ኺ = 1.14 (Equation 5.10).

Find optimum 𝑠። {
𝑞 = 𝑚𝑖𝑛 [ኻኼ (u፥

ፓK፠፥፨u፥)]
𝑔 = 𝑔ኺ − 𝑝𝑒𝑟𝑖𝑚𝑒𝑡𝑒𝑟 ⩽ 0

(5.10)

In this case, the following terms have been used for the computation of the adjoint and
the sensitivities (Equations 5.11 to 5.12 ).

𝜕�̂�
𝜕b̂

= [[K፠፥፨u፥] 0 ⋱ 0]ፓ (5.11)

𝜕𝑞
𝜕𝑠።

= 1
2 (u

፥ፓ 𝜕K፠፥፨
𝜕𝑠።

|
ፅፃ
u፥) (5.12)

Obtained results from GCMMA are shown bellow. In Figure 5.11 it can be seen the the
convergence rate of the residual of the Karush-Kuhn-Tucker (KKT) conditions [42] and the
obtained optimum value for the optimization variable.

Figure 5.11: Convergence rate of the norm of the KKT residual for the minimum strain energy case. Obtained optimum
variable for the inner radius. Initial geometry conditions were not satisfying the constraint.

In Figure 5.12 it can be seen the variation of the objective and constraint functions through
the optimization iterations.
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Figure 5.12: Variation of the objective and constraint through the iterations for the minimum strain energy case. Initial
geometry conditions were not satisfying the constraint.

In this case the initial geometric conditions were not satisfying the constraint. As it can
be appreciated, convergence rate is slower on the first steps, as compared with Section 5.3.1
case. Nevertheless, the algorithm leads to the same optimum point than in the previous case,
as the same constraint function is used.

5.3.3. Other cases
The sensitivity analysis has been performed over more complex cross-section shapes, includ-
ing multiple optimization variables, such as the one that can be seen on Figure 5.13.
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Figure 5.13: Initial Level Set parametrization of a hollowed rectangular cross-section, using 4 optimization variables ፒᑚ.

However, in this case the required mesh refinement to reproduce the geometric details
with enough accuracy, which lead to Matlab limitations in terms of memory usage, joint with
the large computation needs for carrying on the optimization with multiple variables, had
made not applicable the optimization of these more complex shapes under the scope and
time frame of the Thesis project.

This is also applicable to the topology optimization of the cross-sections, as in that case
the optimization variables correspond to the the full set of Level Set nodal values, increasing
a lot the computation time. In addition, the computation of the Ꭷፑᑕᑪᑟ

Ꭷ፬ᑚ term using finite dif-
ferences, becomes very slow for such a large amount of optimization variables (Equal to the
total number of nodes).



6
Conclusions and Recommendations

6.1. Discussion
The 3D model developed for this research is conceptually very complex, owning strong cou-
pling and non-linearities, and its accurate implementation has needed a careful analytical
and numerical analysis, joint with extended coding sessions that were followed by long de-
bugging periods, in order to obtain a robust monolithic solver that is able to be handled on the
optimization stage. In the next section some the points that were tackled during the project
are described, joint with a critical reflection on how they impacted on the overall work.

6.1.1. Modeling
On the one hand, the beam model (Section 2.1) needed to adapt the 2D information from
the cross-sections onto the 3D space through interpolation. Different locations for the cross-
sections along the beam length were considered, such as the beam element ends or the beam
element Gauss points. For simplicity, the beam element ends were chosen as points where
the cross-sections are located along the beam length.

In terms of interpolation, both linear interpolation and averaging of the cross-sections
were considered. Linear interpolation was finally chosen, as the required shape functions
and numerical integration parameters were already calculated for the computation of the
beam element stiffness matrix (Section 2.1.5).

Regarding the 2D fluid mesh, which was also used for computing the cross-section inertia
properties, main discussion was about how to handle the two fields (Fluid and Solid) and the
interface into one single Eulerian mesh. The mesh is supposed to stay invariable through the
iterations. A Level Set function was used to define the fluid and solid fields, and the interface
location. An interface capturing method is necessary to define the intersection points within
the mesh due to the Eulerian description of the problem, and the boundary elements were
enriched using XFEM to accurately define the interface without expensive re-meshing steps.

In addition, a trade-off between computation efficiency and accuracy was done in order to
choose the mesh refinement level for each mesh (Fluid and beam). In the case of the beam
mesh, larger increments of mesh refinement increased a lot the required computation time,
as it is related with the total number of cross-sections, thus related with the total fluid mesh
size. As it can seen on Section 2.4, large increments on the number of beam elements do
not largely increment the accuracy of the benchmark problem. Hence, to reduce the time of
the calculations, only one or two beam elements were considered in most of the cases for the
sensitivity analysis and optimization tests. It is assumed that this approach is more accurate
the smoother the cross-section properties change along the beam length.

On the other hand, in the case of the fluid mesh, a local refinement of the fluid mesh
area that is closer to the cross-section within the channel flow helps to increase the accuracy
without increasing a lot the memory consumption and the computation time. Furthermore,
the local meshes associated to the geometry and fluid field of each cross-section are treated
as one big single mesh within the Matlab code, sharing the local system of coordinates (i.e.
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the local meshes are superposed on on top of each other), in order to make use of the already
developed settings for single-mesh problems within TransFEM, which needed to be adapted
in order to avoid superposed/duplicated node errors and plotting issues due to the difficulty
to separate the meshes back in Paraview viewer for visualization purposes.

Larger computation times where a big deal, especially at the debugging phases, joint with
Matlab out of memory errors (Max. memory error in Matlab). To alleviate the problem the
computation of the Jacobian terms in Matlab has been performed using sparse notation, in
order to increase the efficiency of the code, allowing the use of larger values for the mesh
refinement before running out of memory.

6.1.2. Level Set field
The Level Set field definition has an influence over all the stages of the project (Modeling,
solver and optimization)

The Level Set function is usually defined as a signed distance function (e.g. a cone) as it
is easier to capture the interface within the mesh and to perform Heaviside smoothing steps,
due to the clear definition of the LSF zero isocontour.

While this LS definition is able to accurately reproduce circular shapes, it leads to inac-
curacies when dealing with more complex shapes, especially those including sharp corners
and edges (Figure 5.13). It also makes more complex the creation of parametrized internal
”holes”, which are necessary for the definition of the initial geometry guess when carrying
shape and topology optimization simulations.

In order to solve this issue, a Matlab script is existing within TransFEM, which is able to
generate a consistent Level Set field from a black & white bitmap file. This allows the use of
more complex shapes, such as NACA profiles, and swiss-cheese hollowed structures (Neces-
sary for defining the hollowed geometric initial conditions required by topology optimization)
within the TransFEM framework (Figure 6.1).

Figure 6.1: Swiss-cheese hollowed pattern black & white bitmap file. Used to define hollowed geometries necessary as an
initial guess for the topology optimization procedure.

It is also noticeable the fact that the Level Set function values at the nodesΦ(X) are treated
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as degrees of freedom (DOFs) for the Fluid-Structure Interaction problem. It is important to
distinguish between the Level Set function as a DOF, and the original Level Set field that
defines the initial geometric properties of the cross-sections. This original Level Set field
Φ፫፞፟(X) is necessary to compute the stiffness matrix of the cross-sections, as well as the
position of centroid of each cross-section. It is also used as reference Level Set field for the
Level Set projection module.

It is of extreme importance to take this difference into consideration, especially when
computing the Ꭷ

Ꭷጓ terms of the Jacobian that are influenced only by Φ(X) as a DOF, or the
Ꭷ
Ꭷ፬ᑚ terms of the sensitivity analysis, which are only influenced by Φ፫፞፟(X). This becomes
more complex in the case of topology optimization, as all the Φ፫፞፟(X) values are considered
as optimization variables.

In the case of the Level Set projection module (Section 2.3) is it also important to consider
a threshold value to filter the nodes corresponding to the far fluid field (i.e. Those nodes
owning a very low value of Φ and Ꭷ

Ꭷጓ = 0) in order to speed up the projection process, by
focusing only on those nodes that lie within the solid field or in its surroundings. In this case
those values of Φ that are equal or smaller than −4.95 lie bellow the threshold are filtered,
thus being ignored by the Level Set projection scheme.

Other Level Set projection schemes were considered, such as a mirrored translation and
rotation of the background mesh, or a dual mesh system (Fluid + Solid one). However, the
actual development was the most simple and efficient one in terms of computing the Jacobian
terms while keeping the mesh invariable and unique at all times.

6.1.3. Numerical Instabilities
During the implementation of the code and the check phases, different numerical issues
have been faced that affected negatively the stability of the results, the convergence rate or
the accuracy of the obtained solution.

In the case of the Newton solver, there were some important convergence issues, which
used to appear at the initial iterations of the loop in those cases where the allowed displace-
ment of the cross-section was too large (e.g. Long slender beam, soft material, faster fluid
flow, etc). At those occasions the initial guess for the Level Set field (i.e. Equivalent to the
straight beam) was too far away from the final converged solution, leading to meaningless
intermediate states that especially affect the Level Set field and the fluid distribution (e.g.
Appearance of strange deformed geometries), which may eventually generate the blow up of
the computation or very slow convergence rates.

In order to deal with it, a predictor for the Level Set field was used for the first stages. It
consisted of a separate Level Set projection step that was run at the beginning of each Newton
iteration, taking into account the beam displacements calculated on the previous iteration
as an input, in order to update the Level Set field to a consistent shape before updating the
fluid field and the rest of the solution vector. The use of the predictor, and its efficiency, is
problem dependent, and it is only used until the convergence path is reached, i.e. It is used
until the convergence criteria (Norm of the residual) is smaller than a certain value, generally
when 𝑛𝑜𝑟𝑚(𝑟𝑒𝑠) < 0.01.

Another way to improve the convergence of the Newton solver is the addition of a Newton
relaxation parameter. This is a scalar 𝛼 that multiplies some of the terms of the update vector
(Equation 6.1) to improve the convergence of the solution.

X፧ዄኻ = X፧ − 𝛼
𝑓ᖣ(X፧)
𝑓(X፧)

(6.1)

In this case the relaxation is only applied to the beam displacements and 0 < 𝛼 < 1 is the
Newton relaxation parameter, which is problem dependent. After some testing 𝛼 = 0.5 was
chosen as the most efficient one in most cases of this project.

This technique is very useful, especially when facing an oscillatory behavior of the conver-
gence criteria on the first iterations, as it considerably reduces the amplitude of the solution
oscillations (Figure 6.2).
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Figure 6.2: Simplified idealization of the performance increment when using Newton relaxation stabilization to help to improve
convergence under strong oscillatory behaviors. Without (Left) and with (Right) Newton relaxation. In red the expected

converged solution.

There are other situations where due to the limited size of the design domain, an inter-
mediate solution for the Level Set field may eventually lay out of of the bounds of the design
domain, specially when large cross-section displacements are allowed (i.e. When using a low
stiffness beam). When this phenomena occurs the simulation crashes, as the Matlab code is
not able to treat correctly the FSI model. To mitigate the problem, a penalty factor is added
to the update vector of the beam displacements, to scale the displacement within the design
domain. However, when this situation continuously repeats throughout the iterations, the
simulation shall be aborted, as it may be necessary to increase the size of the design domain.

Another important topic to check during the forward analysis and the computation of the
sensitivities is the condition number of the Jacobian. Ill-conditioned systems of equations
usually negatively affect the convergence when dealing with non-linearities, thus reducing the
performance of linear iterative solvers such the Newton-Raphson developed for this project
[48]. Poorly conditioned matrices may lead to inaccuracies on the solution vector or on the
obtained sensitivities. The influence of this numerical error is larger the larger the condition
number of the Jacobian is.

One of the main causes of ill-conditioning of the Jacobian is the difference in terms of order
of magnitude between the different components of the matrix, due to the multiphysics of the
problem. The accurate non-dimensionalization of the equations and variables may solve this
issue. In this case it was tested the application of a Jacobi preconditioner [27] to the Jacobian
matrix, which makes the diagonal terms equal to 1. However, despite reducing the condition
number of the global Jacobian, the effect on the obtained results and the convergence rate
was almost negligible in most cases.

An ill-conditioned matrix system also appears in XFEM when the ratio of fluid to solid
phase within an intersected element is very close to zero or to the unity (i.e. The Interface is
very small and it is very close to one of the nodes) [48]. This configuration makes appearance
either due to an incorrect initial definition of the geometry, through the Level Set mapping
during the LS projection stage, or as a result of the geometry update during the optimiza-
tion process. Face-oriented ghost-penalty methods are chosen to mitigate the problem in
TransFEM [13, 14].

Another source of ill-conditioning of the Jacobian is the apparition of large peaks of fluid
pressure on hollowed structures when performing the FSI analysis, due to the difficult math-
ematical treatment of the fluid phase that lies within the holes of the cross-section. The
apparition of this extremely high pressure peaks causes the crash of the computation. The
solution taken was to temporary remove the fluid pressure and velocity degrees of freedom
from the active DOFs list of those nodes that lie inside the outer interface of the cross-section,
at beginning of each Newton iteration.

As it is only considered the steady state of the fluid, a large enough time step needs to
be chosen in order to avoid transient states on the fluid field through the iterations. It has
been observed that the choice of small time steps considerably increases the global condition
number of the Jacobian. At the same time it has a negative effect on convergence, as the
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fluid field of the partial solutions is perturbed by the fluid field of previous iterations, and this
perturbation takes a long time to vanish through the iterations. Hence, the correct choice of
the time step is of highly importance in this case.

Finally, it has been observed a big influence of the Ꭷ
Ꭷጓ crossed terms of the Jacobian.

As stated in Appendix A, this terms are very difficult to account analytically, and they are
numerically derived by using Finite Differences. Furthermore, within the Newton loop, when
the current solution vector for the fluid field variables is very different from the converged
one (Such as at the initial steps), the simulation tends to blow up, with abnormal values of
𝑣፟ and 𝑝፟ at the boundary elements, when this Ꭷ

Ꭷጓ crossed terms are active on the Jacobian.
The way chosen to deal with this issue is to temporary disable these Ꭷ

Ꭷጓ crossed terms on the
Jacobian for the first iterations, until the convergence criteria is bellow a certain value. At
this point the Ꭷ

Ꭷጓ crossed terms are reactivated and the simulation continues as usual, with
a good converge rate. After some testing, it was chosen 𝑛𝑜𝑟𝑚(𝑟𝑒𝑠) = 0.01 as a good threshold
for the activation of these terms. These Ꭷ

Ꭷጓ crossed terms are also included in the Jacobian
when performing the sensitivity analysis.

6.2. Conclusions
The initial goal of the MSc. Thesis project was to obtain optimal wind turbine blade cross-
sections, using topology optimization techniques in addition to modern tools (e.g. LSM and
X-FEM), presenting a crisp definition of its geometry and contour, in order to potentially make
applicable this technique in the industrial design process.

As a result of this research, it has been implemented a 3D Fluid-Structure Interaction
(FSI) model applicable to slender structures, such as wind turbine blades, by combining a 3D
beam model with a 2D fluid model, under low Reynolds number flows. The main advantage
of this setup is a considerable reduction of the computational cost, as compared with a full
3D FSI setup. In addition, the use of XFEM in combination of the Level Set method allows
obtaining a better resolution of the geometry and crisp interfaces between solid and fluid,
without the necessity of re-meshing, as in the case of classical FEM.

The proposed 3D beam is partially based on the formulation of the classical beam element
for slender beams (Euler-Bernoulli), including Saint-Venant torsional effects for isotropic ma-
terials, and with the addition of the terms related with the coupling between axial and torsion,
and bending and torsion contributions, which may arise when using non-linear materials.
The stiffness information of the beam is interpolated from its cross-section geometries and
materials, which can vary along the beam length.

The cross-section geometries are defined on a XFEM mesh. The fluid and solid domains
are specified using a Level Set Function. A 2D fluid simulation based on Incompressible
Navier Stokes flow at low Reynolds number is carried around each cross-section, in order
to obtain the aerodynamic loading over its contour. This aerodynamic loading serves as an
input for the beam model, to compute deformation of the beam. This deformation is mapped
onto the cross-sections, obtaining the updated displacements and rotations of the geometry.
With the updated geometry the fluid field is altered and it needs to be updated as well, forming
a non-linear iterative process that loops until a converged structure is obtained.

The 3D FSI model is solved on a monolithic Newton-Raphson solver that treats all the
equations involved at once. The Jacobian terms derived for the monolithic solving scheme
that has been developed for the forward analysis allow a straightforward computation of the
sensitivities using adjoint method. This sensitivity analysis makes possible the optimization
of the geometry of the cross-sections based on certain criteria and constraints.

The different models used have been independently tested for their validation, such as
the beam model (Section 2.4) and the fluid model (Section 3.4). This done, the full 3D FSI
model was tested using an iterative staggered scheme, where the fluid and beam parts where
separately computed before updating the geometry of the cross-section at each iteration.

The staggered solving scheme was evolved into a monolithic Newton solver that treats
the hole system of equations at once (Section 4), were all the dependencies between the
system equations and variables needed to be accounted. The main reason for choosing a
monolithic solver is the possibility to use the same derivatives involved in the construction of
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the Jacobian matrix of the forward analysis for the sensitivity analysis, as they are necessary
for the implementation of the Adjoint Method too. As seen in the verification example of
Section 4.3, a consistent Jacobian matrix has been obtained, as the Newton solver is able to
converge to an accurate enough solution. This fact makes suitable the use of this Jacobian
for performing further steps, such as optimization.

A sensitivity analysis was carried based on the adjoint method (Section 5.1), obtaining
similar results when comparing the sensitivities obtained through the adjoint method with
those obtained from the finite difference analysis. Despite this difference is smaller than 1% in
most of the cases, this number is still quite large as compared with other sensitivity analysis
from the literature, which could be related with the strong non-linearity of the problem, XFEM
mesh related issues or another unknown sources of error. A lot of work during the project
has been invested on improving the sensitivity analysis and debugging, without being able
to obtain better results.

Finally, several optimization examples have been performed (Section 5.3), where simple
shapes with a small number of optimization variables have been optimized under certain
criteria (e.g. Minimum tip displacement for a hollowed circular beam). However, due to the
computing limitations of Matlab and time constraints, only simple shape optimization cases
could be carried during the scope of this MSc. Thesis. Performing topology optimization of
the beam looks theoretically feasible, however the amount of time and resources needed (i.e.
The amount of optimization variables equals the size of the the Level Set function Φ(X) -
equal to the total number of nodes) has not made it possible during this MSc. Thesis work.

No similar works have been found on the literature, hence no valid benchmarks for the full
3D FSI optimization model have been used to compare the obtained results on this research,
and they have been only validated by convergence studies andmodular benchmark examples.

Nevertheless it has been a very enriching experience where I have learned a lot on how the
research world works and I have improved a lot my knowledge on FSI and structural optimiza-
tion. The project has shown it is worth the effort to develop a monolithic solver for dealing
with complex multiphysics problems in order to allow further optimization stages to improve
current system’s performance to meet the desired objectives under certain constraints. The
use of an XFEM model in combination with the Level Set method in a monolithic approach
for the optimization of FSI problems [51], allows obtaining clearer interfaces and a more crisp
representation of the geometry [45], as compared with other optimization techniques, such
as the density-based approach [7], which is a very important fact to account for during the
industrial design process.

Hence, this method has a great potential for the future, however still some improvements
on its implementation need to be performed, in order to boost the performance and reliability
of the model to more complex academic and industrial standards. As stated on the next
section (Section 6.3), the following research topics and recommendations are suggested to
improve the current method in future works.

6.3. Recommendations for Future Research
• The actual 2D XFEM model could be improved to accommodate more complex displace-
ments and deformations. For example, the solid phase could be allowed to deform based
on the aerodynamic loading, besides translating and rotating as it is allowed so far. The
current 2D cross-section mesh could be also improved to allow wrapping displacements
of the cross-sections in order to improve the reliability of the model.

• The actual fluid model, based on Incompressible Navier Stokes formulation, could be
improved into a more complex one. The most important improvement would be the
accommodation of higher Reynolds numbers within the model, as this would allow the
simulation of more realistic fluid flows. Another recommendation is the addition of out
of plane loading and/or fluid flows, as they can be treated by the 3D beam model, in
order to increase the accuracy of the fluid analysis. The treatment of more complex
phenomena, such as turbulence or boundary layer, would be interesting as well.

• The computation efficiency of the code could be improved (e.g. Using more efficient
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software tools rather than Matlab), in order to reduce the computation cost of the op-
timization, allowing the optimization of multiple variable problems, and reducing the
time required for the simulations. A better way to manage the memory for storing the
Jacobian matrix would also be beneficial, as it would allow the use of finer meshes.

• Anmore efficient way to perform the sensitivity analysis with respect to the actual imple-
mentation could be developed within the code, in order to perform a complete topology
optimization of the cross-section, as the actual number of optimization variables - equal
to the number of nodes, which correspond to the size of the Level Set function array -
becomes too large and consumes lots of resources and time.

• The addition of a more complex material model for the cross-section, by including more
complex non linear material models, plasticity, multiple layers and/or composites, to
increase the freedom of the design.

• The use of a better analytical model for the derivation of the Jacobian, as some of the
terms could not be derived using analytical methods on this research, treating them
numerically by finite differences. This applies especially to those terms that are derived
with respect to the Level Set field ( ᎧᎧጓ crossed terms).

• The inclusion of better benchmarks, both from the literature and from software model-
ing, in order to check the reliability and accuracy of the obtained results, as they could
not be found on this research.

• The tune up of the Newton-Raphson solver, for example with the addition of more sophis-
ticated predictors and preconditioners, in order to improve the stability of the results
and the convergence rate.

• Finding a better way to define the initial geometry of the cross-sections as a Level Set
field is also important to be developed, as it would allow the use of more complex shapes
on the model (e.g. NACA profiles). The method of mapping a black & white bitmap file
on the mesh, as used in other parts of TransFEM could be valid for this task.

• The treatment of the temporal evolution of the problem would be interesting too, by
dealing with the transient states of the fluid and beam models.
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A.1. Derivation of Jacobian matrix terms
The terms of the Jacobian matrix 4.15 can be expressed as follows.

A.1.1. Beam model terms
These are the terms associated with the beam model. From Equation 4.10:
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Note: A clamping boundary condition has been added to the displacements of the first
node.

A.1.2. Fluid model terms
These are the terms associated with the fluid model. From Equation 4.11, using PSPG and
SUPG stabilization methods (𝛿𝑣፟። is the stabilized test function):
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−∫

𝑑Ω(𝜏ፒፔፏፆ𝑣፤

𝜕𝛿𝑣።
𝜕𝑥፤

+ 𝜏ፏፒፏፆ𝜌
𝜕𝛿𝑝
𝜕𝑥።

)
𝜕𝜎።፣(v፟ , 𝑝፟)

𝜕𝑥፣
+∫


𝑑Ω𝛿𝑝፟

𝜕𝑣፣
𝜕𝑥፣

−∫
ጁᑊᐽ
𝑑Γ𝛿𝑣።𝜎።፣(v፟ , 𝑝፟)𝑛፣ + 𝛼∫

ጁ
𝑑Γ𝛿𝑣።𝑣።

(A.10)

This residual (Equation A.10 can be split into advective, body force, stress, stabilized
stress, incompressibility and surface terms (Equation A.11):

𝑅፟፥፮።፝{v፟ , 𝑝፟ , Φ} = 𝑅ፀ፝፯፯ᑪ + 𝑅ፀ፝፯፯ᑫ + 𝑅ፀ፝፯ፏᑗ + 𝑅ፁፅ፯ᑪ + 𝑅ፁፅ፯ᑫ + 𝑅ፁፅፏᑗ + 𝑅
ፒ፭፫
፯ᑪ + 𝑅ፒ፭፫፯ᑫ + 𝑅ፒ፭፫ፏᑗ

+𝑅ፒ፭ፚ፬፭፫፯ᑪ + 𝑅ፒ፭ፚ፬፭፫፯ᑫ + 𝑅ፒ፭ፚ፬፭፫ፏᑗ + 𝑅ፈፂ፯ᑪ + 𝑅ፈፂ፯ᑫ + 𝑅ፈፂፏᑗ + 𝑅
ፒ፮፫፟
፯ᑪ + 𝑅ፒ፮፫፟፯ᑫ + 𝑅ፒ፮፫፟፩ᑗ + 𝑅ፃ፲፧፯ᑪ + 𝑅ፃ፲፧፯ᑫ + 𝑅ፃ፲፧ፏᑗ

(A.11)

Each term can be written as follows (Equations A.12 to A.32), where |𝑤፟፥፮።፝⟩ is a basis
about a certain trial solution, 𝐴 = 𝑣። ᎧፍᎧ፱ᑚ are the advective shape functions, as a function of
the shape function vector 𝑁, and 𝜎(v፟ , 𝑝፟) = −𝑝𝛿።፣ + 𝜎።𝑗(v፟) is the total stress tensor.

𝑅ፀ፝፯፯ᑪ = ∫

𝑑Ω(𝛿𝑣፲ + 𝜏ፒፔፏፆ𝑣፤

𝜕𝛿𝑣፲
𝜕𝑥፤

)𝜌𝑣፣
𝜕𝑣፲
𝜕𝑥፣

= ∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝑣፤𝐴)ፓ𝜌𝑣፣

𝜕𝑣፲
𝜕𝑥፣

|𝑣፲⟩ (A.12)

𝑅ፀ፝፯፯ᑫ = ∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝑣፤𝐴)ፓ𝜌𝑣፣

𝜕𝑣፳
𝜕𝑥፣

|𝑣፳⟩ (A.13)

𝑅ፀ፝፯ፏᑗ = ∫

𝑑Ω𝜏ፏፒፏፆ𝜌

𝜕𝛿𝑝
𝜕𝑥።

𝜌𝑣፣
𝜕𝑣።
𝜕𝑥፣

= ∫

𝑑Ω𝜏ፏፒፏፆ

𝜕𝑁ፓ
𝜕𝑥።

𝑣፣
𝜕𝑣።
𝜕𝑥፣

|𝑝፟⟩ (A.14)

𝑅ፁፅ፯ᑪ = −∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝑣፤𝐴)ፓ𝜌𝑔፲|𝑣፲⟩ (A.15)

𝑅ፁፅ፯ᑫ = −∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝑣፤𝐴)ፓ𝜌𝑔፳|𝑣𝑧⟩ (A.16)

𝑅ፁፅፏᑗ = −∫
𝑑Ω𝜏ፏፒፏፆ

𝜕𝑁ፓ
𝜕𝑥።

𝑔።|𝑝፟⟩ (A.17)

𝑅ፒ፭፫፯ᑪ = ∫

𝑑Ω𝜕𝛿𝑣።𝜕𝑥፣

𝜎፲፣(v፟ , 𝑝፟) = −∫

𝑑Ω𝜕𝑁

ፓ

𝜕𝑦 𝑝
፟|𝑣፲⟩ + ∫


𝑑Ω𝜕𝑁

ፓ

𝜕𝑥፣
𝜎፲፣(v፟)|𝑣፲⟩ (A.18)

𝑅ፒ፭፫፯ᑫ = −∫

𝑑Ω𝜕𝑁

ፓ

𝜕𝑧 𝑝
፟|𝑣፳⟩ + ∫


𝑑Ω𝜕𝑁

ፓ

𝜕𝑥፣
𝜎፳፣(v፟)|𝑣፳⟩ (A.19)

𝑅ፒ፭፫ፏᑗ = 0 (A.20)

𝑅ፒ፭ፚ፬፭፫፯ᑪ = −∫

𝑑Ω𝜏ፏፒፏፆ𝑣፤

𝜕𝛿𝑣፲
𝜕𝑥፤

𝜕𝜎፲፣(v፟ , 𝑝፟)
𝜕𝑥፣

= ∫

𝑑Ω𝜏ፏፒፏፆ𝐴ፓ (

𝜕𝑝፟
𝜕𝑦 −

𝜕𝜎፲፣(v፟)
𝜕𝑥፣

) |𝑣፲⟩ (A.21)

𝑅ፒ፭ፚ፬፭፫፯ᑫ = ∫

𝑑Ω𝜏ፏፒፏፆ𝐴ፓ (

𝜕𝑝፟
𝜕𝑧 −

𝜕𝜎፳፣(v፟)
𝜕𝑥፣

) |𝑣፳⟩ (A.22)

𝑅ፒ፭ፚ፬፭፫ፏᑗ = ∫

𝑑Ω𝜏ፏፒፏፆ𝜌

𝜕𝑁ፓ
𝜕𝑥።

𝜕𝑝፟
𝜕𝑥።

|𝑝፟⟩ − ∫

𝑑Ω𝜏ፏፒፏፆ𝜌

𝜕𝑁ፓ
𝜕𝑥።

𝜕𝜎።፣(v፟)
𝜕𝑥፣

|𝑝፟⟩ (A.23)
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𝑅ፈፂ፯ᑪ = 0 (A.24)

𝑅ፈፂ፯ᑫ = 0 (A.25)

𝑅ፈፂፏᑗ = ∫
𝑑Ω𝑁ፓ 𝜕𝑣።𝜕𝑥።

|𝑝፟⟩ (A.26)

𝑅ፒ፮፫፟፯፲ = 𝛼∫
ጁᑀ
𝑑Γ𝑁ፓ𝑣፲|𝑣፲⟩ (A.27)

𝑅ፒ፮፫፟፯፳ = 𝛼∫
ጁᑀ
𝑑Γ𝛿𝑁ፓ𝑣፳|𝑣፳⟩ (A.28)

𝑅ፒ፮፫፟፩ᑗ = 0 (A.29)

𝑅ፃ፲፧፯ᑪ = ∫

𝑑Ω(𝛿𝑣፲ + 𝜏ፒፔፏፆ𝑣፤

𝜕𝛿𝑣፲
𝜕𝑥፤

)𝜌
𝜕𝑣፲
𝜕𝑡 = ∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝑣፤𝐴)ፓ𝜌
𝜕𝑣፲
𝜕𝑡 |𝑣፲⟩ (A.30)

𝑅ፃ፲፧፯ᑫ = ∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝑣፤𝐴)ፓ𝜌

𝜕𝑣፳
𝜕𝑡 |𝑣፳⟩ (A.31)

𝑅ፃ፲፧ፏᑗ = ∫

𝑑Ω𝜏ፏፒፏፆ𝜌

𝜕𝛿𝑝
𝜕𝑥።

𝜌𝜕𝑣።𝜕𝑡 = ∫
𝑑Ω𝜏ፏፒፏፆ

𝜕𝑁ፓ
𝜕𝑥።

𝜕𝛿𝑣።
𝜕𝑡 |𝑝

፟⟩ (A.32)

With 𝑒።፣(v) = ኻ
ኼ(
Ꭷ፯ᑚ
Ꭷ፱ᑛ +

Ꭷ፯ᑛ
Ꭷ፱ᑚ ). Corresponding Jacobian terms are summarized as follows

(Equations A.33 to A.77):

𝜕𝑅ፀ፝፯፯ᑪ
𝜕𝑣፲

= ∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝐴)ፓ𝜌(𝐴 +

𝜕𝑣፲
𝜕𝑦 𝑁)|𝑣፲⟩⟨𝑣፲| + ∫

𝑑Ω𝜏ፒፔፏፆ𝜌𝑣፣
𝜕𝑣፲
𝜕𝑥፣

𝜕𝑁ፓ
𝜕𝑦 𝑁|𝑣፲⟩⟨𝑣፲| (A.33)

𝜕𝑅ፀ፝፯፯ᑪ
𝜕𝑣፳

= ∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝐴)ፓ𝜌

𝜕𝑣፲
𝜕𝑧 𝑁|𝑣፲⟩⟨𝑣፳| + ∫

𝑑Ω𝜏ፒፔፏፆ𝜌𝑣፣
𝜕𝑣፲
𝜕𝑥፣

𝜕𝑁ፓ
𝜕𝑧 𝑁|𝑣፲⟩⟨𝑣፳| (A.34)

𝜕𝑅ፀ፝፯፯ᑪ
𝜕𝑝፟ = 0 (A.35)

𝜕𝑅ፀ፝፯፯ᑫ
𝜕𝑣፲

= ∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝐴)ፓ𝜌

𝜕𝑣፳
𝜕𝑦 𝑁|𝑣፳⟩⟨𝑣፲| + ∫

𝑑Ω𝜏ፒፔፏፆ𝜌𝑣፣
𝜕𝑣፳
𝜕𝑥፣

𝜕𝑁ፓ
𝜕𝑦 𝑁|𝑣፳⟩⟨𝑣፳| (A.36)

𝜕𝑅ፀ፝፯፯ᑫ
𝜕𝑣፳

= ∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝐴)ፓ𝜌(𝐴 +

𝜕𝑣፳
𝜕𝑧 𝑁)|𝑣፳⟩⟨𝑣፳| + ∫

𝑑Ω𝜏ፒፔፏፆ𝜌𝑣፣
𝜕𝑣፳
𝜕𝑥፣

𝜕𝑁ፓ
𝜕𝑧 𝑁|𝑣፳⟩⟨𝑣፳| (A.37)

𝜕𝑅ፀ፝፯፯ᑫ
𝜕𝑝፟ = 0 (A.38)

𝜕𝑅ፀ፝፯፩ᑗ

𝜕𝑣፲
= ∫


𝑑Ω𝜏ፏፒፏፆ (

𝜕𝑣፲
𝜕𝑦

𝜕𝑁
𝜕𝑦 +

𝜕𝑣፳
𝜕𝑦

𝜕𝑁
𝜕𝑧 )

ፓ
𝑁|𝑝፟⟩⟨𝑣፲| + ∫


𝑑Ω𝜏ፏፒፏፆ

𝜕𝑁ፓ
𝜕𝑦 𝐴|𝑝

፟⟩⟨𝑣፲| (A.39)

𝜕𝑅ፀ፝፯፩ᑗ

𝜕𝑣፳
= ∫


𝑑Ω𝜏ፏፒፏፆ (

𝜕𝑣፲
𝜕𝑧

𝜕𝑁
𝜕𝑦 +

𝜕𝑣፳
𝜕𝑧

𝜕𝑁
𝜕𝑧 )

ፓ
𝑁|𝑝፟⟩⟨𝑣፳| + ∫


𝑑Ω𝜏ፏፒፏፆ

𝜕𝑁ፓ
𝜕𝑧 𝐴|𝑝

፟⟩⟨𝑣፳| (A.40)

𝜕𝑅ፀ፝፯፩ᑗ

𝜕𝑝፟ = 0 (A.41)

𝜕𝑅ፒ፭፫፯ᑪ
𝜕𝑣፲

= ∫

𝑑Ω𝜕𝑁

ፓ

𝜕𝑥፣
𝜕𝜎፲፣(v፟)
𝜕𝑣፲

|𝑣፲⟩⟨𝑣፲| (A.42)

𝜕𝑅ፒ፭፫፯ᑪ
𝜕𝑣፳

= ∫

𝑑Ω𝜕𝑁

ፓ

𝜕𝑥፣
𝜕𝜎፲፣(v፟)
𝜕𝑣፳

|𝑣፲⟩⟨𝑣፳| (A.43)

𝜕𝑅ፒ፭፫፯ᑪ
𝜕𝑝፟ = −∫


𝑑Ω𝜕𝑁

ፓ

𝜕𝑦 𝑁|𝑣፲⟩⟨𝑝
፟| (A.44)

𝜕𝑅ፒ፭፫፯ᑫ
𝜕𝑣፲

= ∫

𝑑Ω𝜕𝑁

ፓ

𝜕𝑥፣
𝜕𝜎፳፣(v፟)
𝜕𝑣፲

|𝑣፳⟩⟨𝑣፲| (A.45)
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𝜕𝑅ፒ፭፫፯ᑫ
𝜕𝑣፳

= ∫

𝑑Ω𝜕𝑁

ፓ

𝜕𝑥፣
𝜕𝜎፳፣(v፟)
𝜕𝑣፳

|𝑣፳⟩⟨𝑣፳| (A.46)

𝜕𝑅ፒ፭፫፯ᑫ
𝜕𝑝፟ = −∫


𝑑Ω𝜕𝑁

ፓ

𝜕𝑧 𝑁|𝑣፳⟩⟨𝑝
፟| (A.47)

𝜕𝑅ፒ፭ፚ፬፭፫፯ᑪ
𝜕𝑣፲

= −∫

𝑑Ω𝜏ፒፔፏፆ𝐴ፓ

𝜕
𝜕𝑣፲

(
𝜕𝜎፲፣(v፟)
𝜕𝑦፣

)) |𝑣፲⟩⟨𝑣፲| + −∫

𝑑Ω𝜏ፒፔፏፆ (−

𝜕𝑝
𝜕𝑦 +

𝜕𝜎፲፣(v፟)
𝜕𝑥፣

) 𝜕𝑁
ፓ

𝜕𝑦 𝑁|𝑣፲⟩⟨𝑣፲|

(A.48)
𝜕𝑅ፒ፭ፚ፬፭፫፯ᑪ
𝜕𝑣፳

= −∫

𝑑Ω𝜏ፒፔፏፆ𝐴ፓ

𝜕
𝜕𝑣፳

(
𝜕𝜎፲፣(v፟)
𝜕𝑥፣

)) |𝑣፲⟩⟨𝑣፳| + −∫

𝑑Ω𝜏ፒፔፏፆ (−

𝜕𝑝
𝜕𝑦 +

𝜕𝜎፲፣(v፟)
𝜕𝑥፣

) 𝜕𝑁
ፓ

𝜕𝑧 𝑁|𝑣፲⟩⟨𝑣፳|

(A.49)
𝜕𝑅ፒ፭ፚ፬፭፫፯ᑪ
𝜕𝑝፟ = ∫


𝑑Ω𝜏ፒፔፏፆ𝐴ፓ

𝜕𝑁
𝜕𝑦 |𝑣፲⟩⟨𝑝

፟| (A.50)

𝜕𝑅ፒ፭ፚ፬፭፫፯ᑫ
𝜕𝑣፲

= −∫

𝑑Ω𝜏ፒፔፏፆ𝐴ፓ

𝜕
𝜕𝑣፲

(
𝜕𝜎፳፣(v፟)
𝜕𝑥፣

) |𝑣፳⟩⟨𝑣፲| + −∫

𝑑Ω𝜏ፒፔፏፆ (−

𝜕𝑝
𝜕𝑧 +

𝜕𝜎፳፣(v፟)
𝜕𝑥፣

) 𝜕𝑁
ፓ

𝜕𝑦 𝑁|𝑣፳⟩⟨𝑣፲|

(A.51)
𝜕𝑅ፒ፭ፚ፬፭፫፯ᑫ
𝜕𝑣፳

= −∫

𝑑Ω𝜏ፒፔፏፆ𝐴ፓ

𝜕
𝜕𝑣፳

(
𝜕𝜎፳፣(v፟)
𝜕𝑥፣

)) |𝑣፳⟩⟨𝑣፳| + −∫

𝑑Ω𝜏ፒፔፏፆ (−

𝜕𝑝
𝜕𝑧 +

𝜕𝜎፳፣(v፟)
𝜕𝑥፣

) 𝜕𝑁
ፓ

𝜕𝑧 𝑁|𝑣፳⟩⟨𝑣፳|

(A.52)
𝜕𝑅ፒ፭ፚ፬፭፫፯ᑫ
𝜕𝑝፟ = ∫


𝑑Ω𝜏ፒፔፏፆ𝐴ፓ

𝜕𝑁
𝜕𝑧 |𝑣፳⟩⟨𝑝

፟| (A.53)

𝜕𝑅ፒ፭ፚ፬፭፫፩ᑗ

𝜕𝑣፲
= −∫


𝑑Ω𝜏ፏፒፏፆ𝜌

𝜕𝑁ፓ
𝜕𝑥።

𝜕
𝜕𝑣፲

(
𝜕𝜎።፣(v፟)
𝜕𝑥፣

) |𝑝፟⟩⟨𝑣፲| (A.54)

𝜕𝑅ፒ፭ፚ፬፭፫፩ᑗ

𝜕𝑣፳
= −∫


𝑑Ω𝜏ፏፒፏፆ𝜌

𝜕𝑁ፓ
𝜕𝑥።

𝜕
𝜕𝑣፳

(
𝜕𝜎።፣(v፟)
𝜕𝑥፣

) |𝑝፟⟩⟨𝑣፳| (A.55)

𝜕𝑅ፒ፭ፚ፬፭፫፩ᑗ

𝜕𝑝፟ = ∫

𝑑Ω𝜏ፏፒፏፆ𝜌

𝜕𝑁ፓ
𝜕𝑥።

𝜕𝑁
𝜕𝑥።

|𝑝፟⟩⟨𝑝፟| (A.56)

𝜕𝑅ፈፂ፯ᑪ
𝜕𝑣፲

= 0 (A.57)

𝜕𝑅ፈፂ፯ᑪ
𝜕𝑣፳

= 0 (A.58)

𝜕𝑅ፈፂ፯ᑪ
𝜕𝑝፟ = 0 (A.59)

𝜕𝑅ፈፂ፯ᑫ
𝜕𝑣፲

= 0 (A.60)

𝜕𝑅ፈፂ፯ᑫ
𝜕𝑣፳

= 0 (A.61)

𝜕𝑅ፈፂ፯ᑫ
𝜕𝑝፟ = 0 (A.62)

𝜕𝑅ፈፂ፩ᑗ
𝜕𝑣፲

= ∫

𝑑Ω𝑁ፓ 𝜕𝑁𝜕𝑦 |𝑝

፟⟩⟨𝑣፲| (A.63)

𝜕𝑅ፈፂ፩ᑗ
𝜕𝑣፳

= ∫

𝑑Ω𝑁ፓ 𝜕𝑁𝜕𝑧 |𝑝

፟⟩⟨𝑣፳| (A.64)

𝜕𝑅ፈፂ፩ᑗ
𝜕𝑝፟ = 0 (A.65)
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𝜕𝑅ፒ፮፫፟፯ᑪ
𝜕𝑣፲

= 𝛼∫
ጁᑀ
𝑑Γ𝑁ፓ𝑁|𝑣፲⟩⟨𝑣፲| (A.66)

𝜕𝑅ፒ፮፫፟፯ᑪ
𝜕𝑣፳

= 0 (A.67)

𝜕𝑅ፒ፮፫፟፯ᑪ
𝜕𝑝፟ = 0 (A.68)

𝜕𝑅ፒ፮፫፟፯ᑫ
𝜕𝑣፲

= 0 (A.69)

𝜕𝑅ፒ፮፫፟፯ᑫ
𝜕𝑣፳

= 𝛼∫
ጁᑀ
𝑑Γ𝑁ፓ𝑁|𝑣፳⟩⟨𝑣፳| (A.70)

𝜕𝑅ፒ፮፫፟፯ᑫ
𝜕𝑝፟ = 0 (A.71)

𝜕𝑅ፃ፲፧፯ᑪ
𝜕𝑣፲

= ∫

𝑑Ω𝜏ፒፔፏፆ𝜌

𝜕𝑣፲
𝜕𝑡

𝜕𝑁ፓ
𝜕𝑦 𝑁|𝑣፲⟩⟨𝑣፲| (A.72)

𝜕𝑅ፃ፲፧፯ᑪ
𝜕𝑣፳

= ∫

𝑑Ω𝜏ፒፔፏፆ𝜌

𝜕𝑣፲
𝜕𝑡

𝜕𝑁ፓ
𝜕𝑧 𝑁|𝑣፲⟩⟨𝑣፳| (A.73)

𝜕𝑅ፃ፲፧፯ᑪ
𝜕𝑝፟ = 0 (A.74)

𝜕𝑅ፃ፲፧፯ᑫ
𝜕𝑣፲

= ∫

𝑑Ω𝜏ፒፔፏፆ𝜌

𝜕𝑣፳
𝜕𝑡

𝜕𝑁ፓ
𝜕𝑦 𝑁|𝑣፳⟩⟨𝑣፲| (A.75)

𝜕𝑅ፃ፲፧፯ᑫ
𝜕𝑣፳

= ∫

𝑑Ω𝜏ፒፔፏፆ𝜌

𝜕𝑣፳
𝜕𝑡

𝜕𝑁ፓ
𝜕𝑧 𝑁|𝑣፳⟩⟨𝑣፳| (A.76)

𝜕𝑅ፃ፲፧፯ᑫ
𝜕𝑝፟ = 0 (A.77)

(A.78)
𝜕𝑅፟፥፮።፝
𝜕𝑢፥ = 0⃗ (A.79)

𝜕𝑅፟፥፮።፝
𝜕𝐹፲

= 0⃗ (A.80)

𝜕𝑅፟፥፮።፝
𝜕𝐹፳

= 0⃗ (A.81)

𝜕𝑅፟፥፮።፝
𝜕𝑀፱

= 0⃗ (A.82)

𝜕𝑅፟፥፮።፝
𝜕𝑟፥

= 0⃗ (A.83)

𝜕𝑅፟፥፮።፝
𝜕Φ =

𝜕𝑅፟፥፮።፝
𝜕Φ |

∗∗

ፅፃ
(A.84)

And the mass matrix terms are (Equation A.85):

𝑚 =𝑚𝑣፲
𝑣፲ +𝑚𝑣፳

𝑣፳ +𝑚
𝑣፲
𝑝፟ +𝑚𝑣፳

𝑝፟ (A.85)

(A.86)

𝑚𝑣፲
𝑣፲ = ∫


𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝐴)ፓ𝑁|𝑣፲⟩⟨𝑣፲| (A.87)
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𝑚𝑣፳
𝑣፳ = ∫

𝑑Ω(𝑁 + 𝜏ፒፔፏፆ𝐴)ፓ𝑁|𝑣፳⟩⟨𝑣፳| (A.88)

𝑚𝑣፲
𝑝፟ = ∫

𝑑Ω𝜏ፏፒፏፆ
𝜕𝑁ፓ
𝜕𝑦 𝑁|𝑝

፟⟩⟨𝑣፲| (A.89)

𝑚𝑣፳
𝑝፟ = ∫

𝑑Ω𝜏ፏፒፏፆ
𝜕𝑁ፓ
𝜕𝑧 𝑁|𝑝

፟⟩⟨𝑣፳| (A.90)

A.1.3. Level Set projections terms
These are the terms associated with the Level Set projection scheme. From Equation 4.12:

𝑅ጓ{𝑢፥ , Φ,Φኺ} = ∫

𝑑Ω𝑁ፓ (Φ(𝑥።) − Φ፫፞፟(𝑥። − 𝑍።(𝑥።)𝑢፥፬፞)) = 0 (A.91)

𝜕𝑅ጓ
𝜕𝑢፥ = [0⃗ ⋱ ∫

𝑑Ω𝑁ፓ 𝜕Φ𝜕𝑥ᖣ።
𝑍።(𝑥።) ⋱ 0⃗] (A.92)

𝜕𝑅ጓ
𝜕𝑣፟ = 0⃗ (A.93)

𝜕𝑅ጓ
𝜕𝑝፟ = 0⃗ (A.94)

𝜕𝑅ጓ
𝜕Φ = ∫


𝑑Ω𝑁ፓ𝑁 (A.95)

𝜕𝑅ጓ
𝜕𝐹፲

= 0⃗ (A.96)

𝜕𝑅ጓ
𝜕𝐹፳

= 0⃗ (A.97)

𝜕𝑅ጓ
𝜕𝑀፱

= 0⃗ (A.98)

𝜕𝑅ጓ
𝜕𝑟፥

= 0⃗ (A.99)

Where xᖣ = x+ Zu፥፬፞፭.

A.1.4. Aerodynamic forces terms
These are the terms associated with the aerodynamic forces. From Equation 4.13:

𝑅ፅᑪ{𝑣፟ , 𝑝፟ , Φ, 𝐷} = ∮
ጁᑊᐽ
[𝑑𝐹፲ + 𝑑Γፒፅ (𝜌𝜈

𝜕�⃗�፭
𝜕�⃗� 𝑛፳ − 𝑝

፟𝑛፲)] = ∮
ጁᑊᐽ
[𝑑𝐹፲ + 𝑑Γፒፅ (𝜌𝜈 (

𝜕𝑣፲
𝜕𝑧 −

𝜕𝑣፳
𝜕𝑦 )𝑛፳ − 𝑝

፟𝑛፲)]

(A.100)

𝑅ፅᑫ{𝑣፟ , 𝑝፟ , Φ, 𝐿} = ∮
ጁᑊᐽ
[𝑑𝐹፳ − 𝑑Γፒፅ (𝜌𝜈

𝜕�⃗�፭
𝜕�⃗� 𝑛፲ + 𝑝

፟𝑛፳)] = ∮
ጁᑊᐽ
[𝑑𝐹፳ − 𝑑Γፒፅ (𝜌𝜈 (

𝜕𝑣፲
𝜕𝑧 −

𝜕𝑣፳
𝜕𝑦 )𝑛፲ + 𝑝

፟𝑛፳)]

(A.101)

𝑅ፌᑩ{𝑣፟ , 𝑝፟ , Φ, 𝐿} = ∮
ጁᑊᐽ
[𝑑𝑀፱ − 𝑑Γፒፅ (𝜌𝜈

𝜕�⃗�፭
𝜕�⃗� 𝑛፲ + 𝑝

፟𝑛፳) (𝑦 − 𝑦ፎ) − 𝑑Γፒፅ (𝜌𝜈
𝜕�⃗�፭
𝜕�⃗� 𝑛፳ − 𝑝

፟𝑛፲) (𝑧 − 𝑧ፎ)] =

= ∮
ጁᑊᐽ
𝑑Γፒፅ [𝑑𝑀፱− (𝜌𝜈 (

𝜕𝑣፲
𝜕𝑧 −

𝜕𝑣፳
𝜕𝑦 )𝑛፲ + 𝑝

፟𝑛፳) (𝑦 − 𝑦ፎ) − (𝜌𝜈 (
𝜕𝑣፲
𝜕𝑧 −

𝜕𝑣፳
𝜕𝑦 )𝑛፳ − 𝑝

፟𝑛፲) (𝑧 − 𝑧ፎ) ]

(A.102)

𝜕𝑅ፅᑪ
𝜕𝑢፥ = 0⃗ (A.103)
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𝜕𝑅ፅᑪ
𝜕𝑣፲

= ∮
ጁᑊᐽ
𝑑Γፒፅ𝜌𝜈

𝜕𝑁
𝜕𝑧 𝑛፳ (A.104)

𝜕𝑅ፅᑪ
𝜕𝑣፳

= −∮
ጁᑊᐽ
𝑑Γፒፅ𝜌𝜈

𝜕𝑁
𝜕𝑦 𝑛፳ (A.105)

𝜕𝑅ፅᑪ
𝜕𝑝፟ = −∮

ጁᑊᐽ
𝑑Γፒፅ𝑁𝑛፲ (A.106)

𝜕𝑅ፅᑪ
𝜕Φ =

𝜕𝑅ፅᑪ
𝜕Φ |

∗∗

ፅፃ
(A.107)

𝜕𝑅ፅᑪ
𝜕𝐹፳

= 0⃗ (A.108)

𝜕𝑅ፅᑪ
𝜕𝐹፲

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⋱
0
1
0
0
0
0
⋱

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(A.109)

𝜕𝑅ፅᑪ
𝜕𝑀፱

= 0⃗ (A.110)

𝜕𝑅ፅᑪ
𝜕𝑟፥

= 0⃗ (A.111)

𝜕𝑅ፅᑫ
𝜕𝑢፥ = 0⃗ (A.112)

𝜕𝑅ፅᑫ
𝜕𝑣፲

= −∮
ጁᑊᐽ
𝑑Γፒፅ𝜌𝜈

𝜕𝑁
𝜕𝑧 𝑛፲ (A.113)

𝜕𝑅ፅᑫ
𝜕𝑣፳

= ∮
ጁᑊᐽ
𝑑Γፒፅ𝜌𝜈

𝜕𝑁
𝜕𝑦 𝑛፲ (A.114)

𝜕𝑅ፅᑫ
𝜕𝑝፟ = −∮

ጁᑊᐽ
𝑑Γፒፅ𝑁𝑛፳ (A.115)

𝜕𝑅ፅᑫ
𝜕Φ =

𝜕𝑅ፅᑫ
𝜕Φ |

∗∗

ፅፃ
(A.116)

𝜕𝑅ፅᑫ
𝜕𝐹፲

= 0⃗ (A.117)

𝜕𝑅ፅᑫ
𝜕𝐹፳

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⋱
0
0
1
0
0
0
⋱

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(A.118)

𝜕𝑅ፅᑫ
𝜕𝑀፱

= 0⃗ (A.119)

𝜕𝑅ፅᑫ
𝜕𝑟፥

= 0⃗ (A.120)
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𝜕𝑅ፌᑩ
𝜕𝑢፥ = 0⃗ (A.121)

𝜕𝑅ፌᑩ
𝜕𝑣፲

= −∮
ጁᑊᐽ
𝑑Γፒፅ𝜌𝜈

𝜕𝑁
𝜕𝑧 𝑛፲(𝑦 − 𝑦ፎ) − ∮ጁᑊᐽ

𝑑Γፒፅ𝜌𝜈
𝜕𝑁
𝜕𝑧 𝑛፳(𝑧 − 𝑧ፎ) (A.122)

𝜕𝑅ፌᑩ
𝜕𝑣፳

= ∮
ጁᑊᐽ
𝑑Γፒፅ𝜌𝜈

𝜕𝑁
𝜕𝑦 𝑛፲(𝑦 − 𝑦ፎ) + ∮ጁᑊᐽ

𝑑Γፒፅ𝜌𝜈
𝜕𝑁
𝜕𝑦 𝑛፳(𝑧 − 𝑧ፎ) (A.123)

𝜕𝑅ፌᑩ
𝜕𝑝፟ = −∮

ጁᑊᐽ
𝑑Γፒፅ𝑛፳𝑁(𝑦 − 𝑦ፎ) + ∮

ጁᑊᐽ
𝑑Γፒፅ𝑛፲𝑁(𝑧 − 𝑧ፎ) (A.124)

𝜕𝑅ፌᑩ
𝜕Φ =

𝜕𝑅ፌᑩ
𝜕Φ |

∗∗

ፅፃ
(A.125)

𝜕𝑅ፌᑩ
𝜕𝐹፲

= 0⃗ (A.126)

𝜕𝑅ፌᑩ
𝜕𝐹፳

= 0⃗ (A.127)

𝜕𝑅ፌᑩ
𝜕𝑀፱

=

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

⋱
0
0
0
1
0
0
⋱

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(A.128)

𝜕𝑅ፌᑩ
𝜕𝑟፥

= 0 (A.129)

** The computation of {ᎧፑᑗᑝᑦᑚᑕᎧጓ , ᎧፑᐽᑪᎧጓ , ᎧፑᐽᑫᎧጓ , ᎧፑᑄᑩᎧጓ } terms has been performed using finite dif-
ferences in order to achieve higher accuracy on the sensitivity analysis [39] and better conver-
gence rate on the forward analysis. The original approach was to find an analytical definition
of these terms as well, accounting for the influence of the Level Set on {v፟ , 𝑝፟ , 𝐹፲ , 𝐹፳ , 𝑀፱} as
a function of changes of the normal vector, boundary length, and boundary position, for
boundary integrals on intersected elements, and changes of fluid area and fluid area posi-
tion, for area integrals on intersected elements. An example of this analytical derivation for a
boundary integral term is described on Equation A.130 and an example for an area integral
is described on Equation A.131.

𝜕𝑅ፌᑩ
𝜕Φ =

𝜕𝑅ፌᑩ
𝜕𝑛።

𝜕𝑛።
𝜕Φ +

𝜕𝑅ፌᑩ
𝜕Γ

𝜕Γ
𝜕Φ + 𝑅ፌᑩ {

𝜕𝑝
𝜕x ,

𝜕𝑣፲
𝜕x ,

𝜕𝑣፳
𝜕x }ፆፏ

𝜕x
𝜕Φ|ፆፏ

(A.130)

𝜕𝑅ፒ፭፫፯ᑪ
𝜕Φ =

𝜕𝑅ፒ፭፫፯ᑪ
𝜕Ω

𝜕Ω
𝜕Φ + 𝑅ፒ፭፫፯ᑪ {

𝜕𝑝
𝜕x ,

𝜕𝑣፲
𝜕x ,

𝜕𝑣፳
𝜕x }ፆፏ

𝜕x
𝜕Φ|ፆፏ

(A.131)

Where:

𝜕𝑛፲
𝜕Φ = 𝑛ኼ፳

√(ᎧጓᎧ፲ )ኼ + (
Ꭷጓ
Ꭷ፳ )ኼ

𝜕𝑁
𝜕𝑦 −

𝑛፲𝑛፳

√(ᎧጓᎧ፲ )ኼ + (
Ꭷጓ
Ꭷ፳ )ኼ

𝜕𝑁
𝜕𝑧 (A.132)

𝜕𝑛፳
𝜕Φ = −

𝑛፲𝑛፳

√(ᎧጓᎧ፲ )ኼ + (
Ꭷጓ
Ꭷ፳ )ኼ

𝜕𝑁
𝜕𝑦 +

𝑛ኼ፲

√(ᎧጓᎧ፲ )ኼ + (
Ꭷጓ
Ꭷ፳ )ኼ

𝜕𝑁
𝜕𝑧 (A.133)

𝜕𝑅ፌᑩ
𝜕Γ =

𝑅ፌᑩ
Γ (A.134)
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𝜕Γ
𝜕Φ = 𝜕Γ

𝜕x።።፧፭

𝜕𝑥።።፧፭
𝜕Φ (A.135)

𝜕𝑅ፒ፭፫፯ᑪ
𝜕Ω =

𝑅ፒ፭፫፯ᑪ
Ω (A.136)

𝜕Ω
𝜕Φ = 𝜕Ω

𝜕x |ፆፏ
𝜕x
𝜕Φ|ፆፏ

(A.137)

𝜕x
𝜕Φ|ፆፏ

= 𝜕x
𝜕x።።፧፭

|
ፆፏ

𝜕x።።፧፭
𝜕Φ (A.138)

x።።፧፭ = x፦ +
Φ፦

Φ፦ −Φ፧
(x፧ − x፦) (A.139)

𝜕x።።፧፭
𝜕Φ =

⎧

⎨
⎩

( ኻ
ጓᑞዅጓᑟ −

ጓᑞ
ጓᑞዅጓᑟ

ኼ
) (x፧ − x፦) if 𝑛𝑜𝑑𝑒 = 𝑚

ጓᑞ
ጓᑞዅጓᑟ

ኼ(x፧ − x፦) if 𝑛𝑜𝑑𝑒 = 𝑛
0 Otherwise

(A.140)

Figure A.1: Example of intersected element. Position of intersected nodes

However the analytical derivation oh these terms had a difference of up to 20%with respect
to their finite difference counterparts, and it showed a poor performance on the calculation
of the sensitivities and the forward analysis convergence rate. Hence the finite difference
derivation of these terms was finally chosen.



B
Verification of the monolithic Newton

solver. Visual results
The following results have been obtained for the fluid horizontal velocity distribution at each
cross-section on the verification example (Section 4.3). Displacements and twist along the
beam length are also appreciated (Figures B.1 to B.3 ).
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B.1. Clamped section: Square shape 56

B.1. Clamped section: Square shape

(a)

(b)



B.1. Clamped section: Square shape 57

(c)

(d)

(e)



B.1. Clamped section: Square shape 58

(f)

(g)

(h)

Figure B.1: Evolution of the horizontal velocity distribution and Level Set representation of the section 1 mesh (Clamped)



B.2. Mid section: Star shape 59

B.2. Mid section: Star shape

(a)

(b)



B.2. Mid section: Star shape 60

(c)

(d)

(e)



B.2. Mid section: Star shape 61

(f)

(g)

(h)

Figure B.2: Evolution through the Newton iterations of the horizontal velocity distribution and Level Set representation of the
section 2 mesh (Mid)



B.3. Tip section: Circular shape 62

B.3. Tip section: Circular shape

(a)

(b)
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(c)

(d)

(e)



B.3. Tip section: Circular shape 64

(f)

(g)

(h)

Figure B.3: Evolution through the Newton iterations of the horizontal velocity distribution and Level Set representation of the
section 3 mesh (Tip)



C
Optimization of hollowed cylinder beam.

Visual results
The following images (Figures C.1a to C.1g ) show the evolution of the cross-section geometry
through the optimization iterations of the example of Section 5.3.1.

(a) (b)
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(c) (d)

(e) (f)

(g)

Figure C.1: Evolution of the cross-section geometry through the optimization iterations
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Glossary

List of Acronyms

FSI Fluid-Structure Interaction
FEM Finite Element Method
XFEM eXtended Finite Element Method
LS Level Set
LSM Level Set Method
LSF Level Set Field/ Level Set Function
INS Incompressible Navier-Stokes
SUPG Streamline-Upwind / Petrov Galerkin
PSPG Pressure-Stabilized / Petrov Galerkin
DOFs Degrees of Freedom
FD Finite Differences
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