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A B S T R A C T   

The integration of renewable energy sources increases the operational uncertainty of electric power systems and 
can lead to more frequent dynamic phenomena. The use of classifiers from machine learning is promising to 
include dynamics in the security assessment of the power system. The training of these classifiers is typically 
performed offline on synthetically generated operating conditions (OCs) that are similar to real-time operation. 
However, the uncertainty in the generated OCs and the classifier’s inaccuracy is larger the longer the time be-
tween offline and real-time operation. Moving the classifier training closer to real-time operation is an important 
step forward to reduce inaccurate predictions and improve reliability. In this paper, a novel causality-based 
feature selection approach for an online dynamic security assessment (DSA) framework is proposed. The key 
novelty is to use the system’s physics to learn the causal structure between the features and then select the 
features based on this causal structure. The proposed approach results in faster computations, is more robust and 
more interpretable. Moreover, classifiers can be trained closer to real-time operation which enhances the pre-
dictive performance. Through a case study using transient stability on the IEEE 68-bus system, the proposed 
method reduces computational time by 75% in comparison to state of the art feature selection techniques. The 
proposed workflow showed superior performance in accuracy and robustness against uncertainty compared to 
conventional machine learning approaches for DSA. The computational benefit was also projected to a dataset of 
the French transmission system where the approach has the potential to achieve computational savings of up-to 
two orders of magnitudes.   

1. Introduction 

The rapid integration of renewable energy sources is increasing the 
uncertainty surrounding operation of modern power systems, exposing 
the grid to many kinds of faults [1]. In the past, operators were able to 
comply N-1 security standards (operation reduced by one equipment) 
during all of the hours with the classical preventive actions as the power 
flows were easily predictable. In the near future, the intermittent nature 
of renewable energy and the demand-side flexibility will make the 
generation and demand more uncertain, affecting the predictability of 
the flows. Hence, an efficient operation of the system is close to its limits 
with smaller safety margins to increase the utilization of the existing 
assets, and post-fault corrective control actions are important for the 
reliability [2]. A power system is reliable when it can supply electricity 

with high enough probability to the end-users at all times (i.e. adequacy) 
and withstand sudden disturbances without major service interruptions 
in the real-time (i.e. security) [3]. 

1.1. Security assessment 

The system security differentiates static and dynamic security [3]. 
The static security refers to the system subjected to a disturbance ful-
filling all physical constraints in the post-fault steady-state. It can be 
assessed in real-time operation by modelling the energy balances for the 
post-fault static state, or directly for the pre-fault state for the N-1 system 
in a security-constrained optimal power flow problem, e.g. [4]. How-
ever, the assessment of static security does not include whether the 
system survives the transition from pre-fault to post-fault. This transition 
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is considered in dynamic security. The associated dynamics (e.g., tran-
sients) of a contingency may be unacceptable, even if the OC is secure in 
the steady-state. Assessing the wide range of dynamics involved in the 
operation is challenging. Hence, the dynamic security is often not 
considered, instead large static margins are preferred. To relax these 
static margins and utilize the grid assets in a more efficient manner, a set 
of typical dynamical phenomena are studied separately, mainly relating 
to stability in rotor angles (transient stability), in frequency and in 
voltages [5]. For instance, rotor angle stability refers to the ability of 
synchronous machines to remain in synchronism after being subjected 
to a disturbance. Each of these phenomena needs to be analysed and 
different analytical techniques are used, e.g. transient stability is eval-
uated by performing an event-type simulation on a large model 
involving ordinary differential equations. Such a simulation requires 
numerical integration that is computationally intensive and a separate 
simulation should be done for each potential OC. Hence, considering 
dynamic security in real-time operations would require significant on-
line computational resources if the aforementioned numerical ap-
proaches are used. To address the challenge of the computational 
complexity of this task, machine learning has been widely used as it may 
provide real-time security predictions with almost no computational 
resources [6]. 

1.2. The machine learning approach to DSA 

Machine learning techniques have attracted attention as they may 
provide Transmission System Operators (TSOs) with a scalable way of 
managing reliability [3]. The key concept of the machine learning based 
approaches is to first generate OCs similar to the ones in real-time and 
subsequently carry out the training process of machine learning classi-
fiers in an offline manner some days before operation. In this offline 
stage a vast number of potential OCs are simulated to model the residual 
uncertainties, e.g. possible network’s configurations or contingencies, 
between the day the classifier is trained and the day the classifier is used. 
Then, these predictors can be used in real-time operation to instantly 
infer the post-fault security status of unseen OCs [3,7]. Due to the ability 
of classifiers to instantly infer the post-fault status, i.e. transient stability 
in this work, these approaches are promising for predicting various 
stability phenomena under small and large disturbances, e.g. short-term 
voltage stability [8]. Various classification models have been investi-
gated for transient stability analysis, such as support vector machines in 
[9] and feed-forward artificial neural networks (ANN) in [8,10]. 

Although ANN models perform better in terms of accuracy, Decision 
Trees (DTs) or DT ensembles have been mostly adopted as they provide a 
promising trade-off between accuracy performance, computational 
complexity and interpretability [7,11]. In particular, interpretability is a 
key requirement of data-driven security assessments as it ensures the 
ability to understand how a classifier predicts a particular OC with little 
inspection allowing operators to be still involved in the control loop 
[12]. 

Although the offline database is periodically updated, the time dis-
tance between the offline and the online stage can compromise the 
performance of the classifier, irrespective on the type of classifier used. 
In fact, OCs can change very rapidly over time, resulting in current OCs 
which are different from those included in the initial knowledge base [1, 
10]. The OCs from the online and offline stages can be described as 
originated from two different probability distributions. Importance 
sampling is generally a very useful approach to cope with these dis-
crepancies between the training and testing distributions [13]. How-
ever, due to the high frequency of probability changes in the OCs, the 
importance factor cannot be estimated a priori in DSA applications. To 
track these changes, several efforts have been directed towards a peri-
odic update (e.g. daily or hourly) of both the training database and the 
classification model. These updates represent a challenging task as they 
are undertaken very close to real-time operation, i.e. a few hours before 
operation. In this near real-time stage, more recent information 

regarding the residual uncertainty deriving from the increasing inte-
gration of renewables are included in the training database. The 
computational intensity of the updates in the near real-time stage is high 
as the system size requires a non-linear increase of dynamic simulations 
and this increase (more data) leads to a slower training process. Hence, 
one strategy for re-training the model is proposed in [14–16], where 
only the data weights or small portions in an ensemble DT-based model 
are updated rather than to re-train the full DT. To additionally decrease 
the computational time in the training of the model, the dimension of 
the attributes can be reduced by applying Feature Selection (FS) tech-
niques as a pre-processing step [16,17]. The existing FS methods can be 
broadly classified into filter, wrapper and embedded methods [18,19]. 
As wrapper and embedded methods require the highest computational 
times across these three classes, they may not be suitable to online DSA 
[15]. A few filter methods have been used in the past in DSA, resulting in 
a moderate trade-off between computations and accuracies [20]. 
Recently, in machine learning research, causality-based feature selec-
tion is investigated as causal features can improve the robustness and the 
interpretability of the predictive model across different settings [21,22]. 
These approaches use independence tests to discover the causality be-
tween features from data. However, for power system DSA, the physical 
interconnectivity and the dependency between features are highly 
related [23]. Considering the system’s physical knowledge and not only 
the data may improve the performance in terms of accuracy, computa-
tions and interpretability of causality-based FS. This is what this work 
investigates, causal feature selection for power system DSA. 

1.3. Challenges of designing feature selection to DSA 

The first challenge of feature selection for machine learning based 
DSA refers to their computation efficiency when highly relevant features 
should be selected [20]. If features are not selected effectively, the 
classifier results in inaccuracies. Simultaneously, if the feature selection 
requires a long time, it needs to be done early in the workflow, resulting 
in discrepancies between offline and real-time so large that the classifier 
becomes inaccurate. The challenge is to make efficient selection de-
cisions and at the same time keeping the computation time of the se-
lection process as short as possible. Thus, highly relevant features can be 
selected close to real-time, minimising the discrepancies between offline 
and real-time. 

The second challenge has to do with the robustness of the selected 
features and the trained classifier against the residual uncertainty be-
tween generated and real-time OCs [19]. The real-time OCs will always 
be (slightly) different from those included in the training database, even 
if the database generation and classifier training are moved very close to 
real-time operation. This difference is mainly caused by the high oper-
ational uncertainty as the underlying probability distributions of the 
OCs can change over a few hours [24]. Hence, it is important to identify 
highly relevant features for improving the robustness against uncertain 
OCs. The variability of the OCs represents a key challenge in the wider 
machine learning approaches to reliability assessment [3]. 

1.4. Proposed approach 

A fast approach for FS to address the two aforementioned challenges 
is proposed. This approach is used in combination with a three-stages 
learning workflow (Fig. 1) that differs from the traditional two-stages 
scheme for DSA by the presence of a near real-time stage in between. 
The proposed approach uses the system’s physics and data to discover 
the causal structure between features. Then, the approach identifies 
highly relevant features by learning the Markov Blanket (MB) on the 
derived structure. The key novelty is to inform the Markov Blanket 
search with the physical interconnectivity of the power system. The 
proposed approach is beyond using the concept of causality for feature 
selection [25] and brings a key advantage over other FS approaches that 
are exclusively data-driven. The correlation structure between the 
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features and dynamic security is highly related to the network topology 
[23]. Hence, performing the FS based on the system’s physics allows 
identifying features most relevant to security for the given topology. The 
proposed FS approach results in the highest accuracies and requires less 
computational times. The proposed workflow has two key benefits:  

1. The accuracy of the final classifier is higher as the training is shifted 
closer to real-time operation, lowering the impact of discrepancies 
between offline training and real-time operation.  

2. The robustness against uncertainties is higher as causal features are 
selected based on physical knowledge and not purely based on data. 

A case study on the IEEE 68-bus system considering transient sta-
bility is used to illustrate the performance of the proposed workflow. 
First, the proposed approach is compared to a two-stage workflow for 
DSA. Then, the robustness of the classifier is tested on several datasets 
with varying discrepancies between estimated and actual parameters of 
the probability distributions of the OCs. Subsequently, the trade-off 
between prediction performance and computational complexity is 
investigated. The scalability to a large-scale system is projected with the 
French Transmission system confirming the potential of the approach. 

The rest of the paper is structured as follows. In Section 2, the con-
struction of the graphical model by combining the network knowledge 
and the availability of a large dataset of measurements is presented in 
detail. Thereafter, in Section 3, the approach to identify the approximate 
MB is described. Subsequently, the case study is presented in Section 4. 
Finally, conclusions are drawn in Section 5. 

2. Probabilistic graphical model 

To combine the system’s physics with a causality-based FS approach, 
a probabilistic graphical model that captures the statistical correlations 
according to the physical connections of the network topology is con-
structed [26]. The power network is defined as a physical graph G(V,ϵ), 
where V and ϵ represent the buses and lines, respectively. According to 
this approach, the voltage measurements obtained by smart meters over 
time at bus i are associated to a random variable vi. The following basis 
justify the focus on voltage measurements: i) These measurements have 
become more accessible in recent years with usage of high fidelity 
PMUs. ii) Nodal voltage measurements are characterized by some con-
ditional correlation properties that make them more suitable to an 
efficient representation of the network topology through graphical 

models [27]. 
To describe the probabilistic relationships among the voltage mea-

surements, a joint probability distribution between the voltage variables 
vi is computed: 

p(v) = p(v1, v2, ..., vn) = p(v1)p(v2|v1)...p(vn|v1, ..., vn− 1) (1)  

where vi represents the voltage measurements at bus i and n is the 
number of buses. Bus 0 is the reference bus with a unit magnitude and a 
zero phase angle voltage. If m different voltage measurements are 
available, calculating this joint probability distribution is computa-
tionally expensive as the computational cost would be O (mn− 1). To 
reduce this cost, a simplified distribution pa(v) can be used to approxi-
mate the true distribution p(v) if the minimum information loss is 
guaranteed. A tree-dependent probabilistic graphical model can be 
chosen as approximation of p(v): 

pa(v) =
∏n

i=1
p
(
vi
⃒
⃒vpa(i)

)
(2)  

where vpa(i) is the direct predecessor, known as parent node, of vi. In this 
model, voltages are conditionally independent given their parent nodes’ 
voltage information. This condition holds in a transmission network if 
the current injections are independent [26]. As the voltages generally 
remain within the nominal range and the loads can be assumed as being 
independent, also the current injections can be approximated as inde-
pendent. The Kullback-Leibler (KL) divergence is used to represent the 
difference of information contained in p(v) and those contained in pa(v)
about p(v): 

D(p ‖pa) = Ep(v)log
p(v)
pa(v)

=
∑

p(v)log
p(v)
pa(v)

=

=
∑

p(v)logp(v) −
∑

p(v)
∑n

i=1
logp(vi)

−
∑

p(v)
∑n

i=1
log

p
(
vi, vpa(i)

)

p(vi)p
(
vpa(i)

) =

=
∑n

i=1
H(Vi) − H(V1, ..,Vn) −

∑n

i=1
I
(
Vi;Vpa(i)

)

(3)  

where I and H indicate the mutual information and entropy, respec-
tively. 

Minimizing the KL divergence is equivalent to minimize the infor-
mation loss when p(v) is approximated with pa(v). By following the 
Chow-Liu algorithm [28], the maximum spanning tree algorithm, which 
is based on mutual information, provides the optimal approximation of 
p(v) in terms of this minimization. More precisely, the maximum span-
ning tree is constructed by selecting branches of successively higher 
values of mutual information and rejecting all branches that involve 
loops. Then, the undirected graph is transformed to a directed graph by 
choosing a root variable and setting the direction of all edges to be 
outgoing from it (the choice of root variable does not change the 
log-likelihood of the network). The resulting model is a Directed Acyclic 
Graph (DAG), known as Bayesian Network (BN) [29], where the cor-
relation structure indirectly describes the grid topology. The variables 
considered are the voltage magnitudes of the buses. Hence, it is assumed 
that a state-estimation was performed beforehand [30]. 

2.1. Tree augmented naïve bayes structure 

The Chow-Liu algorithm can be extended to learn the maximum 
likelihood Tree-Augmented Naïve Bayes (TAN) structure instead of the 
BN. In this model, each feature has as parents the classification target C 
and at most one other feature. In this study, C corresponds to the post- 
fault security state and the features represent the bus voltage measure-
ments. The maximum spanning tree is constructed by comparing the 

Fig. 1. Data-driven three-stages workflow for classification. In green the pro-
posed workflow and in red the proposed FS approach. 

F. Bellizio et al.                                                                                                                                                                                                                                  



Electric Power Systems Research 201 (2021) 107537

4

conditional mutual information between each vi and its parent given C 
[31]. 

2.2. Causal dependence in loopy structures 

The described Chow-Liu algorithm for learning the TAN model 
shows low performance when applied to power networks with highly 
mesh topologies, e.g. transmission network, as it neglects the condi-
tional dependencies of loops. However, taking into account possible 
loops implies losing the causal dependence between features. The causal 
dependence between features is crucial to the proposed MB-based 
approach as the MB can be identified only in a causal model. Two 
conditions are necessary to learn causal models from data [29]:  

• Markov Condition: Each attribute vi ∈ v is conditionally independent 
of its non-effect attributes given its direct cause attributes. 

• Faithfulness: ∃ DAG G that is a perfect map for the probability dis-
tribution P of v. 

The Markov condition is guaranteed by the independence of current 
injections. On the other hand, considering loops implies losing the 
faithfulness assumption as the model would contain cycles. This issue 
can be solved by introducing an auxiliary variable with fixed value for 
each loop [29]. An example is provided in Fig. 2, where an auxiliary 
variable E is introduced between variables A and C in order to describe 
the conditional dependence between them respecting the causality of 
the model. Since E is clamped to a fixed value, then it results: 

p(E) = 1⇒p(A,C,E) = p(A,C) (4)  

Thus, the introduction of E does not change the probabilistic relation-
ship between A and C, and hence the faithfulness assumption is still 
satisfied. 

Similarly, for a general loop l, the probability distribution pa is: 

pa(v) = p
(
el
⃒
⃒vpa(el),1, vpa(el),2

)∏n

i=1
p
(
vi
⃒
⃒vpa(i)

)
(5)  

where el is the auxiliary variable, which is associated to the considered 
loop, and {pa(el), 1}, {pa(el),2} represent the two parent nodes which 
are linked through l. Following Eq. (4), it results: 

p(el) = 1⇒p
(
vpa(el),1, vpa(el),2, el

)
= p
(
vpa(el),1, vpa(el),2

)
(6)  

Then, it results: 

D(p ‖ pa) =
∑n

i=1
H(Vi) − H(V1, ..,Vn) −

∑n

i=1
I
(
Vi;Vpa(i)

)

−
∑

p(v)log
p
(
el, vpa(el),1, vpa(el),2

)

p
(
vpa(el),1

)
p
(
vpa(el),2

)

(7) 

By adding p(el) inside the denominator: 

D(p ‖ pa) =
∑n

i=1
H(Vi) − H(V1, ..,Vn) −

∑n

i=1
I
(
Vi;Vpa(i)

)

−
∑

p(v)log
p
(
el, vpa(el),1, vpa(el),2

)

p(el)p
(
vpa(el),1, vpa(el),2

) −
∑

p(v)logp(el)

(8)  

Since p(el) = 1, then the following equality holds: 

D(p ‖ pa)

=
∑n

i=1
H(Vi) − H(V1, ..,Vn) −

∑n

i=1
I
(
Vi;Vpa(i)

)
− I
(
el; vpa(el),1, vpa(el),2

)

(9) 

The first two terms are both independent of the dependence tree, 
whereas the last two terms represent the branch weights. The same proof 
can be done for all loops. As these last terms are both non-negative, 
minimizing the divergence measure is equivalent to maximize the 
total branch weight for both directed edges and loops. 

2.3. Discretization 

The TAN model typically works well on discrete data. In order to deal 
with continuous variables, the variables are generally discretized and 
the network is learned on the discretized domain. However, inappro-
priate discretization intervals may cause strong performance degrada-
tion because it may happen that the selected discretization step is able to 
capture only rough characteristics of the real distribution. The Clus-
tering of 

̅̅̅̅
N

√
-Interval Discretization (CloNI) is adopted as discretization 

method because it attempts to minimize the number of intervals while 
maintaining high accuracy [32]. According to this discretization 
method, the discretization step is different in the offline and near 
real-time stage. 

3. Approximate Markov Blanket 

The TAN model, which includes directed edges and loops, plays a 
fundamental role in the FS process because of its potential application as 
a MB technique [25]. The MB of a feature vi provides a complete picture 
of the local causal structure around vi. A number of MB-based FS ap-
proaches have been proposed [33]. However, they are slow and ineffi-
cient in terms of information found as they are based only on 
independence tests [34]. A different approach focuses on identifying the 
MB by first performing a BN learning step [35]. Under the faithfulness 
assumption, the MB of a variable vi in a BN is unique and consists of 
parents, children and spouses of vi [29]. 

By following a similar approach, the constructed TAN model is used 
to identify the MB of the classification class C. Since all of the features 
are target’s children in the TAN model, the MB of C includes all features. 
In order to select the most relevant features for classification by taking 
advantage of the causal dependence structure of the TAN model, an 
approximation of the MB is derived [36]. 

Definition 1. For two features vi and vj (i ∕= j), vj is an Approximate 
Markov Blanket (AMB) of vi if SUj,C ≥ SUi,C and SUi,j ≥ SUi,C, where the 
symmetrical uncertainty SU measures the correlation between features and 
between feature and class C. 

Generally, the AMB-based feature selection algorithms discard fea-
tures which are included in the MB of another feature as redundant to it, 
hence irrelevant to classification. Since the causal dependencies be-
tween features are already known in the derived TAN model, the MB(C) 
can be directly approximated by performing pairwise comparisons be-
tween each parent and children nodes. The mutual information is used 
as correlation measure. Algorithm 1 shows in detail how the identifi-
cation of the AMB of C is performed. More specifically, ε is the set of 
directed edges, for which vi is the parent of vj. In contrast, ̃ε is the set of 
loops. AMB(C) and SP(C) are the approximate MB and spouse set of C, 
respectively. The pairwise comparisons over the directed edges are 
performed and all features with an higher relevance to C are included in 
the AMB(C). Their parents are added to the spouse set. From this initial 
AMB set, some features are deleted by comparing the correlation to C 
over the loops. Finally, all features vpa(i) whose children vi have been 

Fig. 2. The auxiliary variable E for describing the loop between A and C 
respecting the causal dependence. 
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Initialization: AMB(C) = {∅}, SP(C) = {∅}
Output: AMB(C)
1: for (i, j) ∈ ε do . Pairwise comparisons over directed edges
2: if I(v j;C) ≥ I(vi;C) & I(v j; vi|C) ≥ I(vi;C) then
3: AMB(C) = AMB(C) ∪ {v j}
4: SP(C) = SP(C) ∪ {vi}
5: else if I(vi;C) ≥ I(v j;C) & I(v j; vi|C) ≥ I(v j;C) then
6: AMB(C) = AMB(C) ∪ {vi}
7: else
8: AMB(C) = AMB(C) ∪ {vi, v j}
9: end if
10: end for
11: for (i, j) ∈ ε̃ do . Pairwise comparisons over loops
12: if {vi, v j} < SP(C) then
13: if I(v j;C) ≥ I(vi;C) then
14: AMB(C) = AMB(C) − {vi}
15: else if I(vi;C) ≥ I(v j;C) then
16: AMB(C) = AMB(C) − {v j}
17: end if
18: end if
19: end for
20: for vpa(i) ∈ SP(C) do . Deletion from spouses
21: if vi < AMB(C) then
22: SP(C) = SP(C) − {vpa(i)}
23: end if
24: end for
25: AMB(C) = AMB(C) ∪ SP(C) . Final AMB evaluation

Algorithm 1. AMB TAN based feature selection.  
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removed from AMB(C) in the previous step are deleted from SP(C). The 
final AMB(C) is given by the union of AMB(C) and SP(C). 

3.1. Sampling weights 

The AMB TAN approach is applied to the updated database in the 
near real-time stage, as shown in Fig. 1. Due to time restrictions, only 
few OCs from the near real-time probability distribution are included in 
the knowledge base. To increase their impact on the FS approach, an 
importance estimation method is adopted [13]. The sampling weights 
are calculated through a logistic regression classifier. A selector variable 
δ = 0 and δ = 1 is assigned to samples from the offline and the near 
real-time probability distribution, respectively. By applying the Bayes 
theorem, the weights w can be expressed in terms of δ: 

w(v) =
p(v|δ = 1)
p(v|δ = 0)

=
p(δ = 0)
p(δ = 1)

p(δ = 1|v)
p(δ = 0|v)

(10)  

where the first term is the ratio between the number of samples from the 
two distributions and the second term is calculated by training a logistic 
regression classifier with δ as class variable. Then, a weighted form of 
the mutual information is used to measure the correlation between the 
features and the class variable [37]. In Algorithm 1, I(vi,C) is replaced 
with wI(vi,C), i = 1...n, where n is the number of features and dim(w) =

N, which is the total number of OCs in the updated database. 

3.2. Computational complexity 

The computational complexity of the proposed FS method is 
composed of: i) computational time of the CloNI algorithm; ii) compu-
tational time of the TAN learning algorithm. Focusing on the dis-
cretization method, given n and N the number of variables and samples, 
the computational time is: 

O

(
n⋅
(

NlogN +
̅̅̅̅
N

√ ))
≈ O (n⋅NlogN) (11) 

By parallelizing the process over n variables, the computational cost 
is reduced to O (NlogN). On the other hand, the naïve bayesian model 
learning generally requires O (n2) mutual information tests. It is neces-
sary to check if the number of tests increases when the mutual infor-
mation tests are replaced by conditional mutual information tests for the 
TAN learning algorithm. In order to evaluate the conditional mutual 
information, the training data is partitioned by class values [38]. Then, 
the mutual information conditioned to each class value is evaluated. 
Given x, y discrete random variables and z binary variable, it results: 

I(x; y|z) =
∑

z∈Z
p(z)

∑

y∈Y

∑

x∈X
⋅log
(

p(x,y|z)
p(x|z)p(y|z)

)

=
kz=0

N
⋅I(x; y|z= 0) +

kz=1

N
⋅I(x; y|z= 1)

(12)  

where I(x; y|z) represents the mutual information between x and y 
conditioning on z, kz is the number of samples for which z assumes each 
class value and N is the total number of samples. By defining Di the 
partition for which Z = zi, noticing that the mutual information is 
symmetrical in Di and 

∑
i|Di| = N, the computational complexity for 

(12) is: 

O

(
∑

i
|Di|
(n

2
⋅(n − 1)

)
)

≈ O

(
N
(n

2
⋅(n − 1)

))
≈ O

( ̅̅̅̅
N

√
⋅
n
2

)
(13)  

where the last equivalence is obtained by parallelizing over n variables 
and by applying the CloNi algorithm over N samples. 

The proposed algorithm has a time complexity which scales linearly 
in the number of variables. Moreover, the way by which it scales in the 
number of instances depends only on the chosen discretization 
algorithm. 

4. Case study 

Several studies were undertaken to demonstrate the benefits of the 
AMB TAN FS approach for power system DSA. First the proposed three- 
stage approach using the AMB TAN FS is compared to the traditional 
two-stages approach for DSA. Then, the trade-off of accuracy and 
computations was explored in detail for the proposed FS method and 
compared to existing techniques. Finally, the computational savings of 
using the proposed workflow were investigated. 

4.1. Test system and assumptions 

The IEEE 68-bus system (Fig. 3) was first used for testing the per-
formance of the proposed workflow [39], and later the computations 
were scaled to a large-scale system (French Transmission System cor-
responding to 1,955 transmission lines, 1,886 buses and 411 genera-
tors). A set of 12000 OCs was generated and each of them represented a 
pre-fault condition of the system considering the full AC model. These 
OCs were generated by drawing the active loads from a multivariate 
Gaussian distribution considering a Pearson’s correlation coefficient c =

0.75 between all load pairs. Subsequently, by using the method of in-
verse transformation, the active loads were converted to a marginal 
Kumaraswamy distribution with the probability density function 

f (x) = abxa− 1(1 − xa)
b− 1 (14)  

where a = 1.6, b = 2.8 are shape parameters and x ∈ [0,1]. The benefit 
of using the Kumaraswamy distribution for modelling the stochastic 
nature of the loads is that it is highly flexible to adapt to the skewness of 
the load distributions by appropriately modifying the shape parameters 
[40]. Finally, the active loads were scaled to be within ±50% of the 
nominal values. The reactive powers follow the active powers propor-
tionally as constant impedances were assumed. Then, i.i.d power factors 
were sampled in the range of [0.95,1] for the generators. As the resulting 
OCs may be infeasible, the full AC model was considered in a mathe-
matical optimization problem to minimize the absolute difference be-
tween these power factors. In that way, active and reactive powers 
corresponding to feasible OCs were obtained for the generators. The 
optimization problem was implemented in Python 3.5.2 and Pyomo 
package and solved with IPOPT 3.12.4 [41]. The transients of 
three-phase faults over 22 different lines were simulated (k = 1,⋯22). If 
during 10s simulation time all the differences between each two phase 
angles of the generators were less than 180∘, then the OC i was consid-
ered stable Yi,k = 1, otherwise unstable Yi,k = 0. A fault clearance time 
of 22 was used. In the resulting 0.1s datasets, the percentage of unstable 

Fig. 3. The IEEE 68-bus system [39]. In red the features selected through the 
AMB TAN FS approach for the contingency on line 11. 
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observations was between 1% and 91% with 46% as mean. The simu-
lation was performed in Matlab R2016b Simulink. 

In the machine learning part, voltage magnitudes were considered as 
the relevant features according to Section 2. Consequently, each OC Xi 
was composed of all 68 buses voltage magnitudes. The data were pre- 
processed by applying existing FS techniques and the AMB TAN 
causality-based approach. The Minimum Redundancy Maximum Rele-
vance (MRMR), Correlation-based Feature Selection (CFS) and Joint 
Mutual Information (JMI) as filter techniques, SVM Recursive Feature 
Elimination (RFE) as embedded method, and Sequential Forward Se-
lection (SFS) as wrapper method, were used. Then, the CART learning 
from the scikit-learn algorithm was used to train DTs. In Table 1, the 
mean accuracy performance across all contingencies using DTs was 
compared against more advanced classification models to show that 
selecting DTs as models did not impact on the final accuracies. DT with 
depth equal to 3, SVM with linear kernel [9], AdaBoost and XGBoost 
with 50 estimators [42,43], and single layer feed-forward ANN with 10 
neurons [8], were used. It resulted that all testing accuracies of these 
approaches were very similar, therefore DTs with maximum depth D = 3 
were preferred as they are more interpretable. Across the studies, 10 
different combinations of training/testing set were computed for each 
classifier. The training and testing split was 70%/30% in all studies and 
these two sets were drawn from the same probability distribution, unless 
indicated otherwise. One DT was learned for each of the 22 datasets. The 
DT learned for the contingency on line 31-38 using the AMB TAN 
causality-based approach as pre-processing step is shown in Fig. 4. As 
part of this study, the size of the training database was varied in the 
offline and near real-time stage. The F1 score was used as criterion for 
the accuracy. 

4.2. Inaccuracy of the security rules 

In this study, the advantages of the proposed three-stages workflow 
in terms of the accuracy performance on new OCs were investigated. The 
offline stage was considered to be several weeks before real-time oper-
ation. In the offline stage, it was assumed the operators knew the load 
distribution parameters to be a0 = 1.6, b0 = 2.8 and c0 = 0.75. To 
simulate the changing distribution of OCs, the parameter b was assumed 
to decrease over time, as shown in Fig. 5. It was assumed operators were 
aware of this trajectory at the online time. Two training approaches 
were compared. In the first one the classifier was trained only in the 
offline stage, whereas in the second one it was re-trained in the near real- 
time stage. At this stage, a few OCs can be generated and simulated from 
an updated load distribution that corresponds to the trajectory in Fig. 5. 
In the two approaches, 12000 OCs were used to perform FS and classifier 
training. However, in the traditional approach, these 12000 OCs were 
generated offline from a probability distribution different from the 
actual one. Then, SFS was used before training the classifier. In the 
proposed approach, the bulk of data came from the offline stage and 
only 150 OCs from the near real-time distribution were included in the 
training database due to limited computational resources. Subsequently, 
the weight of each OC in the updated database was calculated, AMB TAN 
approach was used as FS and then the classifier was trained. Subscripts 

0, n, t were used to indicate the offline, the near real-time and the online 
stage, respectively. 

Then, the two approaches were tested on 50 new observations for 
which at = 1.6, bt = 2.4, ct = 0.75 according to Fig. 5. In the proposed 
approach, the average accuracy across all contingencies improved by 
roughly 1%. The same study was then repeated for five different linear 
trajectories in the parameter changes. The results are summarized in 
Table 2 and demonstrate the improvements in the accuracy across all 
tested trajectories. The individual contributions of the AMB TAN FS and 
the classifier training to this improvement were also investigated. By 
leaving the AMB TAN FS out, the improvement dropped by 0.25%. 
Finally, the features selected through the proposed approach across all 
contingencies were analysed to demonstrate the increased interpret-
ability of considering the causal relationships and the physical knowl-
edge in the learning process. The most features included in the MB of 
each contingency were located very close to the faulted bus, as shown in 
Fig. 3. At the same time, similar MBs were identified for contingencies 
with close faulted buses. 

4.3. Residual uncertainty 

Here, the residual uncertainty in the load distributions that leads to 
discrepancies between the estimate and the actual probability distri-
bution was investigated. It was assumed the parameter b decreased until 
one day before the operation. In the near real-time stage, three possible 
trajectories of b were considered, as shown in Fig. 6. As in the previous 
study, 150 OCs were generated from the probability distribution of the 
near real-time stage and used to enrich the offline database. Then, all 
steps from weighting, applying AMB TAN FS and training the classifier, 
were performed. Subsequently, the proposed approach and the offline 
training based approach were tested on three different test sets of 50 OCs 
corresponding to trajectories shown in Fig. 6 (red dotted lines). The 
parameters of the three test sets were calculated as follows: 

bt1 = bn − Δε, bt2 = bn, bt3 = bn + Δε (15)  

with Δε = 0.2. The result of this test is that the use of the AMB TAN FS in 
the near real-time stage increased the accuracy mean value over all 
contingencies by 0.7% for bt1, by 0.9% for bt2 and decreased by 0.8% for 
bt3. Subsequently, the same study was undertaken for five different 
trajectories as per Table 2. When the change in the load probability 
distribution in the online stage progresses with the same trend of offline 
and near real-time stage as for bt1 and bt2, the accuracy mean value 
improved by 0.7% and 0.72%, respectively. If the change in the load 
probability distribution progresses with a different trend in near real- 
time and online stage as for bt3, the OCs included in the training data-
base were not informative, and hence the accuracy mean value 
decreased by 0.5%. However, the decrease in the predictive perfor-
mance for bt3 was lower in mean than the improvements for bt1 and bt2. 

4.4. Trade-off between accuracy and computational time 

The following study focused on the trade-off between accuracy and 
computational time of the FS approaches for machine learning based 
DSA. Various FS approaches were used to select the features on which 
train the DT afterwards by using |Ω| = 12000 OCs. Subsequently, the 
training was repeated 10 times with varying splits of training/testing 
data to compute an average value for each of the 22 contingencies. In 
total 220 DTs were trained for each of the 6 FS approaches. The mean 
values of each contingency for computational time and accuracy are 
presented in Fig. 7 and summarized in Table 3. The confidence interval 
(CI) for the accuracies was evaluated considering a confidence level of 
95%. Hence, the resulting accuracies do not vary much from the values 
indicated in Table 3, making then the comparison between the FS ap-
proaches in terms of the accuracies more faithful. Three main advan-
tages of the AMB TAN approach can be observed: (1) AMB TAN resulted 

Table 1 
Accuracy performance using different classification models.   

Classification model  

DT SVM AdaBoost XGBoost ANN 

Accuracy Mean  0.89 0.90 0.89 0.92 0.90  

1 31–38 
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in higher accuracies than SVM-RFE, (2) AMB TAN requires 75% less 
computational time than SFS, resulting in the best trade-off between 
computational time and accuracy, and (3) the distribution in computa-
tional times is narrow. This narrow distribution enables precise esti-
mations of the required computational times, allowing to reliably 
schedule the FS and classifier training later in the workflow. 

The French transmission system was used to illustrate these advan-
tages for larger systems. The computational times were estimated by 
scaling up from the IEEE 68-bus system and using O (n /2) and O (n2)

with n number of buses for the AMB TAN and SFS approach, respec-
tively. The resulting computational times are reported in Table 4. There, 

the SFS approach would require a computational time of 75h to identify 
features, where the AMB TAN approach requires around 30min. 

4.5. Size of the training database 

In this study, the required size of the training database when using 
various FS approaches was investigated. This was an important analysis 
to conduct as operators need to decide how to optimally allocate the 

Fig. 4. The DT learned for the contingency on line 21. The entropy was used as uncertainty measure. The voltages v18, v38, v49 were selected as features.  

Fig. 5. Trajectory of the parameter b by assuming a constant value between 
near real-time and online stage. 

Table 2 
Accuracy improvement by re-training.  

Training stage Testing stage Accuracy 

Offline Near real-time Online improvement 

b0 = 2.8  bn = 2.2  bt = 2.2  + 0.14%  
a0 = 1.6  an = 1.2  at = 1.2  + 0.22%  
a0 = 1.6  an = 1.4  at = 1.4  + 1.32%  
c0 = 0.75  cn = 0.25  ct = 0.25  + 1.52%  
c0 = 0.75  cn = 0.50  ct = 0.50  + 0.22%   

Fig. 6. Trajectory of the parameter b accounting for the residual uncertainty 
between near real-time and online stage. 

Fig. 7. Accuracy and computation time for 31 contingencies with different 
FS techniques. 

Table 3 
Statistical analysis of distributions shown in Fig. 7.   

FS Method  

AMB MRMR CFS JMI RFE SFS 

Accuracy Mean  0.89 0.71 0.75 0.77 0.85 0.89 
Accuracy Std  0.08 0.24 0.26 0.23 0.13 0.08 
Accuracy CI  0.01 0.02 0.02 0.02 0.01 0.01 
Time Mean  87s  10s  353s  153s  75s  352s  
Time Std  11s  3s  213s  81s  47s  94s   

Table 4 
Estimate of computational time for FS for a large system.  

Approach Case Study  

IEEE 68-bus system French transmission system 

AMB TAN 87s  ∼ 30min  

SFS 6min  ∼ 75h   
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computational budget on data generation and training (FS and classi-
fier). The size of the training database |Ω| was varied, as the number of 
OCs used in FS and classifier training. The four best FS approaches (AMB 
TAN, MRMR, RFE and SFS) in terms of the accuracy and computations 
trade-off were first studied with larger database size, i.e. |Ω| = 40000, 
80000, 120000, to guarantee the scalability of the workflow. For each 
step, the four different FS were applied and the DT trained. This was 
repeated 10 times with different training/testing data combinations. 
The results were averaged and shown in Table 5 for the single contin-
gency with the lowest accuracy across all contingencies. The AMB TAN, 
RFE and SFS approaches resulted in highest accuracies, however AMB 
TAN outperformed in terms of computations. Since SFS resulted in 
similar accuracies to RFE in reduced computational times, only the SFS 
approach was considered in the following studies. Then, the same 
analysis was conducted with reducing database size, i.e. |Ω| = 1000, 
2000,....12000 and applying the best three FS approaches (AMB TAN, 
MRMR and SFS). The results were averaged and illustrated in Fig. 8 for 
the same single contingency. The AMB TAN and SFS approach resulted 
in highest accuracies. However, AMB TAN outperformed SFS in terms of 
computations. The best database size for this contingency was around 
|Ω| = 5000 as the accuracy did not improve anymore for larger data-
base. At |Ω| = 5000, AMB TAN required 70% less computational time 
than SFS. If in the real-time stage no FS approach was used and the 
training database was reduced to |Ω| = 5000, the accuracy decreased by 
5%. 

For the same contingency, the required training OCs in the offline 
stage when introducing the near real-time stage with the AMB TAN 
approach was investigated. The offline database size was reduced to 
|Ω| = 500, which is the minimum number of OCs to guarantee the 
feasibility of the SFS approach. It was assumed 4500 OCs were included 
in the database during the near real-time stage as |Ω| = 5000 was shown 
to be the best size in terms of accuracy performance. The AMB TAN 
approach was used, the classifier was trained and then tested on 1000 
new OCs from the same load distribution. It turned out that the offline 
database size could be reduced up to 95%, resulting in the same accu-
racy performance. 

4.6. Computational efficiency 

In this study, the computational savings obtained by using the pro-
posed workflow for DSA were investigated. For the offline and near real- 
time stages, the impact of using or not the proposed AMB TAN approach 
on the computational cost of data generation and training of the ma-
chine was analysed. For this comparison, 12000 OCs were available in 
the offline and near real-time stage. However, the use of the AMB TAN 
approach allowed to reduce the offline and near real-time training da-
tabases to |Ω| = 500 and |Ω| = 5000, respectively, resulting in same 
accuracy performance (Section 4.5). Table 6 and Fig. 9 summarize the 

computational costs for data generation, feature selection and training 
of the machine when using the proposed AMB TAN approach and when 
not using the approach. The simulation time for each observation was 
0.2s. The proposed AMB TAN approach enabled a total computational 
saving in DSA workflows (offline and near real-time stages) up to 75%. 
This result is a major finding of this work. 

4.7. A combination-based approach 

To optimize the balance between high accuracy and low computa-
tions, a further analysis on a combination-based FS approach was con-
ducted. This is worth investigating because different FS approaches 
showed the best performance for different contingencies, as shown in 
Fig. 7. In fact, the performance of MRMR was higher than AMB TAN for 
some contingencies. For this reason, the performance when combining 
these two FS approaches was investigated. For all contingencies, MRMR 
was first applied as its computational times were negligible. Then, only 
for contingencies where the accuracy was lower than a threshold, AMB 
TAN was used to select more relevant features. The threshold was 
selected to be 0.8 and the mean of accuracy and computational time 
were compared across all 22 contingencies for the AMB TAN versus this 
combined approach. The result was that the computational time reduced 
by 35% when using the combined approach, whereas the accuracy drops 
by only 0.5%. Then, the threshold value was studied in the range of [0,1] 
with step-size 0.05. The full results are shown in Fig. 10. It turned out 
that a threshold higher than 0.9 leads to under-performing the AMB TAN 
approach and 0.8 is the optimal threshold. 

4.8. Discussion 

The proposed causality-based FS approach in combination with a 
three-stages workflow showed promising results for online DSA appli-
cations, resulting in an accuracy increase of 1%. It resulted in the best 
trade-off in terms of accuracy and computational performance across 

Table 5 
Accuracy and computation time according to different FS techniques by 
increasing the size of the training database.  

Training data |Ω| = 40000  |Ω| = 80000  |Ω| = 120000   

Accuracy Time Accuracy Time Accuracy Time 

AMB TAN 0.81 271s  0.81 628s  0.81 1083s  
MRMR 0.47 17s  0.56 54s  0.61 52s  

RFE 0.81 1116s  0.82 4772s  0.82 10555s  
SFS 0.83 1031s  0.83 2466s  0.83 4296s   

Fig. 8. Accuracy and computation time according to different FS techniques by 
varying the size of the training database. 

Table 6 
Computation times for offline and near real-time stages using and not the pro-
posed AMB TAN approach.  

Stage Offline Near real-time 

Approach without FS with FS without FS with FS 

No̠ observations 12000 500 12000 5000 
Simulation time 2400s  100s  2400s  1000s  

FS time 0s  23s  0s  50s  
DT training time 60s  1s  60s  3s  

Total 2460s  124s  2460s  1053s   
3 22  
3 22 
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other FS approaches, being four times faster than the SFS approach 
while obtaining the same high accuracy. The features selected through 
AMB TAN improved the interpretability of the classifier as they were all 
located close to the faulted bus and similar features were selected for 
similar contingencies. Moreover, AMB TAN has a very narrow distri-
bution of the computational times. Consequently, operators can reliably 
schedule the learning task very close to the real-time operation as the 
required computational time can be estimated accurately. These im-
provements in terms of computations are significant higher when 
moving to a large system, as illustrated on the French system (99% 
reduction). In terms of robustness against uncertain OCs, the proposed 
causality-based approach demonstrated to improve the accuracy for 
various trends in the change of the load probability distributions. The 
AMB TAN FS approach also reduced the amount of required training 
data by 60% and by 95% in comparison to the SFS approach for the 
offline and near real-time stage, respectively. This reduction is signifi-
cant as a key bottleneck of online DSA approaches is the amount of data 
needed for large systems, and hence the computational cost for simu-
lating the OCs from this large amount of data. Consequently, the pro-
posed AMB TAN enabled a total computational saving for offline and 
near real-time stages, including data generation, feature selection and 
model training, up to 75%. A further reduction in the computational 
time was obtained by combining AMB TAN approach to another FS 
approach, resulting in almost the same accuracy (only 0.5% reduction). 
Overall, all these benefits represent a fundamental step forward to 
deploy machine learning approaches for DSA. 

A few key limitations in designing FS to data-driven DSA approaches 
still exist. A lot of data are still required and if too little data are avail-
able, the FS approaches are not capable of identifying the underlying 
statistical dependencies, resulting in low prediction accuracy. The ma-
chine learning approaches that are used along AMB TAN FS were 
selected based on their relevance in the literature and their choice does 
not affect the performance of the proposed workflow, e.g. classification 
models different from DTs can be used (Table 1). As the MB strongly 

varies from one contingency to another, single machine learning ap-
proaches for each contingency should be trained. In this work, the focus 
is on FS. However, when designing the entire machine learning work-
flow, every single step should be investigated and considered when 
allocating computational budgets. Relying on machine learning based 
DSA workflow rather than investing in new assets has a risk that should 
be considered in the decision making process. The proposed combina-
tion of the causality-based FS and near-real time stage should be also 
tested against other stability metrics. Finally, as topology changes may 
become more frequent, investigating how the proposed FS method 
performs under topology changes becomes important [44]. The perfor-
mance of the AMB TAN FS approach should be also tested when the 
occurrences of severe weather events or topological changes make the 
assumption on independent currents not valid anymore. In this context, 
incorporating the physical knowledge into the learning approach of the 
causal structure between features may also improve the robustness of a 
single classifier across similar contingencies or network’s topologies. 

5. Conclusion 

The challenge of designing computationally efficient and robust 
feature selection approaches to machine learning-based DSA was 
investigated, showing that DSA can suffer from discrepancies between 
real-time and offline. Not considering these discrepancies along with the 
time horizon of generating data and training the machine results in 
inaccuracies. In response, a novel causality-based FS approach in com-
bination with a near real-time stage was proposed to train the classifier 
closer to real-time operation. By using the system’s physics to learn the 
causal structure and to identify the Markov Blanket, this approach 
outperformed other FS approaches in robustness, interpretability and 
significantly improved the computational time while the predictive ac-
curacy is as high as state-of-the-art FS approaches. The IEEE 68-bus 
system and transient stability were used to illustrate these benefits, 
showing the required computational time for FS was reduced by 75%. 
This reduction in the computational time is becoming more significant 
for large systems as demonstrated for the French transmission system. 
Moreover, the required training database was reduced by 60%. This 
reduction is important as often the number of time-domain simulations 
for a training database is a barrier to using data-driven DSA. The pro-
posed FS approach in combination with a three-stages workflow is a 
significant step forward to include dynamics in future’s security 
assessment by the support of machine learning, enabling an effective 
operation of the grid assets closer to their limitations. In the future, the 
entire workflow should be investigated when allocating computational 
budgets for other objectives of DSA approaches. 
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