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A B S T R A C T

This study explores the suitability of quasi-static pore-network modeling for simulating the transport of
hydrogen in networks with box-shaped pores and square cylinder throats. The dynamic pore-network modeling
results are compared with quasi-static pore-network modeling, and a good agreement is observed when the
simulations reach steady-state, for a capillary number of 𝑁𝑐 ≤ 10−7. This finding suggests that the quasi-static
approach can be used as a reliable and efficient method for studying hydrogen transport in similar networks.
1. Introduction

Underground Hydrogen Storage (UHS) in porous formations is a
promising technology for large-scale (TWh) energy storage. To ensure
the efficiency of the storage operation, multiscale modeling and sim-
ulation strategies are essential, in which the micro-scale physics are
studied to derive input parameters for the continuum-scale dynamic
models. In addition to pore-network modeling (Hashemi et al., 2021a),
recent studies have employed direct numerical simulations and CFD
modeling to analyze hydrogen–water flow dynamics. They highlighted
the significance of these approaches in understanding the intricate
flow behaviors (Wang et al., 2023; Bagheri et al., 2023). Therefore
this study aims to extend the initial study of this complex process
using quasi-static pore-network modeling (Hashemi et al., 2021a) and
properly characterize the dynamics of the system. The present study
uses a dynamic pore-network modeling (D-PNM) approach (Koch et al.,
2021) to simulate the immiscible two-phase flow of hydrogen and
water through a pore network model of a porous structure. The model
input parameters are based on the experimentally obtained fluid–gas
properties as presented in literature (Hashemi et al., 2021a). As for the
rock, statistical pore network models are generated to mimic the digital
network information which is based on 3D X-ray images of porous
samples. To preserve the simulation stability, the D-PNM solves the
transient multi-phase Stokes equations fully implicitly, for pressure and
phase volume concentrations. Through several test cases, we analyze
the transport characteristics of the hydrogen/water interface, especially
the fingering and spreading physics. These results shed new light on
how a representative continuum-scale model should be created to study
the process at the field scale.

∗ Corresponding author.
E-mail addresses: L.Hashemi@tudelft.nl (L. Hashemi), C.Vuik@tudelft.nl (C. Vuik).

Pore network modeling
Large-scale numerical simulation of multi-phase flow in porous

media is crucial for predicting various phenomena in hydrology, envi-
ronmental engineering, and petroleum engineering. Accurate descrip-
tions of macroscopic properties such as capillary pressures and relative
permeabilities are necessary for numerical reservoir simulations of
multi-phase flow (Bo et al., 2023). These properties can be measured
by time-consuming and costly laboratory experiments, or alternatively,
physically-based models can be developed to predict multi-phase flow
at the pore scale and estimate these macroscopic properties at the
macro-scale (Ryazanov et al., 2012).

To simulate multi-phase flow in porous media, an accurate pore
space structure is required. This can be obtained from CT imag-
ing (Blunt et al., 2013) or 3D reconstructions (Raoof and Hassanizadeh,
2010). Pore network modeling provides an effective tool for estimating
macroscopic transport properties with arbitrary wetting conditions,
making it an attractive option for numerical simulations of multi-phase
flow. However, PNM has limitations in dealing with gas compressibil-
ity and fingering effects, which are crucial for accurately predicting
hydrogen behavior during storage and recovery processes. For more
detailed information about pore-network modeling and the effect of
compressibility, readers are referred to the literature (Blunt, 2017;
Bagheri et al., 2023), respectively. In pore network modeling, the pore
space refers to the empty space within a porous material where fluids
can flow or be stored. It is the network of interconnected voids or
pores that characterize the porous structure of a material, such as a
rock, soil, or membrane. The description of the pore space in pore
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network modeling involves characterizing the geometry, topology, and
connectivity of the pores within the material. This can be done using
various techniques, such as imaging (Blunt et al., 2013), and statistical
modeling (Raoof and Hassanizadeh, 2010). The resulting data can then
be used to construct an equivalent model of the pore network, which
can be used to simulate fluid flow and transport processes within the
material. The pore space can be characterized by several parameters,
such as the pore size distribution, the tortuosity of the pores, and the
connectivity of the network. These parameters can have a significant
impact on the fluid flow behavior and transport properties of the
material, such as absolute and relative permeability, and capillarity.
The detailed information can be found in literature (Dong and Blunt,
2009; Joekar-Niasar et al., 2010a) An accurate and detailed description
of the pore space is crucial for understanding the transport and storage
behavior of porous materials and for optimizing their performance in
various applications, such as oil and gas recovery, water filtration, and
energy storage.

The appropriate pore-scale model can be used by considering the
existing flow regimes (Lenormand et al., 1988). Two main types of
network modeling tools are defined by the flow regime: capillary-
dominated and viscous-dominated. In the case of a low capillary num-
ber (Shams, 2018; Boujelben and McDougall, 2017; Piri and Blunt,
2005), 𝑁𝑐 , which is defined as, 𝑁𝑐 = 𝜇𝑢

𝜎 ≤ 10−5 where 𝜇 is vis-
cosity, u is fluid velocity and 𝜎 is interfacial tension, the viscous
forces are insignificant and the flow is governed by capillary forces.
In this case, quasi-static network modeling can be applied. Otherwise,
dynamic network modeling should be used where both viscous and
capillary forces are accounted for. Given how important Nc is for
determining the suitability of the quasi-static approach, it is essential
to evaluate how well this model performs as conditions get close to
this threshold. This evaluation is especially important since real-world
situations might have Nc values close to 10−5, which could impact
he accuracy and usefulness of the model’s predictions. For conditions
here Nc exceeds this threshold, indicating a significant influence of
iscous forces, dynamic network modeling should be employed. This
tudy considers both quasi-static and dynamic PNM, providing a more
omprehensive analysis of fluid dynamics across different flow regimes.
espite the limitations of the quasi-static model, it provides valu-
ble insights into the pore-scale dynamics under capillary-dominated
onditions. However, realistic subsurface conditions can often present
cenarios where the capillary number approaches or exceeds this criti-
al threshold. Therefore, it becomes important to assess the quasi-static
odel’s validity and performance under varying conditions closer to

his boundary.

ynamic pore network models
Dynamic pore network models have become a powerful tool for

nderstanding fluid behavior in porous media, allowing for the capture
f changing fluid properties and pore structure over time (Koplik and
asseter, 1985; Al-Gharbi and Blunt, 2005; Aghaei and Piri, 2015).
hile previous dynamic pore network models have used explicit or

emi-implicit approaches, these had limitations in accurately capturing
he complex behavior of the fluid flow. To overcome these limitations,
esearchers have developed new modeling approaches, such as fully
mplicit dynamic pore network models, which improve accuracy and
rovide greater insight into two-phase flow and phase change in porous
edia (Chen et al., 2020; Weishaupt and Helmig, 2021).

The behavior of residual fluids in porous media is an important
opic of study with a range of applications, including oil recovery,
roundwater management, carbon sequestration, and energy storage.
ynamic pore network modeling has been used in several studies to

nvestigate residual fluid behavior in porous media (An et al., 2020;
ong et al., 2023; Li et al., 2017). For instance, Li et al. (2017) used
ynamic pore network models to investigate the effect of heterogeneity
n residual fluid configurations during the imbibition process. They
ound that heterogeneity significantly affects residual fluid configura-

ions, and the spatial distribution of residual fluids is highly dependent

2 
on the degree of heterogeneity in the porous medium. Specifically, the
study demonstrated that in more heterogeneous media, the residual
fluid configurations tend to be more dispersed and less connected,
which can lead to higher residual saturation levels. Conversely, in more
homogeneous media, the residual fluids are more likely to form larger,
continuous clusters, which can be more easily mobilized and displaced.
Fluid configurations refer to the spatial arrangement and connectivity
of the wetting and non-wetting phases within the pore space. It includes
how the fluids occupy the pores and throats, the formation of ganglia
or clusters of trapped fluid, and the overall distribution of these clus-
ters throughout the porous medium. These configurations are crucial
because they influence the efficiency of fluid displacement processes
and the overall recovery of the injected or displaced phase.

Chen et al. (2020) presented a study that investigated various
numerical modeling approaches and quantified their level of accuracy
in dynamic pore-network modeling of two-phase flow and phase change
in porous media. The study demonstrated the limitations of explicit and
semi-implicit approaches and presented fully implicit approaches for
dynamic pore network modeling.

Similarly, Weishaupt and Helmig (2021) presented a dynamic pore
network model that used a fully implicit approach to simulate two-
phase flow in porous media. The authors validated their model using
a synthetic porous media structure and demonstrated its ability to
accurately simulate complex fluid flow behavior.

Overall, these new modeling approaches offer promising ways to
more accurately simulate the behavior of two-phase flow in porous
media and provide greater insight into the underlying physics of fluid
flow. They have potential applications in a range of fields, including the
oil and gas industry, environmental science, and materials science. For
more information on the dynamic pore network models, please refer to
the Appendix, which includes Table A.1.

The structure of the paper is as follows. First, the methodology
and simulation approach will be described. Then the numerical mod-
eling results of the dynamic simulation for hydrogen-brine system are
reported in comparison with the quasi-static modeling and air–water
systems. In the following section, the results of cyclic modeling by using
experimentally measured contact angles for the hydrogen-brine system
are shown. Finally, concluding remarks are presented.

2. Materials and methods

The following section aims to provide a summary of the methodol-
ogy that has been used in DuMux which is an open-source simulator for
flow and transport in porous media (Weishaupt and Helmig, 2021). The
readers for more detailed information are referred to this Weishaupt
(2020).

2.1. Displacements and transport properties

In addition to characterizing the pore space, it is also important
to understand the displacement and transport properties of fluids in
porous media. Displacement refers to the movement of one fluid by
another fluid in the pore space, and transport properties refer to the
ability of fluids to move through the porous material.

Threshold capillary pressure
Threshold capillary pressure is an important parameter that af-

fects displacement behavior in porous media. The threshold capillary
pressures associated with each mechanism are explained below and
illustrated in Fig. 1.

It is the minimum pressure required to initiate fluid displacement
in a pore network. When fluid flows through a porous medium, the
narrowest parts of the medium, known as pore throats, limit the rate
of drainage. To pass through the throat, a minimum pressure, known
as the entry capillary pressure, must be exceeded. This pressure is
determined by the radius of curvature and the contact angle of the
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Fig. 1. The schematic diagram illustrates various processes in a rectangular tube:
A. The drainage process is depicted using a piston-type displacement, where non-
wetting phase is represented in white and wetting-phase in blue. B. The imbibition
process showcases the snap-off phenomenon occurring in a pore-throat. C. Pore-body
filling is illustrated, along with I1 and I2 events, during the imbibition process, again
with non-wetting phase shown in white and wetting-phase shown in blue, I1 and I2
demonstrated cooperated pore-body filling with one and two pore throats filled with
non-wetting-phase (Kohanpur et al., 2022).
Source: Adapted from Kohanpour et al.et al. (2022) under CC BY License.

phases. This pressure is calculated using the radius of the inscribed
pore throat (𝑟𝑖𝑗) and the contact angle of the receding meniscus (𝜃𝑟).
If the throat cross-section is circular, 𝑝𝑐,𝑒 can be easily calculated using
a simple formula. However, for non-circular throats, the calculation of
𝑝𝑐,𝑒 is more complex and depends on the presence of wetting layers in
the corners of the throat.

The entry capillary pressure for circular throat cross-sections is
given by

𝑝𝑐,𝑒 =
2𝛾 cos(𝜃𝑟)

𝑟𝑖𝑗
, (1)

where 𝛾 is the surface tension, 𝜃𝑟 is the receding contact angle, and 𝑟𝑖𝑗
is the inscribed radius of the pore throat connecting pore bodies 𝑖 and
𝑗.

For angular throat cross sections, wetting layers may be present in
the corners of the throat only if a certain condition is met, i.e.,

𝛽 + 𝜃𝑟 <
𝜋
2
, (2)

where 𝛽 is the corner half angle. For a rectangular throat with 𝛽 = 𝜋
4 ,

for instance, this means that the wetting phase can only be present in
the corner if 𝜃𝑟 ≤

𝜋
4 in order to keep a positive capillary pressure, i.e., a

concave arc meniscus. The capillary pressure within that layer reads

𝑝𝑐 =
𝛾
𝑟𝑎𝑚

, (3)

where 𝑟𝑎𝑚 is the radius of the arc meniscus.
For the irregular throat cross-sections, the entry capillary pressure

can be derived analytically using the Mayer–Stowe–Princen (MSP)
method (Patzek, 2001). The MSP method considers an energy bal-
ance for displacing the wetting phase and equates the curvature of
the arc meniscus with that of the invading fluid’s terminal menis-
cus. Blunt (Blunt, 2017) generalized this approach for arbitrary cross-
sectional shapes, i.e.,

𝑝𝑐,𝑒 =
𝛾(1 + 2

√

𝜋𝐺) cos(𝜃𝑟)𝐹𝑑 (𝜃𝑟, 𝐺)
𝑟𝑖𝑗

, (4)

where 𝐺 is the shape factor (the ratio of area to the square of the
perimeter) of the cross-section and

𝐹𝑑 (𝜃𝑟, 𝐺) =
1 +

√

1 + 4𝐺𝐸∕ cos2(𝜃𝑟)

1 + 2
√

𝜋𝐺
, (5)

with

𝐸 = 𝜋 − 2 𝜃 + 3 sin(𝜃 ) cos(𝜃 ) −
cos2(𝜃𝑟) . (6)
3 𝑟 𝑟 𝑟 4𝐺

3 
The snap-off capillary pressure, also known as the snap-off thresh-
old, refers to the pressure required to cause the sudden disconnection
or snap-off of a fluid phase in a porous medium (Patzek, 2001). It
is particularly relevant in the context of layer swelling, where the
behavior of fluid phases in the porous medium is of interest. The snap-
off capillary pressure can be calculated based on the geometry of the
throats, which are narrow constrictions within the porous medium.
Importantly, unlike other capillary pressure calculations, determining
the snap-off capillary pressure does not require an energy balance anal-
ysis. This characteristic makes it a convenient parameter to study and
analyze the behavior of fluids in porous media. If the advancing contact
angle is less than the maximum value given in Eq. (7), spontaneous
snap-off can occur.

𝜃𝑎,𝑚𝑎𝑥 = 𝜋
2
− min(𝛽𝑖) (7)

where 𝜃𝑎,𝑚𝑎𝑥 is the maximum advancing contact angle, 𝛽𝑖 is the corner
half angle.

Otherwise, imbibition is forced, and the threshold capillary pressure
for this mechanism is calculated using Eq. (8):

𝐸1 =
cos(𝜃𝑎 + 𝛽𝑖)

sin(𝛽𝑖)

𝑟𝑆𝑂,𝑖𝑗 = 𝑟
cot(𝛽𝑖) + cot(𝛽𝑖)

𝐸𝑖
1 + 𝐸𝑗

1

𝑃 𝑒
𝑐,𝑆𝑂 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝛾
min(𝑟𝑆𝑂𝑖𝑗 )

𝑖𝑓 𝜃𝑎 ≤ 𝜃𝑎,𝑚𝑎𝑥

𝑃𝑚𝑎𝑥
𝑐

cos(𝜃𝑎+min(𝛽𝑖))
cos(𝜃𝑟+min(𝛽𝑖))

𝑖𝑓 𝜃𝑎,𝑚𝑎𝑥 < 𝜃𝑎 < 𝜋 − min(𝛽𝑖)

𝑃𝑚𝑎𝑥
𝑐

−1
cos(𝜃𝑟+min(𝛽𝑖))

𝑖𝑓 𝜃𝑎 ≥ 𝜋 − min(𝛽𝑖)

(8)

where 𝜃𝑎 is the advancing contact angle, 𝛽𝑖 is the corner half angle, 𝑟𝑆𝑂𝑖𝑗
is the curvature radius corresponding to snap-off mechanism, 𝑃 𝑒

𝑐,𝑆𝑂 is
the threshold snap-off capillary pressure, 𝑃𝑚𝑎𝑥

𝑐 is the maximum capil-
lary pressure at the end of drainage cycle. 𝐸1 is just an intermediate
coefficient to calculate 𝑟𝑆𝑂𝑖𝑗 .

Local capillary-pressure saturation relationship
To accurately model pressure and saturation in pore-network mod-

els, a local capillary-pressure saturation relationship per pore body
must be formulated. This relationship is often derived based on geo-
metrical assumptions, as in the case of the cubic pore body 𝑖 described
by Joekar-Niasar et al. (2010a). They proposed a simplified relationship
for this cubic pore body where the local saturation 𝑆𝑤,𝑖 is related to the
capillary pressure 𝑝𝑐,𝑖 via Eq. (2.35), i.e.,

𝑝𝑐,𝑖(𝑆𝑤,𝑖) =
2𝛾

𝑟𝑖(1 − 𝑒𝑥𝑝(−6.83𝑆𝑤,𝑖))
. (9)

Meanwhile, a similar relationship for truncated octahedron can be
found in the work of Joekar-Niasar and Hassanizadeh (2012).

Transport properties
Transport properties such as permeability and diffusivity are also

critical in predicting fluid flow and transport in porous media. Perme-
ability is a measure of how easily fluids can flow through a porous
material, and diffusivity is a measure of how quickly a fluid can
diffuse through the material. These properties can be influenced by
the pore size distribution, connectivity, and tortuosity of the pore
network (Blunt, 2017; Weishaupt, 2020).

Estimation of the macroscopic fluid transport properties, includ-
ing absolute permeability, relative permeabilities of each phase, and
capillary pressure; can be done through the entire pore network.

Absolute permeability is determined by simulation of single-phase
flow on the fully saturated network and solving Darcy’s law, i.e.,

𝐾 =
𝜇𝑝𝑄𝑡𝑜𝑡𝑎𝑙,𝑠𝑝𝐿

𝐴(𝛷𝑖𝑛𝑙𝑒𝑡 −𝛷𝑜𝑢𝑡𝑙𝑒𝑡)
, (10)

where 𝜇𝑝 is the viscosity of a single-phase 𝑝, and 𝐿 and 𝐴 are the
length and cross-sectional area of the network, respectively. Imposing
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a potential drop (𝛷𝑖𝑛𝑙𝑒𝑡 −𝛷𝑜𝑢𝑡𝑙𝑒𝑡) at two parallel surfaces of the network
creates 𝑄𝑡𝑜𝑡𝑎𝑙,𝑠𝑝; total flow rate.

Therefore, the relative permeability of each phase can be calculated
as

𝐾𝑟𝑝 =
𝑄𝑡𝑚𝑝

𝑄𝑡𝑠𝑝
, (11)

where 𝑄𝑡𝑚𝑝 is the flow rate of phase 𝑝 in a multiphase flow and 𝑄𝑡𝑠𝑝 is
the total flow rate .

To find the total flow rate, we use mass conservation at each pore
body 𝑖, i.e.,

𝛴𝑗𝑞𝑝,𝑖𝑗 = 0, (12)

where 𝑗 is used to refer to all pore throats connected to pore 𝑖 and 𝑞𝑝,𝑖𝑗 ,
is the flow rate from pore 𝑖 through throat 𝑗.

The basic assumptions are considering incompressible fluid and
ignoring viscous pressure drops compared to the capillary pressure. The
volumetric flow rate between two pore bodies 𝑖 and 𝑗 is calculated by
the Hagen–Poiseuille equation,

𝑞𝑝,𝑖𝑗 =
𝑔𝑝,𝑖𝑗
𝐿𝑖𝑗

(𝛷𝑝,𝑖 −𝛷𝑝,𝑗 ), (13)

here 𝐿 is the distance between the centers of the two connected pore
odies 𝑖 and 𝑗. 𝑔𝑝,𝑖𝑗 is the flow conductance between the two pore
odies. For the detailed calculation of hydraulic conductance, readers
re referred to these references of Blunt (2017) and Patzek and Silin
2001).

By solving a set of mass conservation nonlinear equations, pore body
ressures and saturation of phases can be calculated.

.2. Two-phase flow modeling

The two-phase flow in porous media can be modeled by a set of
overning equations.

ynamic PNM
Dynamic pore-network models take into account time-dependent

hase displacement processes and are able to model non-equilibrium
apillary pressure states while considering the fluid phases’ viscosi-
ies. These models solve for pressure fields and phase fluxes based
n mass or volume conservation, similar to conventional Darcy-type
odels. However, due to their highly non-linear behavior, dynamic
odels are computationally more complex and resource-intensive com-
ared to quasi-static models (Blunt, 2017). The D-PNM solves the
on-equilibrium state of two-phase flow in porous media. This means
hat transient behavior is involved. The pressure difference across the
omain is not constant but varies over time due to fluid injection or
ithdrawal. Therefore, global pressure is not necessarily equal to local
ressure at each time step.

Joekar-Niasar and Hassanizadeh (2012) extensively reviewed the
ifferent solution strategies for dynamic two-phase pore-network mod-
ls. They classified dynamic models into two general types:

1. The first type assigns a single pressure to each pore body, assum-
ing either the exclusive presence of a single phase or the concept
of an equivalent pressure that accounts for both phases (Koplik
and Lasseter, 1985; Mogensen and Stenby, 1998; Al-Gharbi and
Blunt, 2005). While this approach reduces the computational
complexity of the problem, Al-Gharbi and Blunt (2005) found
inconsistencies with respect to equivalent quasi-static simulation
results for networks with angular cross-sections.

2. The second type of algorithm used in this study is based on the
two-pressure model, initially introduced by Thompson (Thomp-
son, 2002). This model aims to solve for an individual pressure
field for each phase and adopts a sequential solution strat-
egy that decouples the pressure and saturation variables to

accelerate the solution of the linearized problems. It bears a

4 
resemblance to the IMPES (implicit pressure, explicit saturation)
method commonly employed in reservoir models.
In the two-pressure model, the algorithm first solves the pres-
sures for each phase. This decoupling enables a faster solution
but necessitates the use of small time steps to maintain nu-
merical stability during the explicit saturation update. Although
the two-pressure model demonstrated limitations in accurately
capturing quasi-static results and was found to be unsuitable for
very low capillary numbers (Ca) (Thompson, 2002), it provided
valuable insights into the dynamics of multiphase flow in porous
media.
To enhance the accuracy of the two-pressure model and address
the highly non-linear nature of the processes, Joekar-Niasar
et al. (2010b) proposed an improvement by introducing a semi-
implicit saturation update. This enhancement allows for a better
representation of complex multiphase flow behavior. Since then,
this improved two-pressure model has been successfully applied
in various studies (Qin et al., 2016; Khayrat and Jenny, 2016).

Governing Equations
In the two-pressure model, the following equations govern the
flow unknowns:

(a) Conservation of mass for phase 1 (wetting phase)

∇ ⋅ (𝜌1𝐯1) =
𝜕
𝜕𝑡
(𝜙𝑠1𝜌1) + ∇ ⋅ (𝜙𝑠1𝜌1𝐯1) (14)

(b) Conservation of mass for phase 2 (non-wetting phase)

∇ ⋅ (𝜌2𝐯2) =
𝜕
𝜕𝑡
(𝜙𝑠2𝜌2) + ∇ ⋅ (𝜙𝑠2𝜌2𝐯2) (15)

(c) Darcy’s law for phase 1 (wetting phase)

𝐯1 = −
𝑘𝑟1
𝜇1

(

∇𝑝1 − 𝜌1 𝑔∇𝑧
)

(16)

(d) Darcy’s law for phase 2 (non-wetting phase)

𝐯2 = −
𝑘𝑟2
𝜇2

(

∇𝑝2 − 𝜌2 𝑔∇𝑧
)

(17)

(e) Capillary pressure-saturation relationship

𝑝𝑐 = 𝑝1 − 𝑝2 (18)

These equations capture the pressure and saturation evo-
lution and provide a foundation for simulating flow be-
havior in porous media using the two-pressure model.

Considering incompressible phases, mass conservation equations for
he wetting and non-wetting phases read (Weishaupt, 2020):

𝑖
𝜕𝑆𝑤

𝑖
𝜕𝑡

+
𝑁𝑗

𝑖
∑

𝑗=1
𝑄𝑤

𝑖𝑗 = 𝑄𝑤
𝑖 , (19)

𝑉𝑖
𝜕𝑆𝑛

𝑖
𝜕𝑡

+
𝑁𝑗

𝑖
∑

𝑗=1
𝑄𝑛

𝑖𝑗 = 𝑄𝑛
𝑖 , (20)

where 𝑆𝑤
𝑖 and 𝑆𝑛

𝑖 represent the wetting and non-wetting phase satura-
tions in pore 𝑖. 𝑉𝑖 denotes the volume of pore 𝑖, while 𝑁 𝑗

𝑖 represents
the number of throats connected to pore 𝑖. 𝑄𝑤

𝑖𝑗 and 𝑄𝑛
𝑖𝑗 denote the flow

rates of the wetting and non-wetting phases between pore 𝑖 and throat
𝑗, respectively. Furthermore, 𝑄𝑤

𝑖 and 𝑄𝑛
𝑖 represent the total flow rates

of the wetting and non-wetting phases in pore 𝑖, respectively.
The main difference between quasi-static and dynamic PNM is the

inclusion of a time-related term in Eqs. (14) and (15). In the quasi-static
approach, only mass conservation is considered by summing the flow
rates into a pore body and there is no saturation change to the time.

The relationship between the wetting and non-wetting phase satu-
rations reads:

𝑆𝑤 + 𝑆𝑛 = 1. (21)
𝑖 𝑖



L. Hashemi and C. Vuik Advances in Water Resources 193 (2024) 104812 
Fig. 2. Saturation distribution of hydrogen–water in a randomly generated network.
𝑆𝑙𝑖𝑞 in the color bar depicts the saturation of water.

The capillary pressure, Pc, can be defined as the pressure difference
between the wetting and non-wetting phases, i.e.,

𝑃 𝑐
𝑖 = 𝑃 𝑛

𝑖 − 𝑃𝑤
𝑖 . (22)

This system is well-posed with four equations for the four un-
knowns (𝑆𝑛

𝑖 , 𝑆
𝑤
𝑖 , 𝑃

𝑤
𝑖 , 𝑃 𝑛

𝑖 ), incorporating local rules to calculate capillary
pressure, entry pressure, snap-off mechanism, and conductance.

DuMux, an open-source simulator for flow and transport in porous
media, provides a platform for simulating and studying these phenom-
ena. By utilizing a pore network model, DuMux enables the simulation
of fluid flow and transport in porous media, allowing for the explo-
ration of various parameter impacts on fluid behavior within the pore
space. For further details on the simulation methodology, we refer to
the Weishaupt and Helmig (2021) and Weishaupt (2020).

Simulation approach:
The simulation approach for dynamic PNM is a fully implicit

method, which is used when pressure and saturation are strongly
coupled, such as in low capillary number flows or unfavorable dis-
placements (𝑀 < 1). The sequential coupling employed by IMPES
and IMP-SIMS can pose numerical challenges in such cases. A fully
implicit method ensures numerical stability by treating the pressure
and saturation equations simultaneously.

To solve the system of equations using a fully implicit method,
numerical schemes such as Newton–Raphson are used.

The fully implicit method enables the simultaneous solution of the
pressure and saturation equations, enhancing numerical stability and
capturing the strong coupling between pressure and saturation in low
capillary number flows or unfavorable displacements.

In the next section, the results of the transport of hydrogen through
a network with box-shaped pores and square cylinder throats using
dynamic pore-network modeling are reported. The used network statis-
tics, fluid and gas properties are summarized in Tables 1 and 2, respec-
tively.

The average saturation of water in the network, denoted as ⟨𝑆w⟩,
and the average capillary pressure, denoted as ⟨𝑝c⟩, were calculated
using,

⟨𝑆w⟩ =
∑

𝑖(𝑆w𝑉 )𝑖
∑

𝑖 𝑉𝑖
(23)

⟨𝑝c⟩ =
∑

𝑖(𝑆n𝑝n𝑉 )𝑖
∑ −

∑

𝑖(𝑆w𝑝w𝑉 )𝑖
∑ . (24)
𝑖(𝑆n𝑉 )𝑖 𝑖(𝑆w𝑉 )𝑖
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Table 1
The network statistics.
Source: Adapted from Weishaupt (2020).

Properties values

Size (side length) [m] 1 E−3
Initial number. of pores 10 * 10 * 10
Probability deletion of the throat connections 90% for all spatial directions
Pore radius distribution log-normal
Mean pore radius [m] 4.5 E−5
Standard deviation [m] 3 E−6

where 𝑆w denotes the wetting phase saturation and 𝑉 is the pore
volume and 𝑝 is the pressure of each phase. In the model, pore throats
are assumed to be volumeless, serving only to control flow resistance,
while the pore bodies are assumed to store the phases.

3. Results and discussion

The simulation results were compared with quasi-static pore-
network modeling to assess the accuracy and reliability of the dynamic
approach.1

The saturation of hydrogen–water in a randomly generated network
is shown in Fig. 2, which illustrates the distribution of hydrogen–water
saturation throughout the network.

The results of the modeling have been listed as follows.

• The dynamic simulation of hydrogen–water transport was com-
pared with the quasi-static simulation, as shown in Fig. 3. A
simulation starts with a fully saturated network with water, where
the initial saturation is 1. In these simulations, the global capillary
pressure is determined by applying a boundary pressure condition
(BC) at each step. For each BC, the water saturation is calculated,
and this is gradually increased to produce the Pc curve. The
green line in Fig. 3 shows the global Pc curve from the dynamic
simulation, connecting only the points where the system has
reached equilibrium or steady-state. The yellow line represents
the average dynamic Pc for each BC, which is calculated over
time based on the governing Eqs. (23), (24). The red dashed line
represents the global Pc curve from the quasi-static simulation,
which inherently assumes steady-state conditions, resulting in a
single Pc line.
The simulation results showed a good agreement between the dy-
namic and quasi-static modeling approaches. When the dynamic
simulation (yellow line) reaches a steady-state – defined here
as the point where the saturation of hydrogen–water remains
constant over time – the results of the dynamic (green circle
marker) and the quasi-static (red dash-line) simulations match.
This steady-state condition is characterized by no further changes
in the saturation levels of the two phases. Before reaching steady
state, the models show some differences due to transient effects
(yellow line in Fig. 3), but these differences diminish as the
system stabilizes. The match between these two methods indi-
cates that the quasi-static simulation can be used as a reliable
and efficient method for studying hydrogen transport in similar
networks.

• The capillary pressure function of hydrogen–water against air–
water was also analyzed, and the results are presented in Fig. 4.

1 To replicate the results of this paper the source code can be accessed
via this link https://git.iws.uni-stuttgart.de/dumux-pub/weishaupt2020a us-
ing the network information in Table 1 and the fluid and gas properties
reported in Table 2.

https://git.iws.uni-stuttgart.de/dumux-pub/weishaupt2020a
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Table 2
H2-water and air–water properties used for Nc and M calculations.
Fluid properties Depth IFT (mN/m) Viscosity_H2 (Pa.s) *10^6 Viscosity_Brine (Pa.s) *10^6

H2-Water (Yekta et al., 2018) 50 bar, 20 ◦C 51 8.94 999
100 bar, 45 ◦C 46 9.54 597

Air-Water (Weishaupt, 2020) Atmospheric 72.5 17.68 1000
• The behavior of hydrogen–water in the network was analyzed
by calculating the Nc and M values for drainage and imbibition
processes. M is a viscosity ratio and defines as, 𝑀 = 𝜇𝑖𝑛𝑣𝑎𝑑𝑖𝑛𝑔𝑝ℎ𝑎𝑠𝑒

𝜇𝑑𝑒𝑓𝑒𝑛𝑑𝑖𝑛𝑔𝑝ℎ𝑎𝑠𝑒
.

The relevant fluid properties and the calculated values are sum-
marized in Table 2.
The Nc and M calculations for drainage and imbibition of H2-
water, assuming a common velocity of 1 ft/day in the field are
shown in Table 3.

• Additionally, a modified Lenormand diagram (Fig. 5) was used
to illustrate the drainage and imbibition processes of hydrogen–
water in the network. The diagram confirms that the system is
still operating in the capillary-dominated regime, validating the
use of the quasi-static pore network model.

• The sensitivity of this conclusion to different interfacial tensions
has been analyzed and is illustrated in Fig. 6. This analysis demon-
strates the expected effect of interfacial tension (IFT) on capillary
pressure, showing an increase in capillary pressure with higher
IFT values. Importantly, our findings remain consistent across the
studied range of interfacial tensions. For a more comprehensive
comparison, detailed plots contrasting the dynamic pore network
model (DPNM) with the quasi-static pore network model (PNM)
are provided in the Appendix.

• In continuation of the previous point, the quasi-static pore net-
work model was employed using contact angles determined for
H2-Brine (Fig. 8). A comparison was made with previously pre-
sented Pc and Kr values obtained using different contact angles
(receding contact angles of 21 and advancing contact angle of
85 degrees) (Fig. 7), as reported in our previous paper (Hashemi
et al., 2021a). The static contact angle was determined through
captive bubble experiments (Hashemi et al., 2021b), while the
dynamic contact angles were measured using microfluidics ex-
periments (van Rooijen et al., 2022). Both methods yielded in-
trinsic contact angles ranging from 25 to 45 degrees. The new
results highlight a significant difference when direct contact angle
measurements from the experimental work are utilized. This dis-
crepancy is manifested in two main observations: firstly, a higher
residual hydrogen saturation during production (secondary imbi-
bition) compared to our previous paper (Hashemi et al., 2021a),
and secondly, a higher relative permeability of water. These dif-
ferences align with a lower gas–water contact angle and indicate
a shift towards a more water-wet system.

• In continuation of the previous point, the quasi-static pore net-
work model was employed using contact angles determined for
H2-Brine (Fig. 8). A comparison was made with previously pre-
sented Pc and Kr values obtained using different contact an-
gles (Fig. 7), as reported in our previous paper (Hashemi et al.,
2021a). The static contact angle was determined through cap-
tive bubble experiments (Hashemi et al., 2021b), while the dy-
namic contact angles were measured using microfluidics experi-
ments (van Rooijen et al., 2022). Both methods yielded intrinsic
contact angles ranging from 25 to 45 degrees. The new results
highlight a significant difference when direct contact angle mea-
surements from the experimental work are utilized. This discrep-
ancy is manifested in two main observations: firstly, a higher
residual hydrogen saturation during production (secondary imbi-

bition) compared to our previous paper (Hashemi et al., 2021a),

6 
Fig. 3. Hydrogen–water dynamic simulation compared with static simulation. The left
vertical axis shows the capillary pressure and in the right vertical access number of
invaded throats is shown.

Fig. 4. Capillary pressure function of hydrogen/water against air–water.

and secondly, a higher relative permeability of water. These dif-
ferences align with a lower gas–water contact angle and indicate
a shift towards a more water-wet system.

Simulation Observations
The simulation results highlight several critical aspects of the trap-

ping mechanisms during the two-phase flow, summarized as follows:

• First Cycle — Primary Drainage: In this process, only piston-like
displacement is used for hydrogen to displace the water phase.
Therefore, there is no discontinuity in the gas phase observed.
Out of a total of 12,349 pores and 26,146 throats (excluding
118 isolated elements), 38,377 elements are invaded at the end
of primary drainage, defining the irreducible water saturation
of 0.24, which represents the clay volume as the trapped water
phase.
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Table 3
Calculated Nc and M for drainage and imbibition for H2-water and air–water.

Drainage Imbibition

Fluid properties Depth Nc log (Nc) M log (M) Nc log (Nc) M log (M)

H2-Water (Yekta et al., 2018) 50 bar, 20 ◦C 6.18E−10 −9.21 0.01 −2.05 6.910E−08 −7.16 111.74 2.05
100 bar, 45 ◦C 7.32E−10 −9.14 0.02 −1.80 4.578E−08 −7.34 62.58 1.80

Air-Water (Weishaupt, 2020) Atmospheric 8.60E−10 −9.07 0.02 −1.75 4.866E−08 −7.31 56.56 1.75
Fig. 5. Lenormand diagram with marked points for drainage and imbibition of H2-water with the mentioned assumptions. Modified after (Joekar-Niasar et al., 2010b). Stable
displacement refers to a flow regime where the invading fluid displaces the resident fluid uniformly, creating a stable front. This occurs when there is a balance between capillary
and viscous forces. Viscous fingering occurs when the invading fluid creates finger-like patterns as it displaces the resident fluid, typically due to higher viscous forces compared
to capillary forces. Capillary fingering is a regime where the displacement pattern is dominated by capillary forces, leading to irregular, branching pathways of the invading fluid.
Fig. 6. Capillary pressure function of two-phase flow within the same network, with
interfacial tensions ranging from 40 to 80 mN/m. ‘eq’ represents the equilibrium state
of the DPNM, while ‘all’ shows the entire transition calculation of the DPNM.
7 
• Second Cycle — Secondary Imbibition: This process is sim-
ulated considering the mechanisms mentioned in Fig. 1. There
are 44 trapped water regions, including 108 elements, and 1757
trapped oil regions, including 10,466 elements. The pore and
throat filling mechanisms are detailed as follows: during the
pore filling process, there are 4956 uninvaded pores, 71 snap-
off events, 3287 piston-type displacements, and 4035 pore body
fillings (sum of I2, I3, and I4+). During the throat filling process,
there are 5628 uninvaded throats, 10,297 snap-off events, and
10,221 piston-type displacements.

• Third Cycle — Secondary Drainage: This cycle reaches the same
irreducible water saturation of 0.24. A total of 24,724 elements
are invaded, and there are 2 regions of gas trapping.

3.1. Discussions

By utilizing the modified Lenormand diagram, the capillary-
dominated regime of the system is reaffirmed, thereby supporting the
use of the quasi-static pore network model. Furthermore, investigating
the model with contact angles determined for H2-Brine and comparing
the results with previous findings reveals significant variations when
different contact angle measurement methods are employed. These
additions contribute to a comprehensive understanding of hydrogen–
water behavior in the network and emphasize the importance of
accurate contact angle measurements in simulations.
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Fig. 7. Basecase simulation using Berea PNM reported in Hashemi et al. (2021a).
Fig. 8. Basecase simulation using Berea PNM and reported contact angles in Hashemi et al. (2021b).
It is worth addressing some assumptions related to the PNM ap-
proach and the differences in methodologies that cause the discrepancy
between gas relative permeabilities at the end of the primary drainage
cycle and the other reported experimental results in the literature, such
as in these Boon and Hajibeygi (2022) and Yekta et al. (2018). The
PNM assumes a simplified and idealized pore network, which does not
capture the full complexity and heterogeneity of real porous media,
often leading to an overestimation of gas flow efficiency once the
non-wetting phase has been displaced. Additionally, PNM simulations
apply specific boundary conditions and assume complete displacement
during drainage, which might not fully represent experimental condi-
tions where residual water saturation and dynamic boundary effects
8 
significantly influence results. Pore-scale phenomena such as snap-
off, ganglia formation, and capillary pressure fluctuations are more
accurately captured in experiments but are often oversimplified in
PNMs, affecting the relative permeability outcomes. Finally, real porous
media exhibit heterogeneity and anisotropy, which are often not fully
represented in PNM, leading to an overestimation of gas permeability.

The results obtained from both dynamic and quasi-static pore-
network modeling demonstrate a good match, suggesting that the use
of quasi-static simulation is acceptable for hydrogen–water systems
with smaller interfacial tension (IFT) values compared to air–water.
This finding strengthens the validity of using quasi-static modeling
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to capture the behavior of hydrogen–water in terms of the upscaled
parameters of the Pc-Sw curve.

However, it is important to note that flow regimes based on the
enormand diagram were conducted under the assumption of a com-
on velocity in the field (Azin et al., 2021), which is a simplified

epresentation that may not accurately reflect the complex flow pat-
erns found in reality. As a suggestion for future work, it would be
eneficial to relax this assumption and incorporate more realistic ve-
ocity fields into the modeling approach to gain a better understanding
f the system dynamics.

Furthermore, the dynamic simulation utilized box-shaped pores and
quare cylinder throats, which may not capture the full range of pore
nd throat geometries encountered in real porous media. To enhance
he generality of the model, it would be valuable to explore different
ore and throat shapes and develop more generalized local rules that
an accommodate various pore geometries.

Another limitation of the current dynamic simulation is the as-
umption of a non-zero contact angle. Incorporating contact angles
nto the simulation could provide more accurate results, as contact
ngles significantly influence fluid-fluid interactions at the pore scale.
y considering contact angles, a more comprehensive understanding of
he hydrogen–water system can be achieved.

Additionally, it is worth noting that the dynamic simulation only ac-
ounted for one cycle of displacement. Conducting simulations for mul-
iple cycles of displacements would provide insights into the hysteresis
henomena associated with the hydrogen–water system, allowing for
more thorough investigation of the fluid displacement behavior and

he impact of repeated cycles on the system.
Finally, the efficiency and scalability of the solver used for dy-

amic pore-network modeling are crucial considerations. Future re-
earch could explore strategies to improve the efficiency of the simu-
ation without compromising accuracy, ensuring that large-scale sim-
lations can be performed within reasonable timeframes. Addition-
lly, scaling considerations should be taken into account to accurately
epresent field-scale conditions in the pore-network model.

Addressing these limitations and conducting further investigations
ased on the suggestions outlined above would enhance the under-
tanding of the hydrogen–water system and contribute to the develop-
ent of more robust and accurate simulation approaches for analyzing

ts behavior in porous media.

. Conclusions

The study conducted a critical assessment of the validity of quasi-
tatic pore network modeling (PNM) in the context of underground
ydrogen storage. The results and discussions provided insights into the
pplication of dynamic simulation in comparison to quasi-static PNM.
he dynamic simulation results for the hydrogen–water system exhib-

ted good agreement with the quasi-static PNM results, for capillary
umber ≤ 10−7 indicating that dynamic PNM is a valid approach for
imulating hydrogen transport in these networks, as long as it reaches

steady state. The study also revealed that quasi-static simulation
s acceptable for smaller interfacial tension (IFT) values compared to
ir–water, considering the upscaled parameters of the Pc-Sw curve.

Furthermore, the study identified several areas that require further
esearch to enhance the validity of quasi-static PNM for hydrogen
torage applications. These areas include exploring the scaling and
ize of the network, investigating different mechanisms, incorporating
arious pore and throat shapes, developing general local rules for
ifferent pore shapes, considering the influence of contact angles, and
imulating additional cycles of displacements. Addressing these aspects
ill contribute to refining the accuracy and reliability of quasi-static
NM in simulating hydrogen storage systems.

Overall, the study emphasizes the importance of critically assessing
odeling approaches to ensure the validity of simulation results in

eal-world applications like underground hydrogen storage.
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Appendix A. Dynamic pore network models

See Table A.1.

Appendix B. Additional simulation results

• The results of the different pore network models are summarized
below. The properties of these networks are detailed in Table B.1
and visualized in Fig. B.1.
The dynamic simulation of hydrogen–water transport was compared
with the quasi-static simulation, as shown in Fig. B.2.
The simulation results demonstrated a good agreement between the
dynamic and quasi-static modeling approaches across different pore
networks.

• The results of the simulations for the same pore network model
(Fig. 2) for different interfacial tensions are summarized below. The
corresponding computational costs are detailed in Table B.2 and
comparison with quasi-static simulations visualized in Fig. B.3.
All the simulation results demonstrated a good agreement between
the dynamic and quasi-static modeling approaches using different
IFT values.
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Table A.1
Dynamic pore network models.

Year Author(s) Title Ref.

1985 Koplik, Lasseter Two-phase flow in random network models of porous media Koplik and Lasseter (1985)
1988 Lenorman et al. Numerical models and experiments on immiscible displacements in porous media Lenormand et al. (1988)
1991 Blunt, King Relative permeabilities from two-and three-dimensional pore-scale network modeling Blunt and King (1991)
1996 Lee, Padmanabhan Simulation of linear displacement experiments on massively parallel computers Lee et al. (1996)
1996 Kamath et al. Pore network modeling of laboratory experiments on heterogeneous carbonates Kamath et al. (1996)
1997 van der Marck et al. Viscous and capillary pressures during drainage: Network simulations and experiments van der Marck et al. (1997)
1998 Mogensen, Stenby A dynamic two-phase pore-scale model of imbibition Mogensen and Stenby (1998)
1998 Aker et al. A two-dimensional network simulator for two-phase flow in porous media Aker et al. (1998)
1999 Dahle, Celia A dynamic network model for two-phase immiscible flow Dahle and Celia (1999)
2000 Hughes, Blunt Pore-scale modeling of rate effects in imbibition Hughes and Blunt (2000)
2002 Constantinides, Payatakes Pore-scale modeling of fluid transport in disordered fibrous materials Constantinides and Payatakes (2000)
2003 Singh, Mohanty Dynamic modeling of drainage through three-dimensional porous materials Singh and Mohanty (2003)
2003 Nordhaug A pore network model for calculation of interfacial velocities Nordhaug et al. (2003)
2005 Al-Gharbi, Blunt Dynamic network modeling of two-phase drainage in porous media Al-Gharbi and Blunt (2005)
2006 Nguyen et al. The effect of displacement rate on imbibition relative permeability and residual saturation Nguyen et al. (2006)
2006 Di Carlo Quantitative network model predictions of saturation behind infiltration fronts and

comparison with experiments
DiCarlo (2006)

2007 Piri, Karpyn Prediction of fluid occupancy in fractures using network modeling and X-ray
microtomography. ii: Results

Piri and Karpyn (2007)

2010a Joekar et al. Non-equilibrium effects in capillarity and interfacial area in two-phase flow: dynamic
pore-network modeling

Joekar-Niasar et al. (2010a)

2010b Joekar et al. Network model investigation of interfacial area, capillary pressure, and saturation
relationships in granular porous media

Joekar-Niasar et al. (2010b)

2011 Joekar, Hassanizadeh Effect of fluids properties on non-equilibrium capillarity effects: Dynamic pore-network
modeling

Joekar-Niasar and Hassanizadeh (2011a)

2011 Joekar, Hassanizadeh Specific interfacial area: The missing state variable in two-phase flow equations? Joekar-Niasar and Hassanizadeh (2011b)
2012 Joekar, Hassanizadeh Analysis of fundamentals of two-phase flow in porous media using dynamic pore-network

models: A review
Joekar-Niasar and Hassanizadeh (2012)

2012 Ellis, Bazylak Dynamic pore network model of surface heterogeneity in brine-filled porous media for
carbon sequestration,

Ellis and Bazylak (2012)

2012 Hammond, Unsal A dynamic pore network model for oil displacement by wettability altering surfactant
solution

Hammond and Unsal (2012)

2013 Sheng, Thompson Dynamic coupling of pore-scale and reservoir-scale models for multiphase flow Sheng and Thompson (2013)
2015 Aghaei, Piri Direct pore-to-core up-scaling of displacement processes: Dynamic pore network modeling

and experimentation
Aghaei and Piri (2015)

2015 Bagudu et al. Pore-to-core-scale network modeling of co2 migration in porous media Bagudu et al. (2015)
2016 Khayrat, Jenny Subphase approach to model hysteretic two-phase flow in porous media Khayrat and Jenny (2016)
2016 Huang et al. Multi-physics pore-network modeling of two-phase shale matrix flows Huang et al. (2016)
2016 Qin et al. Pore-network modeling of water and vapor transport in the microporous layer and gas

diffusion layer of a polymer electrolyte fuel cell
Qin et al. (2016)

2016 Cao et al. Supercritical co2 and brine displacement in geological carbon sequestration: Micromodel
and pore network simulation studies

Cao et al. (2016)

2016 Sheng, Thompson A unified pore-network algorithm for dynamic two-phase flow Sheng and Thompson (2016)
2017 Regaeig, Moncorge Adaptive dynamic/quasi-static pore network model for efficient multiphase flow simulation Regaieg and Moncorgé (2017)
2017 Li et al. Dynamic pore-scale network model (PNM) of water imbibition in porous media Li et al. (2017)
2017 Yang et al. Pore to pore validation of pore network modeling against micromodel experiment results Yang et al. (2017)
2017 Boujelben, McDougall Dynamic pore-scale modeling of multiphase flow during application of eor techniques Boujelben and McDougall (2017)
2018 Boujelben et al. Pore network modeling of low salinity water injection under unsteady-state flow conditions Boujelben et al. (2018)
2018 Gesho, et al. Dynamic pore network modeling of two-phase flow through fractured porous media: Direct

pore-to-core up-scaling of displacement processes
Gesho (2017)

2018 Gjennestad, et al. Stable and efficient time integration of a dynamic pore network model for two-phase flow
in porous media

Gjennestad et al. (2018)

2018 Sweijen et al. Dynamic pore-scale model of drainage in granular porous media: The pore-unit assembly
method

Sweijen et al. (2018)

2019 Qin et al. A dynamic pore-network model for spontaneous imbibition in porous media Qin and van Brummelen (2019)
2019 Qin et al. Dynamic pore-network modeling of air–water flow through thin porous layers Qin et al. (2019)
2019 Yin, et al. Dynamic pore-network models development, in: Advances in Mathematical Methods and

High-Performance Computing
Yin et al. (2019)

2019 Sinha et al. A dynamic network simulator for immiscible two-phase flow in porous media Sinha et al. (2019)
2020 Chen, Guo Fully implicit dynamic pore-network modeling of two-phase flow and phase change in

porous media
Chen et al. (2020)

2020 Gong and Piri Pore-to-core upscaling of solute transport under steady-state two-phase flow conditions
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Table B.1
The network statistics of the 3 used models.
Properties Main network (1) Small network (2) Network with smaller pores (3)

Size (side length) [m] 1 E−3 0.5 E−3 1 E−3
Initial number of pores 10 * 10 * 10 5 * 5 * 5 10 * 10 * 10
Probability deletion of the throat connections 90% for all spatial directions Same Same
pore radius distribution log-normal Same Same
mean pore radius [m] 4.5 E−5 4.5 E−5 3 E−5
standard deviation [m] 3 E−6 Same same
Cumulative CPU time (Dynamic) [s] 23804.5 2750.2 89015.7
Cumulative CPU time (Static) [s] 5 4 7
Table B.2
The corresponding computational cost of each dynamic simulation for different IFT.
IFT [mN/m] 40 50 60 70 80

Cumulative CPU time [s] 31417.82 23804.5 22406.7 18351.9 16353.5
Fig. B.1. Saturation distribution of hydrogen–water in network number 2 (left) at a capillary pressure of 3880 Pa and network number 3 (right) at a capillary pressure of 4200 Pa.
Fig. B.2. Hydrogen–water dynamic simulation compared with static simulation, using different networks.
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Fig. B.3. Hydrogen–water dynamic simulation compared with static simulation, using different IFT values.
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