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A B S T R A C T

Following their inception, vortex cavities emanating from stationary wing tips in cavitation tunnels are
often observed to grow. These effects are usually attributed to the free and dissolved non-condensable gases
in the liquid. However, a detailed mechanism for the cavity’s growth is not known. Consequently, the
repeatability of vortex cavitation in different flow facilities is generally poor. The main aim of our work
is to highlight the contribution of dissolved gases to the cavity’s growth, hence addressing water-quality
influence in nuclei-depleted conditions. A model is provided for a steady-state diffusion-driven mechanism
that transports dissolved gases from the surrounding liquid into the vortex cavitation through a diffusion layer
located outside its interface. The model results show that the cavity grows uncontrollably when the dissolved
gas concentration in the liquid is saturated or oversaturated relative to its saturation level at ambient pressure
conditions (𝑐∞∕𝑐𝑠𝑎𝑡 ≥ 1). In addition, it is shown that stable cavity sizes can be achieved when the 𝑐∞∕𝑐𝑠𝑎𝑡 < 1.
The predictions in the range 1.04 ≤ 𝑐∞∕𝑐𝑠𝑎𝑡 ≤ 1.33 are compared with experimental data and infer either of
the two geometries for the diffusion layer: (i) a 5 μm thin film approximated by a hollow cylinder around
the cavity, or (ii) one that evolves like a boundary layer along the axis of the cavity. For the latter modeling
approach, the observed length of the cavity was much larger than that required to match with the experimental
data, skewing a preference to the thin-film assumption. In the undersaturated regime (𝑐∞∕𝑐𝑠𝑎𝑡 = 0.14 & 0.39),
the proposed model has a qualitative agreement with the data of Briançon-Marjollet and Merle (1996).
1. Introduction

Tip Vortex-cavitation is a form of hydrodynamic cavitation that
initiates when the low-pressure core of the vortex shed by a lifting-body
approaches the local vapor pressure of water (Arndt, 2002; Brennen,
2014; Cheng et al., 2021), resulting in the formation of dynamic vapor–
liquid structures. An important feature of vortex-cavitation stems from
the dynamics of its interface (Pennings et al., 2015) that causes a fluc-
tuating pressure field in its surrounding, acting as a source of fatigue
load to the hull structure, as well as a source of sub-kilohertz, tonal,
radiated noise into the underwater environment (Bosschers, 2018b).
The resulting disruption to the global marine habitat has been re-
ported by various studies (Jones, 2019; Duarte et al., 2021), and, this
phenomenon has been studied extensively by conducting observations
in cavitation tunnels (Holl et al., 1972; Higuchi et al., 1989; Arndt
et al., 1991; van Wijngaarden et al., 2005). One point of contention
is that cavitation facilities vary one from another, sometimes in the
volumetric water capacity of the tunnel, or the achievable Reynolds and
cavitation number of the flow. More importantly, cavitation tunnels
vary in their ability to control the water quality content, here identified
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by the amount of free gas bubbles, or nuclei, and gases dissolved within
the fluid. As a result, repeatability of cavitation observations across
facilities is often poor (Atlar, 2002).

In the case of vortex cavitation inception, water-quality effects
are largely dominated by the distribution of nuclei bubbles in the
flow (McCormick, 1962; Arndt and Keller, 1992; Arndt and Maines,
2000; Khoo et al., 2020). However, immediately following inception
when the cavity is saturated with water vapor at its vapor pressure,
a higher concentration of dissolved-air in the liquid adjacent to its
boundary will initiate a mass-transfer process across the boundary,
causing the pressure inside the vortex cavity to increase. The resulting
vaporous cavitation will transition to gaseous cavitation, and due to
continued mass transfer of gases into the cavity, the cavity radius
will increase over time. In order to terminate this growth process, the
concentration difference across the vapor–liquid boundary should be
bridged. But how long is this development period? What is the rate at
which this development occurs and what are the physical quantities
most important to this phenomenon? Under what conditions does a
vortex cavity achieve a stable size? Answers to these questions are
vailable online 23 June 2022
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unclear. Clearly, a phenomenological picture of the stability of a vortex
cavity size following inception, as influenced by water quality effects,
is necessary. In the present work, we separate the influence of the
nuclei content in the flow by considering only those cases where the
nuclei population in the flow is low enough to be inconsequential to
our observations.

1.1. Related works on dissolved gas diffusion modeling

One of the first theoretical models on the mass transfer of dissolved
gases into bubbles was developed by Epstein and Plesset (1950). They
studied the growth and dissolution of microbubbles theoretically by
assuming that the gas concentration in the bubble and on its surface are
saturated relative to its internal pressure. The mass-transfer mechanism
is approximated as an unsteady diffusion process analogous to heat
conduction in spheres. This is used to estimate a radial concentration
profile which ultimately equalizes with the ambient dissolved gas con-
centration far away from the bubble interface. They also considered the
influence of surface tension by incorporating the pressure balance at the
interface, and their predictions are in good agreement with dissolution
times observed for microbubble radii less than 15 μm and a surface
tension range of 25 to 72 mN/m (Duncan and Needham, 2004).

In contrast to gas diffusion in stationary bubbles, hydrodynamic
cavitation often occurs in the vicinity of high flow velocities, where
convective components cannot be readily ignored and Peclet num-
bers are high. In this regard, a convective diffusion mechanism was
proposed by Van Wijngaarden (1967) for microbubble growth rates
observed in the wakes of flow-facing objects by Kermeen and McGraw
(1952). The convective diffusion modeling approach has also been
useful in describing the growth and shedding of microbubble nuclei
from gas pockets attached to surface crevices (Groß and Pelz, 2017).
In this case and the prior case, where the microbubble is embedded
in a turbulent flow, the relative motion of the surrounding flow to
the interface indeed merits the inclusion of a convective component
in the growth mechanism. Yet another bubble growth mechanism is
rectified diffusion (Eller and Flynn, 1965; Fyrillas and Szeri, 1994)
which accounts for the non-linear mass transfer of air across a bubble
interface induced by an oscillating boundary. This modeling approach
may be relevant to the vortex cavity whose interface dynamics could act
as a non-linear mass transfer component. While this is a consideration,
the diffusion layer morphology for this flow problem is yet to be
established and will be elaborated in Section 1.2.

Gas diffusion is also known to affect cavitation phenomenon in
larger scales as well. Holl and Treaster (1966) connected the presence
of dissolved gases to cavitation hysteresis observed in large developed
cavities generated behind flow facing objects (Holl, 1960; Gadd and
Grant, 1965) and Brennen (1969) proposed the first mass transfer
model for the diffusion of dissolved gases into large axisymmetric
cavities. In this model, the mass transfer mechanism was approximated
as a two-dimensional, steady state, convective diffusion mechanism
occurring over a potential flow background. However, an extension
of this solution to three-dimensional cavities by wrapping the two-
dimensional model around the cavity, as done by Billet and Weir
(1975), over-predicted the observed growth rate by one order of mag-
nitude. Parkin and Ravindra (1991) tried to resolve the discrepancy
by adopting a turbulent diffusivity obtained from a mixing-length
model and showed that the mass-transfer region that contributes to
the most mass-flux resides near the frontal region of the cavity, where
the concentration gradient at the surface has the highest magnitude.
They also showed that a wrap-around solution closely approaches an
axisymmetric solution with acceptable loss of accuracy.

More recently, Yu and Ceccio (1997) and Lee et al. (2016) ap-
plied the available convective-diffusion models to limited partial cavi-
ties (Holl et al., 1972), observed using X-ray measurements. They found
the proposed models (Brennen, 1969; Billet and Weir, 1975; Parkin and
2

Ravindra, 1991) to be ineffective in predicting the bubbles sizes left in
its wake. Surprisingly, they were able to scale the order-of-magnitude
of growth rates observed by assuming a cumulative molecular diffusion
(following Epstein and Plesset (1950)) into an assumed monodisperse
population of the average microbubble size within the partial cavity.
To us, the result reaffirms the role of molecular diffusion in the mass
transfer of dissolved gases into bubbles. In the following discussion,
we try to motivate the role of molecular diffusion for vortex cavities as
well.

1.2. Related works for vortex cavitation flows

In contrast to the experimental and theoretical works present for
nucleation and partial cavitation, literature on vortex cavitation growth
and development due to dissolved gases in its surrounding is not
extensive. Some reasons for this could be the following: (1) Cavitation
tunnels water quality management is non-standardized across facilities;
(2) Vortex cavitation sound has a greater emphasis than water quality
sensitivity, whose high frequency dynamics lead to a small observation
duration, typically of (1) seconds; and, (3) Experimentation practices
or generating the vortex cavity are not adequately described. In order
o allow the cavity to develop, or grow, to a quasi-stable size, it
s common to have an arbitrary buffer time between inception and
bservation (Dreyer et al., 2014; Pennings et al., 2014; Amini et al.,
019). In the absence of a standardized measurement practice, where
he exposure time of the vortex cavity to its surroundings is categorized
nd its influence is understood, the observer is likely to perceive a
lowly developing cavity to be stable. This introduces observer specific
iases into the measurements.

To the best of our knowledge, long-time observations of the size
f vortex-cavities have only been reported by Briançon-Marjollet and
erle (1996) for their measurements at the GTH facility (Lecoffre et al.,

988), indeed showing a growing vortex cavity radius following its in-
eption. In some of these measurements, the water-tunnel was operated
n nuclei-depleted conditions, still showing an appreciable growth rate
f the vortex cavity size. Table 1 reproduces some of their measure-
ents by calculating the change in cavity radius (𝛥𝑟) over its growth
uration (𝛥𝑡), characterized using the non-dimensional mass-transfer
ourier number 𝐹𝑚. Here 𝐹𝑚 = 𝛥𝑡𝐷∕(𝛥𝑟𝑐 )2, where 𝐷 is binary dif-
usion coefficient for the solute-solvent configuration, here air–water.
he mass Fourier number as defined here compares the magnitude of
he growth rate of the cavity in a given period with the molecular
iffusion for that gas–liquid configuration, with a value approaching
(1) identified as a strongly diffusion dominated phenomenon.

For some cases in Table 1, it is observed that a flow where the nuclei
population is moderate to none results in a 𝐹𝑚 value only one order of
magnitude below (1) indicating that the growth mechanism could be
diffusion driven. At the same time, one also observes that an increased
presence of nuclei-content increases the growth rate, leading to smaller
𝐹𝑚 values. This suggests that the growth rate of a cavitating vortex
may be sensitive to large nuclei population density in the water-tunnel.
However, besides establishing an order-of-magnitude wise connection
to molecular diffusion, conclusions made on the effect of the ambient
relative air-saturation level (𝑐∞∕𝑐𝑠𝑎𝑡) to the growth rate are limited.
Here, 𝑐∞ is the ambient air-concentration with units of density, while
𝑐𝑠𝑎𝑡 is the air-concentration of the fully saturation solution at the
tunnel’s ambient pressure conditions.

Numerical simulations of vortex-cavitation typically do not consider
the influence of dissolved gases for the slow growth rates attributed
to them. Instead, Euler-Lagrangian models of nuclei entrainment as
a mechanism for the growth of vortex-cavities has been considered
in a recent numerical work by Cheng et al. (2020). The modeling
involves a modification of the Schnerr–Sauer cavitation model (Schnerr
and Sauer, 2001), assuming the presence of non-condensable gas as a
monodisperse spherical bubble population, disregarding the influence
of dissolved air entirely. Theoretical work on the entrainment of nuclei

into vortices has been considered by, for example, Zhang et al. (2017),
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Table 1
Estimates of 𝐹𝑚 from data found in Briançon-Marjollet and Merle (1996). 𝜎 is the reported cavitation number, 𝑈∞ is the reported inflow velocity and 𝑝∞ is the ambient pressure
estimated using a vapor pressure of 2 kPa and water density of 1 g∕cm3. The relative saturation level (𝑐∞∕𝑐𝑠𝑎𝑡) is reported relative to saturation conditions 𝑐𝑠𝑎𝑡 at the estimated test
section pressure 𝑝∞. 𝑐𝑠𝑎𝑡 is calculated from the estimated ambient pressure and using Henry’s law with Henry’s constant for air being 0.223 × 10−6 kg∕m3 Pa. The binary diffusion
constant is taken to be 2 × 10−9 m2∕s.

𝜎 𝑈∞ 𝑝∞ Dissolved-air 𝑐∞∕𝑐𝑠𝑎𝑡 Nuclei-Seeding 𝛥𝑡 𝛥𝑟𝑐 𝐹𝑚
[−] [m/s] [×105 Pa] [% a.s. re 1 atm] [−] [−] [s] [mm] [−]

1 4.1 10 2.07 30 0.14 Large nuclei 1548 10.30 0.03
2 4.1 10 2.07 80 0.39 No seeding 332 3.39 0.26
3 2.9 6 0.54 30 0.56 No seeding 590 1.73 0.40
4 2.9 6 0.54 30 0.56 Small nuclei 1374 3.98 0.17
Fig. 1. A schematic description of the convective-diffusion model found in Amini et al.
(2019). 𝑐𝑖𝑛 is the concentration of air at the cavity interface on the vapor-side and 𝑐∞
is the dissolved air content in the ambient liquid. The region where the concentration
gradient develops is marked as dark gray, where 𝛿(𝑧) refers to the concentration
boundary layer thickness along the axial direction, and 𝛿(𝑧) ≪ 𝑟𝑐 . The unwrapped
tangential coordinate is depicted as a planar three-dimensional extrusion over a length
2𝜋𝑟𝑐 .

Oweis et al. (2005), and more recently by Chen et al. (2019). When
the number of free gas bubbles is strongly reduced, one can consider
that the mass flow rate of gas into the cavity by nuclei entrainment
is negligible compared to that by diffusion. From our discussion of
the results of Briançon-Marjollet and Merle (1996), it is clear that gas-
diffusion is important to vortex-cavitation phenomenon, particularly in
nuclei depleted conditions. While the influence of dissolved gases on
the growth rate and stability of the cavity size remains unknown to
this present date, there has been an attempt to model the growth rate
of a tip-vortex cavity using the convective-diffusion approach.

Recently, Amini et al. (2019) have proposed a convective-diffusion
mechanism (see Fig. 1) using the two-dimensional potential-flow dif-
fusion model discussed by Brennen (1969). In this approach, the
governing transport equation for the single species dissolved gas-
concentration, 𝑐 (with units of density), given by:
[ 𝜕𝑐
𝜕𝑡

]

𝐼
+
[

𝑢 ⋅ (∇𝑐)
]

𝐼𝐼 =
[

𝐷∇2𝑐
]

𝐼𝐼𝐼 (1)

can be simplified considering (i) two-dimensionality in a cartesian
frame, (ii) no accumulation of mass in the diffusion layer (negligible
term I of Eq. (1)), (iii) negligible radial velocity of the cavity, (iv)
axisymmetry, and, (v) no axial diffusion component given that the
Peclet number is large. 𝑃𝑒 = 𝑈∞𝑙𝑐∕𝐷, where 𝑈∞ is the axial flow speed,
and 𝑙𝑐 the length of a section of the vortex cavity. This gives:

𝑈∞
𝜕𝑐
𝜕𝑧

≈ 𝐷𝜕2𝑐
𝜕𝑟2

. (2)

Over the length of the cavity, the radial concentration profile of dis-
solved gas is assumed to evolve in a self-similar manner. The two-
dimensional solution is wrapped around a cylindrical geometry with
negligible loss of accuracy compared to a fully axisymmetric model as
shown by Parkin and Ravindra (1991). The resulting total mass-transfer
rate of gas into a longitudinal segment of the cavity, �̇�, is then derived
by Amini et al. (2019) as:

̇ 𝐶𝐷 ≈ 4𝑟𝑐 (𝑐∞ − 𝑐𝑖𝑛)
√

𝜋𝑈∞𝐷𝑙𝑐 . (3)

One missing aspect of Eq. (3) is its connection to the increasing total
pressure inside the cavity. This is because, if a quasi-steady growth-
behavior as motivated by the observations of Briançon-Marjollet and
3

Merle (1996) and those reported here (see Section 3) is assumed, an
interfacial pressure balance of the following form must be obeyed
during the growth stage:
[

𝑝𝐺𝑖𝑛(𝑡) + 𝑝𝑣𝑎𝑝
]

𝑐 =
[

{𝑝∞ + 𝑝𝑐 (𝑟𝑐 )} + 𝑝 (𝑟𝑐 )
]

𝑙 (4)

where 𝑝𝐺𝑖𝑛 is the time-dependent pressure of air inside the cavity,
𝑝𝑣𝑎𝑝 the vapor pressure of water, 𝑝∞ the ambient pressure, 𝑝𝑐 the
radial pressure distribution of the vortex relative to 𝑝∞, and 𝑝 the
contribution of surface tension due to curvature in circumferential
direction. One uncertainty with combining the mass-transfer rate of
Eq. (3) with the pressure balance across the interface Eq. (4) is that
the concentration profile inside the cavity is unknown and must be
assumed. Secondly, within an analytical or semi-empirical framework,
the radial-pressure at the interface, 𝑝𝑐 (𝑟𝑐 ), requires a vortex-model
that is suited to cavitating flows. Therefore, one is not sure if the
potential flow convective-diffusion approach yielding Eq. (3) is the only
mechanism that describes diffusion driven growth of the vortex cavity.

To tackle the challenge of scaling the size of a vortex cavity using
the dissolved gas content, the flow Reynolds number and cavitation
number, it is first important to understand how gas is transported into
the cavity from dissolved gas present in its surrounding. In this work,
we propose that this mechanism is strongly diffusion driven. We ap-
proximate the wing-tip vortex cavity as a line vortex and apply different
modeling assumptions to arrive at an estimate of the cavity growth rate,
which we compare with experiments. We generate the cavitating tip-
vortex using a NACA 662–415 elliptical foil, similar to Pennings (2016)
and conduct long-time observations (> 5 min) of the development
phase of a vortex cavity.

1.3. Outline

We structure our paper as follows: In Section 2 of this work, we
examine the potential-flow convective-diffusion mass transfer approach
to vortex cavity growth rates, and, propose additional mass-transfer
mechanisms for the same. We also connect these mass-transfer rates to
the growth rate of the cavity by incorporating the quasi-steady pressure-
balance at the cavity’s interface (Eq. (4)). In Section 3 our experimental
investigation is detailed where a special emphasis is placed on the
measurement procedure to obtain repeatable results in a low-volume
cavitation tunnel. Our experimental results, compared with the differ-
ent growth rate models, are highlighted and discussed in Section 4. The
paper then closes with the conclusion in Section 5.

2. Modeling

In all our modeling attempts, we assume that the mass-transfer rate
estimated at the liquid side of the interface results in a uniform growth
in the cavity-radius along its length. The assumption of uniform cavity
growth is motivated primarily by our own experimental observations,
discussed later in Section 3.1 and in Fig. 4. In Section 2.1, we use
this assumption in the estimation of the growth-rate of the cavity
radius, which is equated to three different mass-transfer models that we
describe in Section 2.2, with one of the models being the convective-
diffusion model used by Amini et al. (2019). Some distinguishing
features of the mass-transfer models are described in Section 2.2.4, and
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finally some comments on the choice of different vortex-models in the
growth-rate expressions are given in Section 2.2.5.

The modeling has been performed for conditions following incep-
tion of the vortex cavity, and before the eventual unstable state ob-
served in each cavitation measurement in oversaturated conditions,
later described in Fig. 4 and its accompanying discussion. In this growth
period, the primary assumption made is that the radial velocity of the
cavity interface is negligible relative to the expected azimuthal velocity
of the fluid in its vicinity. Therefore, we consider the growth behavior
to be quasi-steady.

2.1. Cavity growth rate expression for purely radial growth in size

Consider the vortex cavity as a cylinder of constant length 𝑙𝑐 , ignor-
ing the endcaps and with radius 𝑟𝑐 (𝑡). As the circulation is proportional
to the lift generated by the wing, which does not change during the
measurements, the ambient circulation strength of the vortex, 𝛤∞,
is taken constant. Assuming that the transported gas is ideal and
in isothermal conditions, then, for any temperature 𝑇 , where 𝑀𝐺 is
the molecular mass and 𝑅 the ideal gas constant, the density 𝜌𝐺𝑖𝑛(𝑡)
equals 𝑝𝐺𝑖𝑛(𝑡)𝑀𝐺∕𝑅𝑇 . This can be substituted into the pressure balance
expression of Eq. (4) as follows:

𝜌𝐺𝑖𝑛(𝑡) = 𝜏{𝑝∞ + 𝑝𝑐 (𝑟𝑐 ) + 𝑝 (𝑟𝑐 ) − 𝑝𝑣𝑎𝑝} (5)

where 𝜏 = 𝑀𝐺∕𝑅𝑇 . Furthermore, the mass of the gas contained inside
a cavity of length 𝑙𝑐 is given by:

𝑚𝐺
𝑖𝑛 = (𝜋𝑟2𝑐 )𝜌

𝐺
𝑖𝑛(𝑡)𝑙𝑐 (6)

Taking the time derivative of Eq. (6), the mass-transfer rate per unit
length of the cavity is given by the following expression:

1
𝑙𝑐

𝑑𝑚𝐺
𝑖𝑛

𝑑𝑡
= 𝑑

𝑑𝑡
[(𝜋𝑟2𝑐 )𝜌

𝐺
𝑖𝑛(𝑡)]

= 2𝜋𝑟𝑐𝜌𝐺𝑖𝑛(𝑡)
𝑑𝑟𝑐
𝑑𝑡

+ 𝜋𝑟2𝑐
𝑑𝜌𝐺𝑖𝑛(𝑡)
𝑑𝑡

(7)

The term 𝑑𝜌𝐺𝑖𝑛(𝑡)∕𝑑𝑡 contains 𝑝𝑐 (𝑟𝑐 ) and 𝑝𝑇 (𝑟𝑐 ) which is expanded
using the chain rule and substituted into Eq. (7), yielding:

1
𝑙𝑐

𝑑𝑚𝐺
𝑖𝑛

𝑑𝑡
= 2𝜋𝑟𝑐

𝑑𝑟𝑐
𝑑𝑡

[

𝜌𝐺𝑖𝑛(𝑡) +
𝜏𝑟𝑐
2

(𝑑𝑝
𝑑𝑟𝑐

+
𝑑𝑝𝑐
𝑑𝑟𝑐

)]

(8)

Eq. (8) gives the rate of change in mass of gas inside the cavity which
can then be equated to a mass-transfer model. For a purely radial
diffusion, the mass introduced into the cavity per unit length and per
unit time is given by the expression:

1
𝑙𝑐

𝑑𝑚𝐺
𝑖𝑛

𝑑𝑡
= 2𝜋𝑟𝑐𝐷

( 𝜕𝑐
𝜕𝑟

)

𝑟𝑐
. (9)

Here, 𝐷 is the binary diffusion coefficient between liquid and gas while
(𝜕𝑐∕𝜕𝑟)𝑟𝑐 is the concentration gradient at the cavity interface. From
Eqs. (8) and (9), we have:

2𝜋𝑟𝑐𝐷
( 𝜕𝑐
𝜕𝑟

)

𝑟𝑐
= 2𝜋𝑟𝑐

𝑑𝑟𝑐
𝑑𝑡

[

𝜌𝐺𝑖𝑛(𝑡) +
𝜏𝑟𝑐
2

(𝑑𝑝
𝑑𝑟𝑐

+
𝑑𝑝𝑐
𝑑𝑟𝑐

)]

.

Finally, the above is rearranged to yield the expression for cavity
rowth rate due to diffusion of ambient dissolved gases into the cavity:

𝑑𝑟𝑐
𝑑𝑡

=
𝐷
( 𝜕𝑐
𝜕𝑟

)

𝑟𝑐
[

𝜌𝐺𝑖𝑛(𝑡) +
𝜏𝑟𝑐
2

(𝑑𝑝
𝑑𝑟𝑐

+
𝑑𝑝𝑐
𝑑𝑟𝑐

)]

. (10)

q. (10) is a first-order differential equation describing the cavity
rowth rate, requiring the modeling of mass-transfer through the
𝜕𝑐∕𝜕𝑟)𝑟𝑐 term and a vortex-model for the pressure gradient term
𝜕𝑝 ∕𝜕𝑟 ).
4

𝑐 𝑐
.2. Mass-transfer modeling

.2.1. Mass-transfer considering a convective-diffusion process
As described by Amini et al. (2019), the convective-diffusion model

akes a two-dimensional, cartesian representation of Eq. (1) in the
xial and radial direction, assumes a steady-state diffusion process,
egligible radial velocity, axial velocity equal to freestream, a large
eclet number, and a self similarly evolving concentration profile in
he diffusion layer that scales with

√

𝐷𝑧∕𝑈∞ as shown in Fig. 1. These
approximations reduce the concentration transport equation to Eq. (2).
The expression for the mass-transfer rate of dissolved-gas into the cav-
ity, neglecting the end-caps of the cylinder, is obtained by integrating
the local mass-transfer rate per unit area over its length, 𝑙𝑐 , yielding
a mass-transfer rate given by Eq. (3). In order to derive a growth
rate expression for a developing cavity using the convective-diffusion
approach, the mass-transfer rate in Eq. (3) can be substituted to Eq. (8)
to yield the following approximate first-order ordinary differential
equation:

𝑑𝑟𝑐
𝑑𝑡

=

(

𝑐∞ − 𝑐𝑖𝑛
)

[

𝜌𝐺𝑖𝑛(𝑡) +
𝜏𝑟𝑐
2

(𝑑𝑝
𝑑𝑟𝑐

+
𝑑𝑝𝑐
𝑑𝑟𝑐

)]

[
√

4𝐷𝑈∞
𝜋𝑙𝑐

]

𝑈 𝑐𝑑
𝐷

(11)

The component of Eq. (11) highlighted by subscript 𝑈 𝑐𝑑
𝐷 has the

units of velocity and scales with the diffusion velocity of dissolved gas
across the interface. We make this distinction for the explicit purpose
of comparing the behavior of the diffusion model discussed here, in
Section 2.2.3 and in Section 2.2.2. We revisit this diffusion velocity
term in Section 2.2.4 and in the results section, Section 4. Likewise, the
denominator of Eq. (11) excluding 𝑈 𝑐𝑑

𝐷 has units of density and can be
thought to scale with the density of the gas molecules at the interface
location. This is governed by the balance between partial gas-pressure
inside the cavity, the dynamic pressure at the interface described by a
vortex-model and a surface-tension component due to curvature in the
azimuthal direction alone.

2.2.2. Mass-transfer through a thin diffusion-layer approximated as a hol-
low cylinder

If the diffusion layer has no relative motion with respect to the sur-
rounding flow, the radial velocity is negligible, the transport is steady
and axisymmetric and the diffusion layer has a constant thickness 𝛿𝑓
long its length, with the condition that 𝑟𝑐 ≫ 𝛿𝑓 (see Fig. 2), then

Eq. (1) is reduced to:
𝐷
𝑟

𝜕
𝜕𝑟

(

𝑟 𝜕𝑐
𝜕𝑟

)

≈ 0. (12)

In this case, the diffusion coefficient would be that of air in water.
In order to obtain solutions to the above equation, the concentration
field on either side of the diffusion film is assumed to be uniform along
both the axial and radial direction. If the measured concentration of
dissolved gas (𝐺) in the liquid outside the diffusion layer is given by
𝑐∞, and, the concentration on the inner wall of the layer is given by 𝑐𝑖𝑛
which increases with time, the solution to Eq. (12) is analogous to that
of heat flux through hollow infinite cylinders. Then, the concentration
profile inside the cavity interface (𝑐(𝑟)) is given by the steady-state
analytical solution (see Crank (1979)):

𝑐(𝑟) =
(

𝑙𝑛
(

1+
𝛿𝑓
𝑟𝑐

))−1
[

𝑐∞𝑙𝑛
( 𝑟
𝑟𝑐

)

+𝑐𝑖𝑛𝑙𝑛
( 𝑟𝑐 + 𝛿𝑓

𝑟

)

]

; 𝑟 ∈ [𝑟𝑐 , 𝑟𝑐+𝛿𝑓 ] (13)

which gives us the concentration-gradient at the inner wall of the
diffusion film:
( 𝜕𝑐
𝜕𝑟

)

𝑟𝑐
= 1

𝑟𝑐
(𝑐∞ − 𝑐𝑖𝑛)

(

𝑙𝑛
(

1 +
𝛿𝑓
𝑟𝑐

))−1
. (14)

Finally, substitution of Eq. (14) into Eq. (10) results in:

𝑑𝑟𝑐
𝑑𝑡

=
𝑐∞ − 𝑐𝑖𝑛

[

𝜌𝐺 (𝑡) +
𝜏𝑟𝑐 (𝑑𝑝 +

𝑑𝑝𝑐 )]

[

𝐷
𝑟𝑐

(

𝑙𝑛
(

1 +
𝛿𝑓
𝑟𝑐

))−1
]

𝑈 𝑡𝑓
𝐷

, (15)

𝑖𝑛 2 𝑑𝑟𝑐 𝑑𝑟𝑐
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Fig. 2. Left: A schematic description of the diffusion models described in Section 2.2.3 (red) and Section 2.2.2 (blue), 𝑐∞ is the dissolved air content in the ambient liquid and 𝑐𝑖𝑛
refers to the internal concentration profile in the gas-side. The figure also describes the evolving concentration profile within the diffusion layer of each model, highlighting their
differences. Right: A schematic describing the radial pressure distribution from the cavity center onward, during its growth, ignoring the interfacial pressure jump due to surface
tension. The flat-line profile of the pressure distribution inside the cavity represents homogeneity of gas content inside. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
where, 𝑈 𝑡𝑓
𝐷 scales with the diffusion velocity of the dissolved gas at

the cavity surface. While this appears to be a function of the cavity
radius, the above expression can be simplified by considering a Taylor
expansion of the term 𝑙𝑛

(

1 + 𝛿𝑓∕𝑟𝑐
)

, to the first order, considering
𝛿𝑓∕𝑟𝑐 ≪ 1. This gives the following approximation to 𝑈 𝑡𝑓

𝐷 :

𝑈 𝑡𝑓
𝐷 ≈ 𝐷∕𝛿𝑓 (16)

2.2.3. Heat-conduction analogue
In similar fashion as Epstein and Plesset (1950), one may assume

the diffusion mechanism to be transient. The concentration profile
outside the cavity radius is assumed to be uniform, and the radial
distance from the cavity axis to the interface is the region that contains
the concentration gradient. Therefore, the concentration gradient at
the interface decides the mass-transfer rate. In contrast to the models
introduced previously, the location of the diffusion region is inside
the cavity, which necessitates an unsteady state mass-transfer process
because mass accumulation within the cavity must be considered. If the
internal concentration profile is assumed to be axisymmetric, axially
invariant, and, convection is ignored in a manner similar to 2.2.2,
Eq. (1) simplifies to:

𝜕𝑐
𝜕𝑡

≈ �̃� 𝜕2𝑐
𝜕𝑟2

(17)

If 𝑟+ represents the normalized internal radial position (𝑟∕𝑟𝑐), 𝑐+ (1 −
𝑐(𝑟)∕𝑐∞) represents the normalized internal radial concentration deficit
relative to interface conditions, and, 𝑡+ representing the normalized-
time step as a Fourier number (𝑡�̃�∕𝑟𝑐 (𝑡)2), we require an initial and
boundary condition to derive an analytical estimate of 𝑐+. �̃� represents
the diffusion coefficient of air in water-vapor, instead of air in water,
as was the case in Sections 2.2.1 and 2.2.2. This distinction is a
consequence of the diffusion layer being inside the vortex cavity.

If at the interface (𝑟+ = 1), the concentration remains constant and
equal to 𝑐∞, i.e., 𝑐+ = 0 at 𝑟+ = 1 ∀ 𝑡+, 𝜕𝑐+∕𝜕𝑟+(𝑟+ = 0) = 0 due to
the axisymmetry assumption, and finally, if no gas is present inside the
cavity on inception, i.e., 𝑐+ = 1 ∀ 𝑟+ ∈ [0, 1) at 𝑡+ = 0, the normalized
form of the equation is similar to transient, axisymmetric, heat conduc-
tion into solid cylinders. This allows borrowing the analytical solution
of 𝑐+ (Cussler, 2009):

𝑐+(𝑡+, 𝑟+) =
∞
∑

𝑛=1

[ 2
𝛼𝑛1(𝛼𝑛)

]

0(𝛼𝑛𝑟+)𝑒−𝛼
2
𝑛 𝑡

+
, (18)

where, 0 and 1 are the zeroth and first order Bessel function of the
first kind. 𝛼 represents an infinite set of positively valued numbers
5

𝑛

for which 0(𝛼𝑛) = 0, or, the zero crossings of the zeroth order of  .1
We note here that the analytical solution is for constant cavity radius,
therefore, the model described in this section is an approximation.

In order to obtain the interfacial concentration gradient, the deriva-
tive of Eq. (18) w.r.t. 𝑟+ can be expanded using chain-rule which finally
yields the concentration gradient at the interface in non-normalized
form:
( 𝜕𝑐
𝜕𝑟

)

𝑟𝑐
=

2𝑐∞
𝑟𝑐

∞
∑

𝑖=1
𝑒𝑥𝑝

(−𝛼2𝑛 𝑡�̃�
𝑟2𝑐

)

. (19)

Eq. (19) can be substituted into Eq. (10) to give a growth rate
formulation for the cavity size:

𝑑𝑟𝑐
𝑑𝑡

=
𝑐∞

[

𝜌𝐺𝑖𝑛(𝑡) +
𝜏𝑟𝑐
2

(𝑑𝑝
𝑑𝑟𝑐

+
𝑑𝑝𝑐
𝑑𝑟𝑐

)]

[ 2�̃�
∑∞

𝑖=1 𝑒𝑥𝑝
(−𝛼2𝑛 𝑡�̃�

𝑟2𝑐

)

𝑟𝑐

]

𝑈𝑚𝑎
𝐷

, (20)

where, 𝑈𝑚𝑎
𝐷 scales with the diffusion velocity of the dissolved gas at

the interface. One issue that arises from the model is that, as incipient
cavities are much thinner than a developed cavity, the model might pre-
dict a rapid vanishing concentration gradient at the interface following
inception.

2.2.4. Comparison between mass-transfer approaches
There are two main type of differences that can be used to distin-

guish the aforementioned models. The first is the location and morphol-
ogy of diffusion region. In terms of location, the convective-diffusion
(Section 2.2.1) and thin-film diffusion model (Section 2.2.2) have their
diffusion layer outside the cavity. In contrast, the diffusion layer in the
transient mass-transfer model (Section 2.2.3) exists inside the cavity.
In general, the diffusion coefficient of a gas in water vapor is orders of
magnitudes higher than in water, therefore, a more rapid equalization
of the gas concentration inside the cavity is expected. In terms of
morphology, the diffusion layer of the thin film model is a thin hollow-
cylinder, that of the transient mass-transfer model is a cylindrical rod,
and that of the convective-diffusion model is a self-similarly evolving
gas-concentration profile. Clearly, the location motivates the assump-
tion of accumulation in the diffusion layer, while the morphology of
the diffusion layer motivates the concentration gradient of dissolved
gases at the cavity’s interface.

1 In practice, a finite sequence of zero-crossings, 𝛼𝑛, suffices for calculating
the concentration profiles. In this work, the first 50 zero-crossings of 0
were considered, which corresponds to approximately 2% error relative to the
converged value of the summation term.
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The second distinguishing feature is the dependency of the
diffusion-velocity, 𝑈𝐷, to the cavity radius, 𝑟𝑐 . In the case of the tran-
sient mass-transfer model of Section 2.2.3, the diffusion velocity (see
Eq. (20)) is inversely a function of the square of the cavity radius, and,
also rapidly shrinks with increasing time. However, in both the thin-
film model and the convective-diffusion model, the diffusion velocity
is approximately constant, therefore independent of the cavity radius.
Noting this similarity, it is instructive to understand the conditions at
which both models would provide an equivalent prediction. We do this
by equating the diffusion velocities of both models, therefore term 𝑈 𝑐𝑑

𝐷
f Eq. (11), and, the first-order approximation to 𝑈 𝑡𝑓

𝐷 from Eq. (16).
e isolate an expression for the equivalent cavity length, 𝑙𝑐 :

�̃� ≈
4𝑈∞𝛿2𝑓
𝜋𝐷

(21)

The above expression can be further simplified by inserting a Reynolds
number based on the cavity length, 𝑙𝑐 instead of the film-thickness, 𝛿𝑓 ,
given by 𝑅𝑒𝑙𝑐 . In this case, we arrive at the expression:
( 𝑙𝑐
𝛿𝑓

)2
≈ 4

𝜋
𝑅𝑒𝑙𝑐𝑆𝑐 (22)

Due to an assumption in the convective-diffusion approximation,
hat the Péclet number, 𝑈∞𝑙𝑐∕𝐷, is always high, 𝑙𝑐 it is at least much
reater than the film-thickness, 𝛿𝑓 , needed to match the growth rate
redictions with our observations.

.2.5. Vortex-model choices
Besides the necessity of the vortex model to estimate the pressure-

radient at the cavity interface as indicated in Section 2.1, another pur-
ose served by the vortex model is in the estimation internal concentra-
ion of air, 𝑐𝑖𝑛, as found in the cavity growth rate expressions Eqs. (11)
nd (15). (An internal concentration value is not needed for the mass-
ccumulator approach, Eq. (20), because the gas-concentration profile
nside the cavity is estimated by the model.) Therefore, the most
implistic assumption for 𝑐𝑖𝑛 in the external diffusion layer models
s that of homogeneity, with the gas-concentration derived from its
artial pressure through Henry’s law. The partial gas-pressure can be
stimated from the pressure balance (Eq. (4)) if the ambient pressure,
apor pressure, and a vortex-model accounting for the radial pressure
radient of the cavitating flow are available.

In this work, the analytical form of the cavitating Lamb–Oseen
ortex model, as derived by Bosschers (2018a), was considered. He
btained jump-relations at the cavity interface for mass and momentum
onservation equations (Bosschers et al., 2008) and obtained a vortex
elocity profile given by Eq. (23). In this model, the radial distribution
f the circumferential velocity (𝑢𝜃) of a infinite, cavitating vortex is
iven as:

𝜃 =
𝛤∞
2𝜋𝑟

[

1 − 𝛽𝑒

(

−𝜁
𝑟2

𝑟2𝑣

)

]

; 𝑟 ∈ [0,∞] (23)

Here, 𝑟𝑣 is the viscous core radius, 𝛤∞ is the circulation strength
and 𝜁 is a constant equal to 1.2526. 𝛽 accounts for the zero-shear stress
boundary condition at the cavity interface. Eq. (23) the steady Lamb–
Oseen vortex model when 𝛽 equals 1. An expression for 𝛽 is obtained
by substituting Eq. (23) into the simplified momentum balance across
the interface. This is given as:

𝛽 =
𝑟2𝑣

𝜁𝑟2𝑐 + 𝑟2𝑣
𝑒𝜁𝑟

2
𝑐∕𝑟

2
𝑣 . (24)

For the assessment of our diffusion models against experimental
data, we chose to use the vortex model of Bosschers et al. (2008).
One concern in using this model is that the role of 𝛽 as the cavity is
eveloping is unknown. 𝛽 typically has a small influence when 𝑟𝑐∕𝑟𝑣 ≪

1 where its magnitude is close to 1. If 𝛽 is left unbounded, it quickly
grows in magnitude when the 𝑟 > 𝑟 . To circumvent this, we assume
6

𝑐 𝑣 d
that the viscous core will increase only to constrain the cavity size. If
this is satisfied, the cavity interface will always be approximately at
zero-shear stress condition during the growth-stage. This can be set into
the vortex model as an ad-hoc correction where the 𝛽-parameter is set
to a constant when 𝑟𝑐 = 𝑟𝑣 during growth (see Bosschers (2018b)), thus,
has a maximum value of 1.55. The implication of this assumption is that
when the cavity size equals the viscous core size, further mass-transfer
also expands the viscous core radius size equally.

It is also reasonable to assume that without a change in both the
cavitation and Reynolds number, 𝛤∞ is a constant. For comparison, we
also consider the condition that 𝛽 = 1 which reduces Eq. (23) to the
steady Lamb–Oseen formulation. In this case, zero-shear stress across
the boundary is disregarded and the cavity is assumed to be embedded
within a static vortex. Finally, the pressure field around the cavity can
be recovered by the simplified radial momentum balance:

𝜕𝑝
𝜕𝑟

≈
𝜌𝑢2𝜃
𝑟

, (25)

which yields the following expression for the radial pressure distribu-
tion, as found in Bosschers (2018b), which we state here for conve-
nience:

𝑝𝑐 (𝑟𝑐 ) = 𝑝(𝑟) − 𝑝∞ = −
𝜌𝛤 2

∞

(2𝜋𝑟)2
{ 1

2
− 𝛽𝑒𝑥𝑝(−𝜁𝑟2∕𝑟2𝑣)+

𝛽2

2
𝑒𝑥𝑝(−2𝜁𝑟2∕𝑟2𝑣) +

𝛽𝜁𝑟2

𝑟2𝑣
1
( 𝜁𝑟2

𝑟2𝑣

)

−
𝛽2𝜁𝑟2

𝑟2𝑣
1
( 2𝜁𝑟2

𝑟2𝑣

) }

,

(26)

where 1 is the exponential integral function. In the following section,
he experimental approach to measure the growth-rate of the cavity is
escribed.

. Experiments

In order to estimate the growth rate of the vortex cavity after incep-
ion and during its development, long-time shadowgraph measurements
ere performed at the cavitation flow loop at the Delft University
f Technology. The experimental setup is described in Section 3.1,
hile, Section 3.2 describes the image processing and data reduction
f the shadowgraph recordings for estimating the cavity size during
ts growth. As this water tunnel has a total water volume of only 6
ubic meters, the length of the flow loop is insufficient for dissolving
ll microbubbles in a single passage of the water in the flow loop.
ts water quality can only be modulated by controlling the dissolved-
as content within the liquid. Therefore, two experimental procedures
ere used to judge the effect of the unaccounted nuclei content in

he flow. This, along with our measurement approach for dissolved air
oncentration, is described in Section 3.3. Finally, Section 3.4 describes
ur measurement matrix and provides estimates of the uncertainties in
he described results.

.1. Measurement setup

A schematic of the measurement setup is provided in Fig. 3. The
ortex cavity was generated by a stationary NACA 66(2)-415 elliptical
alf-wing with a root chord, , of 12.56 cm which was set at an angle
f attack of 9◦ to the flow with the suction side facing downwards.
he freestream velocity, 𝑈∞, was stabilized by controlling the rpm
f the pump, in order to maintain a steady pressure drop across the
ontraction-section (as described in Pennings (2016)). The ambient
ressure was measured, both at the contraction inlet and exit, using
piezo-electric absolute pressure sensor (Keller PAA 33X) calibrated

gainst a liquid column. This was set up as a redundant measurement
o the differential pressure-sensor (Validyne DP 15) in order to vali-

ate its calibration. The linear regime of the flow-control system was
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Fig. 3. A schematic description (not to scale) of the imaging and sensor setup in the cavitation tunnel (Pennings, 2016). Dimension lines are marked by dashed blue lines, while
flow directions are black arrows. Top: Top-view of the setup showing the absolute and differential pressure sensors, respectively 𝑃𝑎 and 𝛥𝑃 , attached to the contraction. The oxygen
sensor and temperature sensor, respectively 𝑂2 and 𝑇 , are shown attached to the main diffuser on the right. Bottom: The side view of the same setup, showing the position of the
camera and the inclination of the elliptical foil, suction side down. In both views, the calibration plane is shown using a schematic dot-pattern with the origin and orientation
of the world-coordinate system indicated. The freestream velocity calibration plane is indicated in green. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
Fig. 4. Typical space–time curve of a wing-tip vortex cavity during its growth stage (in world-coordinate system). Measurement conditions are at 𝑐∞∕𝑐𝑠𝑎𝑡 = 1. The appearance of
the cavity near the wingtip during its growth from detached, to attached, to finally at unstable conditions are marked in the space–time plot and shown below. The edge detection
code in these circumstances fails and can be seen in the vertical bands of discontinuity in the space–time plot above.
ascertained using alternative planar Particle Image Velocimetry mea-
surements of the flow entering the test section. Turbulence properties
of the inflow were also inferred from the velocimetry recordings. The
overall turbulence intensity was found to be below 1% of the mean
velocity of 5.77 m/s.

In a typical measurement run, under-pressure conditions were first
introduced to the tunnel at standstill conditions, following which, the
flowrate was increased in stepwise manner until the intended cavita-
tion number was reached, after which, the velocity was maintained.
During the ramp-up of the flowrate, the cavitation initiates, and on
completion of the ramp-up, the shadowgraph recordings are initiated.
The shadowgraph recordings were continued while the cavity grows
in size and is terminated when the cavity starts to cyclically collapse,
rebound, and grow again. A typical space–time plot of the cavity size
is shown in Fig. 4, which shows that the cavity is initially featureless,
i.e., the cavity size is uniform along its axis, and visibly detached from
7

the tip. During growth, the cavity develops stationary waves on the
surface, and after some development, attaches to the tip of the foil.
Subsequently, the amplitude of the stationary wave increases, and the
cavity becomes unstable, collapses and rebounds cyclically. This signals
the termination of the cavity growth stage.

One important consequence of this experimental procedure is that
the inception occurs during the ramp-up process, and that the vortex
cavity has already slightly developed when the ramp-up is complete
and the shadowgraph recordings commence. Therefore, the air con-
centration inside the cavity is expected to be non-zero from the start
of the shadowgraph recordings. For this reason, we have chosen to
compare our experimental data to predictions using a standardized
Fourier number, which we discuss in Section 3.3. Our standardized
Fourier number comparison is provided in Section 4.3.
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Fig. 5. Image transformation of the shadowgraph recordings. In this figure the flow is from left to right. Top: Cavity images in world-coordinate system. Cavity axis is given by
dotted white lines, arrows indicate the cavity normal direction and red squares indicate the extents of the domain used for subsequent warping step. Bottom: Cavity shadowgraph
presented in straightened format in averaged cavity-centerline coordinate system. All dimensions are provided in millimeters.
3.2. Imaging and image processing

The field of view was adjusted to cover the region from the wingtip
and up to a maximum distance of 4.3 root-chord lengths downstream.
The camera was calibrated using a laser-engraved 2D dot-target pattern
of 1 cm dot-pitch placed at the vertical mid-plane of the test section, as
shown in Fig. 3. A two-dimensional, third order polynomial mapping
function similar to Soloff et al. (1997) was used for pixel-to-world co-
ordinate transformation. This mapping function corrects for refraction
through the thick acrylic wall of the test section and fits to the centroids
of the imaged dots to within 0.1 pixels.

The cavity was imaged using an ImagerPro HS 4M high-speed cam-
era mounted with a 35 mm Nikon objective. The image resolution was
set to 2130 × 300 pixels, and the frame-rate of the high-speed camera
was adjusted to provide a maximum of 30 minutes of observation time.
Backlighting of the cavity was provided by a LED light-panel set to
pulse with the camera shutter and with a pulse-width between 50–80
μs. As the LED duty cycle is well below reported typical time-scales of
cavity oscillations (Pennings et al., 2014; Arndt et al., 1991), motion
blur on the cavity interface is avoided. The edges of the cavity are easier
to extract using a scheme based on the gradient of the images. In this
study, the Canny edge detector (Canny, 1986) was found to be suitable
for extracting the cavity edges.

Once the cavity edges were detected, the projected centerline of the
cavity was calculated from the midpoint between the upper and lower
edges of the cavity. An ensemble averaged cavity centerline was then
estimated from an ensemble of our recordings, which is shown in Fig. 5
in the world coordinate system. In order to dewarp the image so that
the mean cavity centerline is the abscissa of the new coordinate system,
its arc-length parametrization was first calculated using the following
integral approach:

𝑙𝑐𝑎𝑣 = ∫

𝑞

𝑝

√

1 +
( 𝑑𝑦
𝑑𝑥

)2
𝑑𝑥, (27)

where, 𝑙𝑐𝑎𝑣 is the length of the cavity in the cavity centerline coordinate
system between any 2 points p and q on 𝑥𝑤𝑜𝑟𝑙𝑑 , and, 𝑦 is position of the
mean cavity centerline as a function of 𝑥𝑤𝑜𝑟𝑙𝑑 .

To simplify this operation, the estimated position of the mean
cavity centerline in 𝑦𝑤𝑜𝑟𝑙𝑑 was replaced by a one-dimensional, second-
order polynomial as a function of 𝑥𝑤𝑜𝑟𝑙𝑑 with the resulting 𝑅2 of the
polynomial fit being 0.99. The polynomial was then reparametrized by
8

its arc-length using Eq. (27). The resulting new coordinate system has
the abscissa as the arc-length parametrized form of the mean-cavity axis
(𝑥𝑐𝑎𝑣) and the ordinate as the direction normal to the tangent of the
mean cavity axis in world coordinate system (𝑦𝑐𝑎𝑣). This finally helps
generate a cartesian grid in the new coordinate system, which appears
warped in the world coordinate system, as indicated in Fig. 5. Finally, a
two-dimensional, homogeneous polynomial is used to warp the image
from world-coordinate system to the cavity axis system (see Fig. 5).
Here, the fitting error, defined as the euclidean distance between the
axis system of the unstraightened cavity images and the new grid in
the cavity axis centered coordinate system (as described in Fig. 5), was
found to be less than 10−3 mm and therefore not considered in the
error analysis. The final resolution of the image in cavity-axis system
is 0.18 mm in cavity-axis direction and 0.125 mm in cavity-transverse
direction.

In the last step of the image processing, the cavity’s projected
diameter was estimated from the dewarped cavity edges in the new
coordinate system. The resulting cavity growth curves were averaged
along the axis-direction for each time-step, following which, a running
time-average filter over 500 timesteps was applied to the cavity size
time-history.

3.3. Dissolved gas monitoring

In the present experiments, the ambient dissolved gas level was
varied between 28% to 41% air-saturation relative to atmospheric
conditions. Under the assumption that the partial fraction of gases
in air remains unchanged in underpressure conditions, the dissolved
oxygen content was measured as a proxy to the air content. This was
monitored by an on-line, optical, dissolved oxygen probe of the flow-
through type (PreSens FTM type) whose working principle is based
on the fluorescence-quenching mechanism of oxygen molecules. The
sensor was housed in a parallel pipe-branching connected to the points
near the inlet and exit of the main-diffuser as shown in Fig. 3. In
such a configuration, the natural pressure-drop of the diffuser drives
a flow inside the branching which refreshes the sampled tunnel water
dynamically, giving reliable results during running conditions. The
tunnel has a relatively low water volume of about 6 cubic meters,
therefore, at the measurement conditions, the typical flow through time
between the hydrofoil and the measurement probe is of (1) seconds.
In standstill conditions, the ambient pressure on the foil region is also



International Journal of Multiphase Flow 156 (2022) 104146S. Nanda et al.
Fig. 6. a and b: Time-history of the filtered and axially averaged cavity diameter 𝑑 ∶= 2𝑟𝑐 , over the observation period, 𝑡, for both measurement procedures described in Section 3.3
and tabulated in Table 2. The time-histories are colored with respect to the relative saturation level, 𝑐∞∕𝑐𝑠𝑎𝑡, and the marker thickness is increased when the cavity appears to
attach to the wing-tip. The growth period between growth ranges of 2.5 mm and 4.5 mm is highlighted by the boundaries of the black boxes superimposed on the text. c and d:
Oxygen-content measured by the dissolved-oxygen probe represented as a percentage air-saturation relative to 1 atm and operating temperatures. The degassing phase is highlighted
in blue whereas red highlights the time-history when the measurement run commenced, and the tunnel is running either at idling (3 m/s) or testing conditions. In the figure on
the right, shark-fin like deviations is seen in between the measurement runs when the tunnel is stopped and vacuum is removed. In the blank regions, the tunnel is in a shut
down state without underpressure or a flow. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
similar to the probe location. Therefore, the sampled water can be
thought to be a reliable proxy to the measured dissolved gas in the
test section. A PT100 type temperature sensor, compatible with the
oxygen sensor’s data acquisition system, was also installed to account
for temperature changes to the measured oxygen content level. In this
work, the oxygen concentration is quoted as % air saturation relative to
atmospheric pressure and measured temperature. Repeat observations
were performed on the same day, and, three dissolved-gas levels were
chosen, with each gas-level set on a different day. The dissolved-gas
content was reduced every subsequent measurement day and repeat
measurements were performed on the same day. The measurement
procedure was also varied, in the first procedure (procedure A), the
facility is not shut down between the repeat runs, while in the second
procedure (procedure B), the facility is shut down between the repeat
runs in order to remove microbubbles from the flow.

Because of the flow-through nature of the sensor, the dissolved
air-content measurement is sensitive to the presence of a flow in the ac-
companying diffuser. On stopping the flow, the oxygen sensor reported
increasing gas-content due to microbubbles dissolving locally near the
probe, thus, de-correlating the sample population present in the sensor
branch from the parent population. This is characterized by the shark-
fin like deviations on the oxygen sensor recording and is shown in the
right panel of Fig. 6 (procedure B), which are not found when a flow in
the tunnel is always present (left panel of Fig. 6, procedure A). Noting
that both procedures significantly differ in terms of how much nuclei
content is available in the tunnel prior to a measurement, it is important
to distinguish between both measurement procedures as shown in Fig. 6
into one where tunnel’s free-gas content is unaltered (procedure A)
during the course of the day while the second procedure is where
9

the tunnel’s free-gas content is reset by reintroducing atmosphere and
stopping the flow between runs (procedure B). The top panels of Fig. 6
also show the time-history of the measured cavity-radius.

A few observations from Fig. 6 are clear. Firstly, in both measure-
ment procedures, an increase in the relative saturation content of air
in ambient flow-conditions increases the growth rate of the cavita-
tion. Secondly, measurement repeatability is severely affected by the
increasing nuclei-number-density of bubbles when using measurement
procedure A. Finally, the most puzzling aspect is that the attachment of
cavity during its growth is delayed in measurements using procedure A.
The cause for this observation is unclear and has not been pursued in
this work. From these observations, the measurements using procedure
B were chosen for further analysis. As the effect of unaccounted free-gas
bubbles are presumably lesser. More importantly, the repeatability of
the experiment is enhanced. Therefore, the measurements can be said
to be in nuclei depleted conditions.

3.4. Measurement matrix and measurement spread

In the present work, the chord Reynolds number (𝑅𝑒) and cavita-
tion number (𝜎) are defined as:

𝑅𝑒 =
𝑈∞
𝜈

(28)

𝜎 =
𝑝∞ − 𝑝𝑣𝑎𝑝
0.5𝜌𝑙𝑈2

∞
(29)

The measurement matrix of the observations found in this work
is provided in Table 2. In this tabulation, we also provide the 𝐹𝑚
estimated over a fixed growth range of the cavity diameter, i.e., from
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Table 2
Measurement data for both measurement procedures including the inflow cavitation
number, 𝜎, the dissolved gas content expressed relative to saturation conditions at
he set test section pressure, 𝑐∞∕𝑐𝑠𝑎𝑡, and estimates of 𝐹𝑚 numbers from experimental
easurements for the time duration (𝛥𝑡), extrapolated from data, for a change in cavity
rojected diameter from 2.5 mm to 4.5 mm, as highlighted by gray in Fig. 6. One
easurement in set 6 was terminated prematurely but has been included in the table

nd highlighted with an asterisk. In all the calculations the freestream velocity is taken
s 5.77 m/s.

Procedure 𝑝∞ 𝑇 𝑅𝑒 𝜎 𝑂2 𝑐∞∕𝑐𝑠𝑎𝑡 𝛥𝑡 𝐹𝑚
[−] [mbar] [◦C] [×105] [−] [%𝑟𝑒.1𝑎𝑡𝑚] [−] [s] [−]

1 A 250 20.7
7.35

1.3 41.00 1.51
145.55 0.29

7.35 189.93 0.37
7.30 83.56 0.16

2 A 300 21.0
7.35

1.4 37.00 1.36
309.32 0.61

7.40 354.12 0.70
7.40 233.80 0.46

3 A 300 21.3 7.45 1.4 34.50 1.27 349.10 0.69
7.45 455.04 0.91

4 B 275 21.6
7.50

1.2 36.30 1.33
183.32 0.36

7.50 136.62 0.27
7.50 126.90 0.25

5 B 275 21.5
7.50

1.2 32.40 1.19
182.49 0.36

7.50 190.40 0.38
7.50 162.77 0.32

6 B 275 22.0
7.60

1.2 28.15 1.04
275.07 0.55

7.60 280.05∗ 0.56
7.60 358.79 0.71

2.5 mm to 4.5 mm. The time elapsed between these two bounds is also
provided in the table. The relative saturation of air in water, 𝑐∞∕𝑐𝑠𝑎𝑡,
is provided with 𝑐𝑠𝑎𝑡 determined at the working ambient pressure, 𝑝∞,
using Henry’s law. We refer to this form of standardization of 𝐹𝑚 as 𝐹𝑚.
t will be clear in Section 4.3 that this standardization helps enable the
omparison of our experimental data with our predictions.

The estimation of the spread in the reported experimental parame-
ers was performed using the Monte-Carlo error propagation procedure
escribed by Coleman and Steele (2018), with the input quantities
ssumed to be normally distributed. The error propagation begins
ith the voltage output of the pressure sensor, whose typical stan-
ard deviation of about 2% of the mean measured voltage, while
he temperature sensor has a typical standard deviation of about 1%
f the mean measured. The standard deviation of the voltage of the
emperature and pressure sensor were used to estimate the histogram
f the measured temperature, pressure, and freestream velocities from
heir respective calibration functions. The obtained distributions were
hen used to estimate the same for the density, dynamic viscosity
nd vapor pressure of water using standard temperature correlations.
inally, the probability distributions of density, dynamic viscosity and
apor pressure were used to estimate the same for the chord Reynolds
umber of the flow, and the cavitation number of the measurement.
or the relative air-saturation concentration, the spread of the dissolved
xygen sensor was ignored as its magnitude is very small. Therefore,
he spread in this quantity is largely due to that present in the ambient
ressure measurement. The edge detection performed for the images
s deterministic, hence, the spread in the measured cavity size is of
he order of the pixel resolution in cavity centerline coordinate system,
𝑐𝑎𝑣, therefore 0.125 mm. The spread of the smoothed cavity size time-
istory is based on the standard deviation of the running average
erformed over 500 timesteps and presented as shaded uncertainty en-
elopes in the figures following this section. In the following discussion,
e report the measurement spread as the 95% confidence bound of the
stimated probability distributions of the quantities reported.

From the Monte-Carlo error propagation approach, the estimated
hord Reynolds number, 𝑅𝑒 , varied between 7.3 × 105 and 7.5 × 105

ith an spread of 1.25%, 4.08% spread in the cavitation number, which
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as achieved with an input measured inflow velocity distribution of
5.77 m/s with 1.05% uncertainty. The spread of the measured ambient
pressure, therefore, that of the relative saturation level at ambient
pressure conditions of the measurement, was 3.18%.

4. Results and discussions

In Sections 4.1 and 4.2, we first present and discuss the cavity radius
predictions of Eqs. (11), (15) and (20) for typical experimental values
of the vortex viscous core, the incipient cavity radius and the relative
saturation of the ambient dissolved gas content. For convenience, we
divide this discussion into two parts: In Section 4.1 we discuss the
predicted growth behavior for relatively saturated and oversaturated
dissolved gas conditions; and, in Section 4.2, we show the same for
undersaturated conditions, where stable cavity sizes can be sought.
Then, in Section 4.3 we compare the predictions of the diffusion models
with experimental data using a Monte-Carlo approach.

Solving the equations of the cavity growth rate (Section 2) requires a
careful consideration of the parametric entries. The parametric entries
are divided into three parts. The first set concerns known thermody-
namic and kinematic properties of water and the gases dissolved in it
(Table 3), which we take to be air. This contains the molecular weight
of air (𝑀𝑔), density of air and water (𝜌𝑔 and 𝜌𝑙, respectively), Henry’s
constant for air dissolved in water (𝐾𝐻 ), the water temperature (𝑇 ), the
binary diffusion coefficient for air in water (𝐷), and the surface tension
coefficient of pure-water ( ). With regards to the binary diffusion
coefficient, we assume a magnitude of 2 × 10−9 m2∕s for the external
diffusion models described in Sections 2.2.1 and 2.2.2. For the internal
diffusion model, we assume the diffusion coefficient, �̃�, to be that of air
in water-vapor. We assume this to be a magnitude 103 times higher than
𝐷, which is approximately the diffusion coefficient of oxygen in water-
vapor (2.4 ×10−5 m2∕s at 20 ◦C). We also include the tunnel ambient
pressure, 𝑝∞, and the ambient dissolved gas concentration, 𝑐∞, in this
categorization.

The second set of parameters (Table 4) are the flow dependent
properties of the vortex cavitation. They consist of the incipient vortex
cavity size, 𝑟𝑖𝑐 , the size of the vortex viscous-core, 𝑟𝑣, the 𝛽 parameter
which varies the vortex model between the steady Lamb–Oseen vortex
model (𝛽 = 1), or, the ad-hoc correction described in Section 2.2.5.
The ambient circulation strength (𝛤∞), is back-calculated from the
vortex model using the assumed viscous-core size, the expression for the
pressure distribution of the vortex (Eq. (26)), and, the pressure balance
of Eq. (4) at inception conditions, i.e., when 𝑝𝑔𝑖𝑛 is zero.

The third set of parameters (Table 5) relate to the diffusion veloc-
ities of the individual diffusion models. They are the cavity length for
the convective-diffusion model, either 𝑙𝑐 , or, 𝑙𝑐 , and, the film-thickness,
𝛿𝑓 , for the thin-film diffusion model. Both these quantities are treated
as tuning parameters to match the predictions with our experimental
data. We note here that the diffusion velocity of the transient mass
transfer model of Section 2.2.3 is dependent on the diffusion coefficient
and the cavity radius alone. We also include in the table the equivalent
cavity length parameter (Eq. (21)) for the convective-diffusion model
(Section 2.2.1).

The growth rate equations are solved using a first-order time-
stepping approach. The simulations are set to begin at inception con-
ditions, and, in these conditions, the internal air-concentration in the
cavity is assumed to be zero. Therefore, the growth of the cavity always
begins with the cavity being saturated with water vapor at its vapor
pressure, 𝑝𝑣𝑎𝑝. After each incremental timestep in which a new cavity
radius is estimated, the pressure of air and its concentration inside
the cavity (𝑝𝑔𝑖𝑛(𝑡) and 𝑐𝑖𝑛, respectively) are evaluated from the pressure
balance of Eq. (4) and Henry’s law, respectively. In order to do so, the
pressure at the cavity’s interface, 𝑝𝑐 (𝑟𝑐 ), is estimated from the vortex-
model, Eq. (26). The effect of surface tension is captured in 𝑝 (𝑟𝑐 ), and

is given by the expression  ∕𝑟𝑐 .
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Table 3
A tabulation of the material properties used for the analyses in Sections 4.1 and 4.3. Asterisk superscript indicates range of values.

Symbol Units Sections 4.1, 4.2 Section 4.3.1 Section 4.3.2

Molecular weight of air 𝑀𝑔 kg/mol 28.96 × 10−3

Water temperature 𝑇 K 295 Table 2 295
Universal gas constant 𝑅 J/mol K 8.314
Air and water density 𝜌𝑔 , 𝜌𝑙 kg∕m3 𝑀𝑔∕𝑅𝑇 , 103
Henry’s constant 𝐾𝐻 kg∕m3 Pa 0.223 × 10−6

Diffusion coefficient (air–water) 𝐷 m2∕s 2 × 10−9

Diffusion coefficient (air–water vapor) �̃� m2∕s 2 × 10−5

Ambient pressure 𝑝∞ Pa 30 000 Table 2 Table 1
Ambient dissolved gas concentration 𝑐∞ kg∕m3 (0.1 to 2)𝐾𝐻𝑝∗∞ Table 2 Table 1
Vapor pressure of water 𝑝𝑣𝑎𝑝 Pa Clausius–Clapeyron
Surface tension  N/m 0.071
Table 4
A tabulation of the flow related properties used for the analyses in Sections 4.1 and 4.3. The expression for vortex-viscous core size is based
on a Winckelman-vortex model (Gerz et al., 2005) fit to the stereoscopic PIV measurements found in Pennings (2016). The root-chord length
of the foils considered in the analyses () are 12.56 cm in Section 4.3.1 and 47.5 cm in Section 4.3.2. Quantities with asterisk superscript
are estimated at the first timestep. 𝛤∞ for Section 4.3 is given as the average of the set of predictions. A double asterix indicates that the
magnitude is corrected to match experimental data.

Symbol Units Sections 4.1, 4.2 Section 4.3.1 Section 4.3.2

Incipient cavity radius 𝑟𝑖𝑐 mm 0.5 0.125 ≤ 𝑟𝑖𝑐 ≤ 0.2 1, 1.5
Viscous-core radius 𝑟𝑣 mm 2.5 Eq. (31) 2, 4.5∗∗

Ambient circulation strength 𝛤∞ m2∕s 0.09∗ 0.04∗ 0.2, 0.45∗∗
Table 5
A tabulation of the diffusion model parameters used for tuning in Sections 4.1 and 4.3.

Symbol Units Sections 4.1, 4.2 Sections 4.3.1, 4.3.2

Cavity length for 𝑈 𝑐𝑑
𝐷 𝑙𝑐 m 1.7 –

Equivalent cavity length for 𝑈 𝑐𝑑
𝐷 𝑙𝑐 m 0.36 0.18

Film thickness for 𝑈 𝑡𝑓
𝐷 𝛿𝑓 μm 10 5
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4.1. Behavior of the diffusion models in saturated and oversaturated dis-
solved gas conditions

Fig. 7 describes the magnitude of the cavity diameter predicted by
the diffusion models of Section 2 using the input values described in
Tables 3–5. The first discussion concerns the condition when 𝑐∞∕𝑐𝑠𝑎𝑡 is
1.35, where the growth of the cavity radius over time, and the increas-
ing pressure of air inside the cavity during its growth, are plotted for all
three diffusion models in the top two figures. Firstly, the transient mass-
transfer model (Section 2.2.3) predicts a rapid stabilization of the cavity
radius to about 650 μm from its incipient cavity radius of 500 μm in a
ime-duration of 0.2 s, which gives a Fourier number (𝐹𝑚 = 𝛥𝑡�̃�∕𝛥𝑟2𝑐 )
f 17.7 highlighting that the diffusion has sufficiently advanced in
nly 0.2 s. This behavior indicates that the concentration is quickly
qualized when the cavity size is small and agrees with our heat-
onduction analogy indicated in Section 2.2.3, where the temperature
n a thin wire suddenly exposed to heat equalizes much faster than that
n thicker rods. This predicted behavior is clearly not what is observed
n experiments (see Fig. 6) and invalidates the model for the purpose
f predicting the cavity radius. Therefore, the transient mass-transfer
odel is not considered any further. The rapid equalization feature of

his model, however, does help motivate the homogeneity of the gas-
oncentration inside the cavity, which is a central assumption in the
onvective-diffusion model and the thin-film model.

From the same figure, we also observe that both the convective-
iffusion and the thin-film models predict reasonably similar cavity
rowth rates and internal gas-concentration behavior. This is expected
iven that these models yield identical results for a specific choice
f the cavity length or the diffusion layer thickness. We also observe
hat the ad-hoc modification to the Lamb–Oseen vortex model has a
arginal impact on the prediction of the cavity size. Therefore, we can

onclude that the choice of the vortex model has limited advantage in
he prediction of the cavity growth behavior. This can also be inferred
rom the standardized Fourier number (𝐹𝑚) comparison in Fig. 7.c.
11

verall, it is clear that the relative saturation rate 𝑐∞∕𝑐𝑠𝑎𝑡, and the l
iffusion velocity parameters have the largest influence on the growth
ehavior estimated by the diffusion models of Eqs. (11) and (15). This
an be inferred from the predicted 𝐹𝑚 behavior for the thin-film model
t 𝑡𝑓 = 9 μm, which corresponds to an equivalent cavity length, 𝑙𝑐 =
.36 m, for the convective-diffusion model (as indicated in Table 5). For
he subsequent discussion, we make use only of the convective-diffusion
nd the thin-film diffusion model.

.2. Behavior of the diffusion models in undersaturated dissolved gas con-
itions

If stable cavity sizes are intended, the relative saturation level must
ecessarily be lower than 1. In this regard, it is important to understand
ow long the diffusion process needs to advance for stability to be
chieved at a given undersaturated flow-condition. To study this, we
onduct simulations with 𝑐∞∕𝑐𝑠𝑎𝑡 < 1 and estimate a new Fourier
umber, 𝐹 ′

𝑚 = 𝑡′𝐷∕𝑟2𝑖𝑛, where 𝑡′ is the time elapsed following inception
hen the change in cavity radius is less than 10−3 μm.

Fig. 8, left, provides the behavior of the convective-diffusion model
nd the thin-film model for a series of undersaturated dissolved gas
onditions. The main observation is that stable cavity sizes are possible
hen 𝑐∞∕𝑐𝑠𝑎𝑡 < 1, however, the final size of the vortex cavity strongly
epends on the degree of undersaturation. Furthermore, the estimated
′ suggests that the diffusion needs to advance for long diffusion

imescales the closer 𝑐∞∕𝑐𝑠𝑎𝑡 is to 1. Note that in this assessment, we
gnore the upper bounds to the cavity size which we have observed in
ur experiments (see Fig. 4).

Both the convective-diffusion model with 𝑙𝑐 = 1.7 m, and the thin-
ilm model with 𝑡𝑓 = 10 μm predict the same final cavity size despite
aving different growth-rates. This suggest that the final stable cavity
ize is independent of the diffusion model choice. It is possible to
stimate the stable cavity radius in undersaturated conditions in the fol-
owing manner. At equilibrium, 𝑐𝑖𝑛 equals 𝑐∞. Therefore, from Henry’s

aw, the gas pressure inside the cavity is then equal to 𝑐∞𝑝∞∕𝑐𝑠𝑎𝑡. This
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Fig. 7. Behavior of the diffusion models (Section 2) for the parameters described in Tables 3–5. The vortex model chosen for the simulations are given by their respective
𝛽-parameter behavior in the legend, as described in Section 2.2.5. For figures a & b, the relative saturation level at 𝑝∞ (𝑐∞∕𝑐𝑠𝑎𝑡) is 1.35 (or 40% air-saturation re. 1 atm), while,
for figure c, this is varied from 1 (saturated) to 2 (oversaturated). a: Evolution of cavity diameter over time. The transient mass-transfer model (Eq. (20)) is indicated in a
sub-figure. For convenience, 2𝑟𝑣, is indicated where the modification to the Lamb–Oseen model is activated when 𝛽 ≠ 1. b: The evolving pressure of gas (air) inside the cavity for
the simulations of sub-figure a. c: The estimation of 𝐹𝑚 (defined in Table 2) for 𝑐∞∕𝑐𝑠𝑎𝑡 varied between 1 and 2. d: The cavity diameter evolution for the transient mass-transfer
model. Top figure of d corresponds to the radius evolution over time, while the bottom figure of d corresponds to the gas pressure inside the cavity over time.
Fig. 8. Behavior of the diffusion models in undersaturated conditions for parameters of Tables 3–5. Left: Cavity radius predictions by the diffusion models in undersaturated
dissolved gas conditions, where 𝑐∞∕𝑐𝑠𝑎𝑡 is varied from 0.1 onward with a step size of 0.17. The terminal time of the growth, 𝑡′, is indicated by black lines. Right: Estimation of 𝐹 ′

for the simulations conducted in the left figure for both diffusion models. For the analyses, the Lamb–Oseen vortex model is used (𝛽 = 1).
can be substituted to Eq. (4) which results in the following expression
for the cavity interface pressure in stable cavity size conditions:

𝑝𝑐 = 𝑝∞(𝑐∞∕𝑐𝑠𝑎𝑡 − 1) + 𝑝𝑣𝑎𝑝 − 𝑝 . (30)

The above expression can be substituted into the pressure equation
12

of a vortex model, such as that in Eq. (26), and through a least-squares
approach, the stable cavity radius required to balance both sides of the
expression can be estimated. This demonstrates that an estimate of the
stable cavity size is largely defined by the radial pressure profile of the
vortex-cavity, which in turn depends on the vortex-model considered.
As velocimetry around the vortex-cavity was outside the scope of this
work, this analysis has not been considered any further.
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Fig. 9. Comparison of the experimental observations in the oversaturated regime with the diffusion model predictions for chosen parametric entries (Tables 3–5). Top: Comparison
of the growth of the vortex cavity size, 2𝑟𝑐 , with the experimental data, procedure B, from Table 2. The uncertainty envelopes correspond to two standard deviation bounds.
Horizontal lines correspond to the size range used to evaluate the standardized Fourier number, 𝐹𝑚. Bottom: Bar chart comparing Experimental 𝐹𝑚 values obtained from repeated
measurements, color coded according to their respective 𝑐∞∕𝑐𝑠𝑎𝑡 values, while yellow bars are their corresponding predictions. The error bars here represent the one standard
deviation bound of the output probability distribution of 𝐹𝑚.
4.3. Comparison with experimental data

In this discussion, we use the thin-film model as the base diffusion
model for our analyses and represent the convective-diffusion model
by its equivalent length parameter, 𝑙𝑐 . As noted from our previous
discussion in Section 4.1, the vortex model we have chosen for this
analysis is the steady Lamb–Oseen vortex model.

4.3.1. Oversaturated regime
As remarked earlier in Section 3.1, the incipient vortex cavity size

in our observations is unknown. This is important to note because the
incipient cavity size is an important vortex cavity parameter in our
models (see Tables 3–5). Therefore, we introduced the standardized
Fourier number, 𝐹𝑚, in Section 3.3, which compares the growth rate
within a fixed cavity growth range. Further, the vortex viscous-core size
is unknown in the present experiments, therefore, we take a Monte-
Carlo simulation approach to estimate the prediction spread for both
𝑟𝑐 , as well as, 𝐹𝑚. In this procedure, both the vortex cavity parameters,
𝑟𝑖𝑐 and 𝑟𝑣, are varied within a reasonable range. For the viscous-core
radius estimate, we refer to the work of Pennings et al. (2015) where
a Winckelman vortex model fit to their experimental data is given by
the following expression:

𝑟𝑣 =  ⋅ 0.37𝑅𝑒−0.2 ∕103, (31)

where  varies between 0.3 and 0.5, depending on the distance from
the tip. For the incipient cavity radius, we choose a range between
125 μm and 200 μm, which is in range of the typical nuclei radius
expected in the tunnel.

Fig. 9 details the comparison of our experimental data with the
diffusion model predictions. In the comparison, the resulting proba-
bility distributions of 𝐹𝑚 predictions were found to be non-normal,
therefore, the predicted 𝐹 is expressed as a mean value and the error
13

𝑚

bars are defined by one standard deviation of the distribution. From the
figure, we find that the diffusion models offer a reasonable prediction
of the cavity growth rate for an assumed film-thickness, 𝛿𝑓 , of 5 μm,
or, an equivalent cavity length, 𝑙𝑐 , of 0.18 m. It is concluded that the
growth-behavior of a cavitating vortex is largely driven by molecu-
lar diffusion in nuclei depleted conditions. However, this comparison
does not distinguish between the thin-film model and the convective-
diffusion model, leaving the detailed mechanism of vortex-cavitation
growth speculative. With the convective-diffusion approach, it is clear
that the length of the cavity needed for the comparison is not what
is observed in experiments where the cavity length is observably at
least as long as the length of the test-section following the hydrofoil
tip. For applying this model to experimental data, an estimate of the
possible equivalent cavity length remains unknown. What is striking
is that, the estimated magnitude of 𝑙𝑐 , 0.18 m, is quite close to the
root-chord length of the wing-tip used. The scope of our analyses
presented here do not suffice to explain this occurrence, therefore, this
observation remains coincidental. Similarly for the thin-film diffusion
model, while a film thickness of 5 μm suffices to explain the observed
growth rate, and, even though the criteria that 𝑟𝑐 ≫ 𝛿𝑓 is satisfied, the
physical mechanisms that eventually lead to the formation of this thin-
layer is unknown. Therefore, the choice between these two modeling
approaches remains open.

4.3.2. Undersaturated regime
Comparison against experimental data for the undersaturated

regime was made possible from the cavity diameter time-histories
reported by Briançon-Marjollet and Merle (1996).2 The experimental

2 These conditions were not possible in the facility used for the present
study because the tunnel’s ambient pressure could not be increased beyond 1
atm to lower 𝑐 ∕𝑐 below 1.
∞ 𝑠𝑎𝑡
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Fig. 10. Comparison of the experimental observations of Briançon-Marjollet and Merle
(1996) in the undersaturated regime with diffusion model predictions for chosen
parametric entries (Tables 3–5).

conditions concerned here are the small-nuclei cases considered for
𝑐∞∕𝑐𝑠𝑎𝑡, 𝑝∞, 𝑈∞ and 𝜎 found in rows 1 and 2 of Table 1, whose relevant
properties have been summarized in Tables 3–5. For the model predic-
tions, we have assumed that the cavity size data provided at the first
timestep corresponded to inception conditions. The comparison against
experimental data is provided in Fig. 10. For the case where the relative
undersaturation is 0.14, a reasonable comparison between both the
predicted and observed cavity diameter time-histories was observed.
The performance of the diffusion model could not be replicated for
relative undersaturation of 0.39 using the experimental conditions as
provided in Briançon-Marjollet and Merle (1996). In order to match
the data, a modification to the viscous core radius to 4.5 mm had to be
made. As stated previously, the chosen vortex model (here, the static
Lamb–Oseen model) also plays a role in the prediction of the time-
history, therefore, an exact match of the predictions in the temporal
space is difficult.

While a quantitative comparison using the above results is difficult,
the predictions qualitatively agree with the experimental data, thus
supporting the discussion in Section 4.2. This means that in the un-
dersaturated regime, the size of the stable cavity is proportional to the
degree of undersaturation.

5. Conclusions

In nuclei depleted conditions, the mechanism of vortex cavity
growth following inception can be described as a diffusion dominant
phenomenon. Gases dissolved in the liquid enter the vortex cavity
through a diffusion layer whose morphology is either hollow-cylinder
like (thin-film model), or, developing boundary layer like (convective-
diffusion model). From the assumptions common to both the thin-film
and the convective-diffusion model, the concentration of air inside
the cavity can be thought to be homogeneous. It was found that
the convective-diffusion model predicts the growth rate of the cavity
reasonably well but requires a cavity length parameter that does
not correspond to the physical length of the observed cavitation. In
contrast, the thickness of the diffusion layer in the thin film does satisfy
the condition 𝛿𝑓 ≪ 𝑟𝑐 , making it a more appealing description of the
diffusion phenomenon. However, physical motivations of the thickness
of this diffusion layer remain unknown. Furthermore, in oversaturated
conditions we found that the details of the vortex model used in the
pressure balance across the interface did not significantly change its
growth behavior.
14
In saturated and oversaturated dissolved gas conditions, 𝑐∞∕𝑐𝑠𝑎𝑡 ≥
1, the diffusion process does not terminate. Consequently, the cavity
grows uncontrollably until it becomes unstable, and its size seems to
oscillate. The conditions for the upper bounds on the cavity size is not
presently known. In undersaturated dissolved gas conditions, 𝑐∞∕𝑐𝑠𝑎𝑡 <
1, the details of the diffusion model were found to not affect the final
stable size of the vortex cavity. Rather, we find that the vortex cavity
size in undersaturated dissolved gas conditions depends on the pressure
profile around the vortex cavity, and the degree of undersaturation.
Further understanding of the role of the vortex velocity profile in the
rate of growth of vortex cavities is necessary.

The growth behavior of the vortex cavity was found to be fairly
repeatable in nuclei depleted conditions, and strongly affected by nuclei
in weak-water conditions, although, the influence of the relative satura-
tion of dissolved gases could still be discerned from the non-repeatable
measurements. In cavitation tunnels that do not have provisions for
water quality control, it is possible to obtain repeat experiments by
shutting down the cavitation tunnel and introducing the tunnel to
atmospheric pressure between runs. This provides the residence time
for the gas bubbles to either separate due to their buoyancy, or reabsorb
back into the solution. If stable cavity sizes are intended, the degree of
undersaturation must be high so as to reduce the diffusion time-scales
(𝐹 ′ = 1) required before the cavity size stabilizes.
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