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Abstract

In previous work (łFrom signatures to monads in UniMathž),
we described a category-theoretic construction of abstract
syntax from a signature, mechanized in the UniMath library
based on the Coq proof assistant.
In the present work, we describe what was necessary to

generalize that work to account for simply-typed languages.
First, some definitions had to be generalized to account for
the natural appearance of non-endofunctors in the simply-
typed case. As it turns out, in many cases our mechanized
results carried over to the generalized definitions without
any code change. Second, an existing mechanized library on
𝜔-cocontinuous functors had to be extended by construc-
tions and theorems necessary for constructing multi-sorted
syntax. Third, the theoretical framework for the semantical
signatures had to be generalized from a monoidal to a bi-
categorical setting, again to account for non-endofunctors
arising in the typed case. This uses actions of endofunctors
on functors with given source, and the corresponding no-
tion of strong functors between actions, all formalized in
UniMath using a recently developed library of bicategory
theory. We explain what needed to be done to plug all of
these ingredients together, modularly.
The main result of our work is a general construction

that, when fed with a signature for a simply-typed language,
returns an implementation of that language together with
suitable boilerplate code, in particular, a certified monadic
substitution operation.

CCSConcepts: ·Theory of computation→Algebraic se-

mantics; Categorical semantics; Logic and verification;
Type theory.
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1 Introduction

There are many frameworks for the specification and analy-
sis of abstract syntax. Frequently, these frameworks are first
developed for untyped syntax (see, e. g., Fiore et al. [29], Gab-
bay and Pitts [30], Hofmann [38]), with extensions to the
typed case often omitted, or promised as future work (see,
e. g., Ahrens et al. [8]). However, in practice, such extensions
are not trivial (see, e. g., Fiore [25], Miculan and Scagnetto
[48]). In the present paper, we report on the extension of
one such frameworkÐby Ahrens et al. [13]Ðfrom untyped
to simply-typed syntax. That work uses a notion of signa-
ture for untyped languages in terms of strong functors; using
Mendler iteration [47], it builds the syntax generated by any
such signature, together with a monadic substitution opera-
tion. The work is mechanized in the proof assistant Coq [59],
using the UniMath library of univalent mathematics [63].
In the untyped case, an abstract signature is given by an

endofunctor 𝐻 : [C, C] → [C, C], for a suitably structured
category C (e. g., Set). For instance, the functor underlying
the signature of the untyped 𝜆-calculus is

𝐻 𝐹 = IdC + (𝐹 × 𝐹 ) + (𝐹 · option) .

We write · for functor composition in applicative order and
functor application with a space, so (𝐹 · option) 𝑋 = 𝐹 (𝑋 +
1), which hence corresponds to 𝐹 with an additional free
variable that will be bound by the abstraction constructor.
With the aim of initial algebra semantics the 𝜔-cocontinuity
of 𝐻 is established and an initial algebra for 𝐻 is constructed
using a classical theorem of Adámek [1]. Such an initial
algebra is an endofunctor Λ : [C, C] with a(n iso)morphism
𝛼 : 𝐻 Λ → Λ encoding the constructors. The fact that this is
an initial algebra furthermore ensures that Λ has a suitable

This work is licensed under a Creative Commons Attribution 4.0 Interna-

tional License.
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induction principle, making it equivalent to the following,
more familiar, inductive type:

Inductive LC (X : Type) : Type :=
| Var : X → LC X
| App : LC X → LC X → LC X
| Lam : LC (X + 1)→ LC X .

By equipping 𝐻 also with a strength, specifying how sub-
stitution should act łhomomorphicallyž on the constructors,
the functor Λ may be equipped with a substitution operator
following Matthes and Uustalu [46] (formalized in UniMath

by Ahrens and Matthes [12]). This substitution satisfies the
laws of a monadÐan observation originating in the work of
Altenkirch and Reus [18], Bellegarde and Hook [19], Bird
and Paterson [20]. Thus the framework of [13] not only con-
structs datatypes as initial algebras, but also equips them
with a certifiedÐin the sense of satisfying formally verified
lawsÐsubstitution operation. To ease the use of the frame-
work, the strong functor 𝐻 is constructed algorithmically
from a simple notion of signatureÐresulting in a form of
datatype-generic programming in UniMath.
In the present work, we extend this framework by both

generalizing to the simply-typed case, as well as refining
and analyzing many of the involved notions. Starting from
a simple notion of multi-sorted signature (Section 2.1), we
construct (Section 2.2) a corresponding signature functor 𝐻 :
[C, C] → [C, C], for some suitably structured category C
(e. g., SetS for a (discrete, small) category S of sorts). This con-
struction involves functors that are not endo, so the notion
of strength had to be generalized to 𝐻 : [C, C] → [C,D]Ð
indeed, it can easily be generalized to [C,D ′] → [C,D], for
categories D and D ′. This generalization is purely formal
and the old UniMath proofs worked without major changes.
We find this quite remarkable and a good example of how
the initial investment of mechanizing mathematics pays off
in the long runÐit would have been quite time-consuming
to establish sufficient conditions on D and D ′ by hand, and
then verify that the proofs still go through. On the way to
this more general notion of abstract signature we also decom-
pose the notion of signature with strength of [46] to clarify
what is needed for the substitution operation (Section 2.3)
and for it to satisfy the monad laws (Section 2.4).
In order to construct the abstract datatype specified by

𝐻 as an initial algebra, as well as the substitution monad,
we prove that 𝐻 is 𝜔-cocontinuous. Many of the results al-
ready in UniMath apply, but some were missing, in particular
results about when post-composing with a functor is 𝜔-co-
continuous (Section 3.1). Having done this, the results of [13]
apply and we obtain the substitution operation as a monad
(Section 3.2). Throughout the paper we rely on the simply-
typed 𝜆-calculus (STLC) as a running example, but we have
also implemented more complex languages, including PCF
(Example 3.9) and the pre-syntax of the calculus of construc-
tions (Example 3.10). In the case of the STLC the obtained

signature functor 𝐻 is a bit more complex than in the un-
typed case (see Example 2.10), but the generated syntax is
equivalent to the following inductive type:

Inductive STLC (X : S → Type) : S → Type :=
| Var : ∀ t, X t → STLC X t
| App : ∀ s t, STLC X (s ⇒ t) → STLC X s → STLC X t
| Lam : ∀ s t, STLC (X + { s }) t → STLC X (s ⇒ t).

Here, S is a small set of sorts closed under ⇒, and X is a
set of sorted variables indexed by S. Furthermore, X + { s }
denotes X with an additional variable of sort s.

Having successfully generalized the formalization in [13]
to simply-typed signatures, we give in Section 4 a bicategor-
ical analysis of the notion of strength of Definition 2.15. To
this end we relate it to an action-based notion of strength as
put forward by Pareigis [49], which also occurs in the work
of Fiore [26]. This is then also related to a notion of relative
strength of [12]. This section makes use of displayed cate-
gories [11] and of a library of bicategory theory [6] recently
added to UniMath.

1.1 Contributions

We present a fully formalized mathematical framework for
simply-typed syntax relying on a categorical construction of
inductive families as initial algebras. In this way, we avoid
meta-programming and complex nested inductive types, and
instead work completely internally to UniMath. We generi-
cally equip the constructed syntax with a monadic substitu-
tion operation. Furthermore, we provide a bicategorical anal-
ysis of the involved notions, motivated by the generalization
of strength needed to encompass multi-sorted languages.

All results in this paper have been formalized in UniMath.
The code is integrated into the UniMath library [63]. For doc-
umentation, we refer to a specific version of UniMath, avail-
able in commit c26d11bef0b4d4c226ca854d8de340d684c2a10a.
TheHTML documentation derived from this version is hosted
online. To connect the paper and the formalization we pro-
vide clickable identifiers (e. g., MultiSortedSig) for all defini-
tions and results. By clicking on one of the links, one gets
taken to the corresponding definition in the HTML docu-
mentation.

1.2 Related Work

There are many theoretical frameworks suitable for the study
of abstract syntax, see, e.g., the work of Altenkirch et al. [17],
Chapman et al. [22], Fiore [25, 26, 27], Fiore andHamana [28],
Gambino and Hyland [31], Hamana [32], Hamana and Fiore
[33], Hirschowitz et al. [34], Miculan and Scagnetto [48],
Tanaka and Power [58]. We are interested in the following
properties of such a framework:

1. Is there a computer-checked implementation?
2. Is there an internal notion of signature?
3. Does it support multi-sorted languages?
4. What is the theory that it is implemented in?
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1.2.1 Implementations. In this section, we only consider
frameworks that satisfy property 1. We classify them into
three categories according to property 2.

Into the first category fall frameworks that work with an
external notion of signature. Such frameworks take a signa-
ture specified in some domain-specific language, e. g., as a
Haskell data type, and return a library of computer code for
some proof checker such as Coq.1 To this category belong the
tools DBGen [51], Ott [55], LNGen [64], Autosubst [54] and
Autosubst2 [56]. These are different from our approach in
that they typically rely on some form of meta-programming
as the notion of signature is external.
The second category consists of work building a library

of generic functions and reasoning principles for (typed)
abstract syntax. The library NomPa [52, 53] falls into this
category, as does GMETA [41]. In this line of work, there are
several modules called signatures, providing an interface
for signatures. However, there is not a fixed mathematical
definition of a signature, making them less suited for general
mathematical study of syntax and more focused on conve-
nience for specifying and working with a specific language.
Into the third category fall tools that have an internal

definition of signatures, stated within the proof assistant. In
this category, signatures are themselves first-class objects
and may be reasoned about within the system. Our work
falls into this category, and we thus spend some more time
comparing it to other work in this category.
Ahrens [4] considers only untyped syntax. The work is

fully implemented in the computer proof assistant Coq, and
relies on Coq’s inductive types and associated structural re-
cursion for the construction of syntax and substitution.

Work by Ahrens et al. [7, 9] only discusses untyped syntax,
but construct, like us, syntactic models without relying on
inductive types. Ahrens and Zsidó [14] consider a simple
notion of signature akin to our multi-sorted signatures of
Definition 2.1. To any such signature, they associate a cate-
gory of models and construct an initial such model. For this
construction, crucially, they rely on suitable mutually induc-
tive type families. Compared to their work, we study here a
more general notion of abstract signatures (Definition 2.15)
together with a map from multi-sorted signatures to these
abstract signatures. We then construct the initial models
without relying on general inductive types, but rather on
a category-theoretic construction of initial algebras. A set-
theoretic construction of initial models closer to ours is given
in the PhD thesis of Zsidó [65], but is not computer-checked.

Allais et al. [15, 16] consider łdescriptionsž (see also [23])
for signatures. Like Ahrens and Zsidó [14], they assume suit-
able inductive datatypes; descriptions then straightforwardly
generate relative łtermž monads. These monads should be
initial in a suitable category, even though such categorical
formulations are not used or explored in that work. In both

1This approach is called łgenerativež by Lee et al. [41].

works, a well-behaved monadic substitution operation is con-
structed via the induction mechanism of Agda. The frame-
work of Löh and Magalhães [42] is suitable for specifying
abstract syntax with binding; typed syntax is not discussed.
Again, the construction of syntax relies on Agda’s datatypes.

In [24], the authors study two notions of signature similar
to the ones studied hereÐmulti-sorted binding signatures
and signatures with strengthÐand also give a translation
from the former to the latter, similar to our translation in
Section 2. Like [14] they use inductive datatypes to construct
syntax. Their notion of syntax includes łmeta-variablesž.
In summary, compared to the aforementioned work, we

study here the construction of syntax, and of a suitable substi-
tution operation for syntax, from a category-theoretic rather
than a type-theoretic perspective. Specifically, we construct
syntax exploiting 𝜔-cocontinuity of the signature functor,
and substitution for that syntax using Mendler-style recur-
sion, expressed categorically.

1.2.2 Comparison to Other Frameworks. Here, we re-
view categorical frameworks for abstract syntax that are not,
to our knowledge, mechanized.

Fiore, Plotkin, and Turi [29] consider untyped syntax spec-
ified by an untyped variant of binding signatures (Defini-
tion 2.1). The authors consider both a categorical formulation
of recursion to specify substitution (on łfreež objects), as well
as a type-theoretic formulation using inductive types and
structural recursion. However, no link is made between the
category-theoretic and the type-theoretic formulations. The
mathematical structure given by substitution and its proper-
ties is taken to be a łsubstitution monoidž.
Fiore [26] considers a notion of signature (given by an

endofunctor Σ : C → C) with strength, like we do in the
present work. They discuss the categorical construction of
syntax and substitution as the colimit of an 𝜔-cocontinuous
functor, see [26, Cor. 4]. We discuss their notion of signature
in more detail in Section 4. Fiore and Hamana [28] later con-
sider polymorphically typed terms, such as System F. They
do not discuss the construction of abstract syntax. Hur [39]
considers, like we do here, category-theoretic constructions
of syntax. The focus of that work is on equations between
terms. Mahmoud [44] considers structural induction in a
type-theoretic style; a category-theoretic construction of
syntax or substitution is not discussed.

Work by Hirschowitz and Maggesi [36, 37] considers syn-
tax and substitution in form of monads on the category of
sets. Hirschowitz and Maggesi also implement a special case
of their workÐfor the 𝜆-calculusÐin the computer proof as-
sistant Coq. (A comparison between Fiore, Plotkin, and Turi’s
approach [29] using substitution monoids and Hirschowitz
and Maggesi’s using monads is given in Zsidó’s thesis [65].)
The first part of the present work, in particular, of Section 3,
can be considered to be łzooming inž on Hirschowitz and
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Maggesi’s work, notably on the construction of the initial
monad, expressed purely categorically.
Ahrens [2, 3, 5] considers simply-typed signatures and

the construction of the generated syntax in a type-theoretic
setting. Some instances of the framework are formalized in
Coq, but general signatures are not.

Hirschowitz, Hirschowitz, and Lafont [34] consider a very
abstract notion of signature. They construct abstract syntax
via categorical machinery, and furthermore the passage to
a łquotient syntaxž modulo a system of equations. In the
extended version [35, Sec. 5.5], the authors explain the con-
struction of a signature in their sense from a signature à la
Fiore, Plotkin, and Turi [29].

1.3 UniMath and Category Theory Therein

In this section we provide a brief introduction to UniMath

and fix notations used throughout the paper. We write 𝑎 = 𝑏

for the type of identifications/equalities/paths from 𝑎 to 𝑏,
and 𝑎 ≡ 𝑏 for definitional/judgmental equalityÐin particular,
we write 𝑎 :≡ 𝑏 for defining 𝑎 to be 𝑏. We do not rely on
any inductive types other than the ones specified in the pre-
lude of UniMath, such as identity types, sum types, natural
numbers, and booleans. Indeed, part of the work consists of
the construction of certain initial algebras from dependent
products, dependent sums, identities, and natural numbers.
We use the notions of propositions and sets of Univalent
Foundations: a type 𝑋 is a proposition if

∏
(𝑥,𝑦:𝑋 ) 𝑥 = 𝑦 is

inhabited, and a set if the type 𝑥 = 𝑦 is a proposition for all
𝑥,𝑦 : 𝑋 . Hence, despite working in Coq, we do not rely on
the universes Prop or Set.
However, our main constructions and results, while con-

veniently expressed using univalent foundations, are not
dependent on the full univalence axiom. On top of Martin-
Löf type theory [45], they rely on propositional and func-
tional extensionality, and propositional resizing. The key
consequence of these that we use is the construction of ef-
fective set quotients due to Voevodsky [61]. These axioms
are compatible with the Uniqueness of Identity Proofs (UIP)
principle, and hence with the interpretation of types as sets.
We assume there to be at least two type-theoretic uni-

verses, U0 : U1. We call a type 𝑋 : U0 a small type. Following
the convention established in the HoTT book [60], we leave
the universe levels implicit throughout the paper.
A category C in UniMath is given by a type of objects

C0 and a family of sets C(𝑥,𝑦) for any 𝑥,𝑦 : C0. We call
C small if objects and morphisms are types from U0. We
assume the reader to be familiar with the concepts of cate-
gory theory as found in the standard text by Mac Lane [43].
We sometimes remark that specific categories are univalent
[10]. Such results typically depend on the full univalence
axiom, but none of our main results depend on categories
being univalent. The reader who prefers to read our results
outside of univalent foundations may hence safely ignore
these remarks.

The category Set :≡ Set(U0) of sets has, as objects, sets
from the universe U0; this is a category whose types live in
U1, hence it is not small. The set quotients discussed above
are used to ensure that Set is cocomplete (i. e. that it has
small colimits). Note that the correct use of universe levels
is not checked by UniMathÐwe hence have to keep track of
them ourselves. This is particularly important when taking
(co)limits in Set; we ensure that we only take such (co)limits
indexed by a small graph, i. e., a graph whose types of nodes
and vertices are elements of U0.

2 From Multi-Sorted Binding Signatures to
Signatures with Strength

In this section we give a category-theoretic notion of abstract
signature in the form of strong functors. But first we will
consider our main source of examples: signature functors
arising from a notion of multi-sorted binding signatures.

2.1 Multi-Sorted Binding Signatures

In what follows, we fix a type S representing the sorts. Many
of our constructions will rely on S being a set; in the for-
malization, this assumption is explicitly stated when needed,
but in this paper we take S to be a set everywhere, for sake
of simplicity.
We start with the following definition of multi-sorted

binding signatures:

Definition 2.1 (MultiSortedSig). Amulti-sorted binding sig-
nature is given by a small set 𝐼 together with an arity function
ar : 𝐼 → list(list(S) × S) × S.

Intuitively, for any 𝑖 : 𝐼 , there is a term constructor de-
scribed by its łarityž ar(𝑖), whose first component describes
the list of arguments: for each argument we specify a list
of sorts for the variables bound in it, as well as its sort. The
second component of ar(𝑖) designates the sort of the term
constructed by the constructor pertaining to the index 𝑖 . This
definition of multi-sorted signatures is not new, and varia-
tions on it can be found in the literature, e.g. in the work of
Ahrens and Zsidó [14, Definition 4.3]. The standard example
is that of the simply-typed 𝜆-calculus (STLC).

Example 2.2 (STLC_Sig). Assume that S is closed under
a binary operation ⇒ : S → S → S representing function
types. We have to put into 𝐼 the sort parameters of the typing
rules of the term constructors of STLC. Thus, 𝐼 is taken to be
(S×S)+ (S×S). The left summand pertains to the application
operation while the right summand describes 𝜆-abstraction:

ar(inl⟨𝑠, 𝑡⟩) :≡
〈
[⟨[], 𝑠 ⇒ 𝑡⟩, ⟨[], 𝑠⟩], 𝑡

〉
,

ar(inr⟨𝑠, 𝑡⟩) :≡
〈
[⟨[𝑠], 𝑡⟩], 𝑠 ⇒ 𝑡

〉
.

For sorts 𝑠 and 𝑡 , there is an application constructor taking
as input two terms, of sorts 𝑠 ⇒ 𝑡 and 𝑠 , respectively, to
yield a term of sort 𝑡 . Again, for sorts 𝑠 and 𝑡 , there is an
abstraction constructor taking as input a term of sort 𝑡 with
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a an additional free variable of sort 𝑠 , and yielding a term
of sort 𝑠 ⇒ 𝑡 . This is close to the usual presentation of
the typing rules of STLC. However, we do not include a
constructor for variables as these will be added generically
in Section 2.3. Note that this is a form of locally nameless
presentation: bound variables have canonical names.

2.2 Functors from Multi-Sorted Binding Signatures

Recall that CS is the functor category [S, C] where S is
viewed as a discrete category. In the case when C is Set,
objects of this categories are simply functions 𝑋 : S → Set.
These hence correspond to sets of sorted variables analo-
gously to the parameter X of the example of the inductive
family STLC in Section 1. Equivalently, we could consider
families of objects in C indexed over S, but [S, C] has the
advantage that results on functor categories (constructions
of (co)limits, etc) apply directly.
To construct 𝐻 , we assume that S is a set and that C

has a terminal object 1, binary products, and set-indexed
coproducts. We first define a few helper functors:

Definition 2.3 (sorted_option_functor). Let 𝑠 be a sort. The
sorted option functor option𝑠 : C

S → CS is defined as

option𝑠 𝑋 𝑡 :≡ 𝑋 𝑡 +
∐

(𝑠=𝑡 )

1 .

Remark 2.4. The rationale behind the definition is that
when given 𝑋 : CS and 𝑡 : S we get that option𝑠 𝑋 𝑡 is 𝑋
with an extra variable of sort 𝑠 if 𝑠 and 𝑡 are equal. If S has
decidable equality, =dec, this can be defined as

option𝑠 𝑋 𝑡 :≡ if (𝑠 =dec 𝑡) then (𝑋 𝑡 + 1) else (𝑋 𝑡) .

However, in order to avoid assuming decidable equality for
S we do the above trick where we form a coproduct of 1 over
the type of proofs that 𝑠 = 𝑡 (i. e., we form a subsingleton).
For this coproduct to exist, e. g., in the category of sets, it
would suffice to assume that S is a (small) 1-type so that 𝑠 = 𝑡

is a (small) set. However, this would make option𝑠 𝑋 𝑡 add
as many variables as there are proofs of 𝑠 = 𝑡 , which is not
what we intend with the definition.

Definition 2.5 (option_list). Given a non-empty list of sorts
ℓ ≡ [𝑠1, . . . , 𝑠𝑛], we define option ℓ : CS → CS as

option ℓ :≡ option𝑠1 · (option𝑠2 · . . .) .

For an empty list, we define option [] :≡ Id.

Definition 2.6 (projSortToC). For any 𝑠 : S we have a pro-
jection functor pr𝑠 : C

S → C defined as:

pr𝑠 𝑋 :≡ 𝑋 𝑠 .

Definition 2.7 (hat_functor). For any 𝑠 : S we have a left
adjoint2 to pr𝑠 , written 𝑠 : C → CS, defined as

𝑠 𝑋 𝑡 :≡
∐

(𝑠=𝑡 )

𝑋 .

2The fact that these functors are adjoint is proved in Lemma 3.5.

Remark 2.8. Once again we use the łcoproduct-trickž to
avoid assuming decidable equality on S. If we had decidable
equality then 𝑠 could be defined as

𝑠 𝑋 𝑡 :≡ if (𝑠 =dec 𝑡) then𝑋 else 0 ,

where 0 is the initial object in C (which exists since C has
set-indexed coproducts).

We can now define the functor 𝐻 in multiple steps. Given
𝑎 = (ℓ, 𝑠) : list(S) × S specifying the sorts of bound variables
and type of an argument to some constructor we first define
the object part of a functor 𝐹𝑎 : [CS, CS] → [CS, C] as

𝐹𝑎 𝑋 :≡ pr𝑠 · 𝑋 · option ℓ .

That is, 𝐹𝑎 itself is the composition of łprecomposition
with option ℓž and łpostcomposition with pr𝑠ž. Note that 𝐹

𝑎

is not an endofunctor on a category of endofunctors. This
will make it necessary, in the next section, to give a general
notion of signature with strength to be able to analyze 𝐹𝑎 .
Given an arity ( ®𝑎, 𝑡) with 𝑡 : S and ®𝑎 = [𝑎1, . . . , 𝑎𝑚] with

each 𝑎𝑖 = (ℓ, 𝑠) as above, we define the object part of an
endofunctor 𝐹 ( ®𝑎,𝑡 ) on [CS, CS] as

𝐹 ( ®𝑎,𝑡 ) 𝑋 :≡ 𝑡 · (𝐹𝑎1 𝑋 × . . . × 𝐹𝑎𝑚 𝑋 ) .

More formally, 𝐹 ( ®𝑎,𝑡 ) is obtained by first forming the point-
wise product of 𝐹𝑎1 , . . . , 𝐹𝑎𝑚 and then by composing with
łpostcomposition with 𝑡ž. In the case when ®𝑎 is empty, we
compose 𝑡 · with the functor that constantly outputs 1.

Combining all of this we get the definition of 𝐻 :

Definition 2.9 (MultiSortedSigToFunctor). Given a multi-
sorted binding signature (𝐼 , ar), its associated signature func-
tor𝐻 : [CS, CS] → [CS, CS] is given by the following (point-
wise) coproduct:

𝐻 𝑋 :≡
∐

𝑖 : 𝐼

𝐹 ar(𝑖) (𝑋 ) .

Note that the above coproduct exists as 𝐼 is assumed to be
a set in Definition 2.1.

Example 2.10 (app_source, lam_source). We apply the gen-
eral construction and obtain a functor which is the coproduct
of two families of functors, app and lam, indexed by 𝑠, 𝑡 : S.
These functors are defined pointwise at 𝑋 : [CS, CS] as:

app 𝑋 :≡ 𝑡 · ((pr𝑠⇒𝑡 · 𝑋 ) × (pr𝑠 · 𝑋 )) ,

lam 𝑋 :≡ �𝑠 ⇒ 𝑡 · (pr𝑡 · 𝑋 · option𝑠 ) .

To obtain exactly these functors in the formalization, spe-
cial care is needed in 𝐹 ( ®𝑎,𝑡 ) to avoid taking the product with
the constant functor. These details make it a little less direct
to formalize the strength laws and the proof of 𝜔-cocontinu-
ity; we refer the interested reader to the formalization.

Remark 2.11. There are operations for taking the disjoint
sum of signatures, on both multi-sorted binding signatures
and signatures with strength. They can be used to assemble
complicated signatures from simpler ones, as we do in the
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𝑇
𝜂 ·𝑇

//

1𝑇

  

𝑇 ·𝑇

j

��

(𝐻 𝑇 ) ·𝑇
𝜏 ·𝑇

oo

𝜃𝑇��

𝐻 (𝑇 ·𝑇 )
𝐻 j
��

𝑇 𝐻 𝑇
𝜏

oo

Figure 1. bracket_property_parts_identity_nicer

example of PCF in Example 3.9. The translation of signatures
presented here preserves these sums.

2.3 Extending the Signature Functor for Substitution

Since variables play a role that is different from all other term
constructors when it comes to substitution, the endofunctor
𝐻 is not supposed to comprise the inclusion of variables
into the terms. The łvariable casež is added explicitly to 𝐻 ,
by considering the endofunctor Id + 𝐻 on [CS, CS]. Here
Id is the functor that is constantly Id. So on objects, Id + 𝐻

associates with 𝑋 : [CS, CS] the endofunctor Id+𝐻 𝑋 on CS.
Accordingly, an (Id+𝐻 )-algebra consists of𝑇 : [CS, CS] and
𝛼 : Id +𝐻 𝑇 → 𝑇 . It is convenient to present 𝛼 (uniquely) as
[𝜂, 𝜏] with 𝜂 : Id → 𝑇 and 𝜏 : 𝐻 𝑇 → 𝑇 .3

We will express substitution in the style of a monad in
monoid form, thus with the aforementioned 𝑇 and 𝜂, and
moreover a natural transformation j : 𝑇 · 𝑇 → 𝑇 that is
typically called 𝜇 in the literature. We use the triple format
since we want to base our implementation on that of [13]
which in turn relies on the development of [46] that uses
monoid style monads.
In the following definition, we do not care about all the

monad laws, but about the specification of the behavior of j
(in other words, the łfunctional propertiesž that characterize
it). Crucially, we address the desideratum that substitution
is łhomomorphicž on the domain-specific constructorsÐas
specified by the multi-sorted binding signature. The next
definition is in the spirit of [46], but isolates more clearly
what is needed to specify the properties of substitution itself.

Definition 2.12 (heterogeneous_substitution). Given 𝐻 as
specified above, a heterogeneous substitution consists of
an (Id + 𝐻 )-algebra (𝑇, 𝜂, 𝜏) and a natural transformation

𝜃 : (𝐻−) ·𝑇 .−→ 𝐻 (− ·𝑇 ) : [CS, CS] → [CS, CS]

between functors of the same type as 𝐻 , such that there is
a unique [CS, CS]-morphism j : 𝑇 · 𝑇 .−→ 𝑇 making the
diagram in Fig. 1 commute.

Notice that the functor 𝑇 in the upper left corner of Fig. 1
is equal to Id ·𝑇 , in a way which makes the type of arrows
out of both convertible, and this allows to type-check 𝜂 ·𝑇 .
We recognize, in the triangle part of the diagram, one of

the monad lawsÐthe law saying, intuitively, that substitution
for variables is done by look-up. The rectangle part is the

3Note that we are not assuming that (𝑇, 𝛼) is an initial (Id +𝐻 )-algebra.
The construction of initial (Id +𝐻 )-algebras is considered in Section 3.

𝑇
𝑇 ·𝜂

//

1𝑇
$$

𝑇 ·𝑇

j

��

𝑇 ·𝑇 ·𝑇
𝑇 ·j

oo

j·𝑇

��

𝑇 𝑇 ·𝑇
j

oo

Figure 2. Second and third part of Monad_laws_pointfree

specification of łhomomorphicž behavior of j on the other
term constructors, as instructed by 𝜃 . The natural transfor-
mation 𝜃 is only used with parameter𝑇 , but enters fully into
the later theorems on unique existence of j when (𝑇, 𝜂, 𝜏) is
an initial algebra. The notion is not limited to initial alge-
bras ([46] develops the theory for non-wellfounded syntax
as well), but we will only use it for those. We do not claim
that this data suffices to obtain the other monad laws that
are shown in Fig. 2. Note that the functor 𝑇 in the upper
left corner is equal to 𝑇 · Id, again in a way which allows to
type-check 𝑇 · 𝜂. Likewise, we use associativity of functor
composition in the upper right corner that holds in a way
that allows to type-check the two arrows out of it, for both
possible associations of the expression. If the monad laws
are satisfied, the usual name for j is łjoinž.

2.4 Adding Strength to Ensure the Monad Laws

As mentioned above, the unique existence of j according
to Definition 2.12 will not suffice to guarantee that (𝑇, 𝜂, j)
becomes a monad. In this section, we take three simple steps
to ensure that our signature functor𝐻 does generate amonad.
The second and third step are intertwined, and are discussed
together.

2.4.1 Generalizing the Type of 𝜃 . Firstly, more natu-
ral transformations have to be uniquely determined by a
generalization of Fig. 1 which depends on a version of 𝜃
with two arguments. Given a signature functor 𝐻 as be-
fore, we will call prestrength for 𝐻 any natural transfor-
mation 𝜃 : (𝐻−) · 𝑈∼ → 𝐻 (− · 𝑈∼) between bifunctors
[CS, CS] × Ptd(CS) → [CS, CS], with the category Ptd(CS)
of pointed endofunctors over CS and its forgetful functor
𝑈 : Ptd(CS) → [CS, CS]. This notion of prestrength will
be an instance of the less constrained Definition 2.14 be-
low. In the situation of Definition 2.12, we have the pointed
endofunctor (𝑇, 𝜂), and if we fix the second argument (sym-
bolized by ∼) of a prestrength 𝜃 to (𝑇, 𝜂), we get (by virtue of
𝑈 (𝑇, 𝜂) ≡ 𝑇 ) a natural transformation of the type required
in that definition.

Definition 2.13 (hss). Given 𝐻 as before and a prestrength
𝜃 for 𝐻 , an (Id + 𝐻 )-algebra (𝑇, 𝜂, 𝜏) is a heterogeneous

substitution system (HSS) for (𝐻, 𝜃 ), if, for every Ptd(CS)-
morphism 𝑓 : (𝑍, 𝑒) → (𝑇, 𝜂), there exists a unique [CS, CS]-
morphism ℎ : 𝑇 · 𝑍 → 𝑇 making the diagram in Fig. 3
commute. This morphism is denoted L𝑓 M.

312

https://unimath.github.io/doc/UniMath/c26d11b/UniMath.SubstitutionSystems.SubstitutionSystems.html#bracket_property_parts_identity_nicer
https://unimath.github.io/doc/UniMath/c26d11b/UniMath.SubstitutionSystems.SubstitutionSystems.html#heterogeneous_substitution
https://unimath.github.io/doc/UniMath/c26d11b/UniMath.CategoryTheory.Monads.Monads.html#Monad_laws_pointfree
https://unimath.github.io/doc/UniMath/c26d11b/UniMath.SubstitutionSystems.SubstitutionSystems.html#hss


Implementing a Category-Theoretic Framework for Typed Abstract Syntax CPP ’22, January 17ś18, 2022, Philadelphia, PA, USA

𝑍
𝜂 ·𝑍

//

𝑈 𝑓

  

𝑇 · 𝑍

ℎ

��

(𝐻𝑇 ) · 𝑍
𝜏 ·𝑍

oo

𝜃𝑇 ,(𝑍,𝑒 )��

𝐻 (𝑇 · 𝑍 )

𝐻ℎ
��

𝑇 𝐻𝑇
𝜏

oo

Figure 3. bracket_property_parts

Given our previous remark on fixing the second argument
of 𝜃 to (𝑇, 𝜂), the uniquely existing j of a heterogeneous sub-
stitution is the special case with 𝑓 :≡ id(𝑇,𝜂) (i. e., the identity
natural transformation). Analogously to Definition 2.12, the
first argument of 𝜃 is always set to 𝑇 in this diagram, but
needs to vary when proving that one obtains an HSS when
(𝑇, 𝜂, 𝜏) is an initial algebra.

2.4.2 Widening the Type of 𝐻 and Adding Strength

Laws to 𝜃 . Secondly, after this first step, we will still not
be able to ensure the monad laws for the obtained (𝑇, 𝜂, j)
through an HSS. We are lacking laws for 𝜃 concerning its
dependency on its second argument. However, there is a third
concern of a more practical nature: if we take the first step,
we have to define a prestrength 𝜃 for the signature functor
𝐻 generated in Section 2.2 along the structure of the given
multi-sorted binding signature. As already mentioned there,
the functor 𝐹𝑎 : [CS, CS] → [CS, C], which is a building
block of that construction of 𝐻 , does not have the same type
as 𝐻 , and it is not even an endofunctor. So, if we are to
develop a library of functors with prestrength, we need to
widen the notion so as to cover those situation with łvarying
typesž as well. We will then be able to construct prestrengths
for all building blocks of the signature functor 𝐻 . In parallel,
we can propagate suitable laws for them so that the laws
governing the prestrength for 𝐻 ensure that an HSS for it
will satisfy the monad laws (see Lemma 2.16 below).

Definition 2.14 (PrestrengthForSignature). For categories
C, D, D ′ and a functor 𝐻 : [C,D ′] → [C,D], a pre-

strength for 𝐻 is a natural transformation

𝜃 : (𝐻−) ·𝑈∼ → 𝐻 (− ·𝑈∼)

between bifunctors [C,D ′] × Ptd(C) → [C,D].

Definition 2.15 (StrengthForSignature). Let a prestrength
𝜃 be given for a functor 𝐻 as specified above. It is called a
strength for 𝐻 if it is łhomomorphicž in the second argu-
ment ∼, in the following sense. The source and target bifunc-
tors applied to a pair of objects (𝑋, (𝑍, 𝑒)) with 𝑋 : [C,D ′]
and (𝑍, 𝑒) : Ptd(C) (𝑋 for the argument symbolized by −
and (𝑍, 𝑒) for the argument symbolized by ∼) yield 𝐻𝑋 · 𝑍
and 𝐻 (𝑋 · 𝑍 ), thus 𝜃𝑋,(𝑍,𝑒) : 𝐻𝑋 · 𝑍 → 𝐻 (𝑋 · 𝑍 ) in [C,D].
Being łhomomorphicž of 𝜃 in the second argument for us
means satisfying the equations4 𝜃𝑋,id = id𝐻𝑋 and

𝜃𝑋,(𝑍 ′ ·𝑍,𝑒′ ·𝑒) = 𝐻 (𝛼−1
𝑋,𝑍 ′,𝑍 ) ◦ 𝜃𝑋 ·𝑍 ′,(𝑍,𝑒) ◦ (𝜃𝑋,(𝑍 ′,𝑒′) · 𝑍 ) ,

4See theta_Strength1_int_nicer and theta_Strength2_int_nicest.

𝐻𝑋 · 𝑍 ′ · 𝑍
𝜃𝑋,(𝑍 ′·𝑍,𝑒′·𝑒 )

//

𝜃𝑋,(𝑍 ′,𝑒′) ·𝑍

��

𝐻 (𝑋 · (𝑍 ′ · 𝑍 ))

𝐻 (𝑋 · 𝑍 ′) · 𝑍
𝜃𝑋 ·𝑍 ′,(𝑍,𝑒 )

// 𝐻 ((𝑋 · 𝑍 ′) · 𝑍 )

𝐻 (𝛼−1
𝑋,𝑍 ′,𝑍

)

OO

Figure 4. Second strength law for signatures

where 𝛼𝑋,𝑌,𝑍 : 𝑋 · (𝑌 · 𝑍 ) ≃ (𝑋 ·𝑌 ) · 𝑍 is the associator. The
equation is illustrated by the diagram in Fig. 4. When 𝜃 is
a strength for 𝐻 , the pair (𝐻, 𝜃 ) is called a signature with

strength.

Analogously to Fig. 2, the upper left corner can be associ-
ated either way for the type-checking of arrows out of it. On
the right-hand side, we cannot escape using the łmonoidal
isomorphismž 𝛼 witnessing associativity since the applica-
tion of𝐻 breaks the convertibility of the types of arrows into
𝐻 (𝑋 · (𝑍 ′ · 𝑍 )) and 𝐻 ((𝑋 · 𝑍 ′) · 𝑍 ). Since 𝑋 is not assumed
to be an endomorphism, we use the notion of łmonoidal
isomorphismž by analogy only. Mathematically, the arrow to
the right is just the identity. Approximatively, the diagram ex-
presses that 𝜃 with a composition in the second argument is
the composition of instances of 𝜃 for each of the composites
in the second argument. This looks like a homomorphism
of monoids, with Ptd(C) equipped with the identity and the
associative operation of composition, and the first equation
yields an identity, but the second equation varies also the
first argument to 𝜃 . In Section 4 we shed more light on this
notion and in which sense this is łhomomorphicž.
In the case where D and D ′ are just C, all functor com-

positions take place in [C, C], and we precisely get back
the strength concept of [46], with the formalization-dictated
addition of the monoidal isomorphism that is part of the
formulation of [12]. In the formalization, we follow [12] and
have all monoidal isomorphisms explicit. A contribution of
the present paper is the identification of the łwideningž of
the concept to three possibly different parameter categories
C, D and D ′, as dictated by the necessity of a modular def-
inition of the strength for the signature functor generated
by a multi-sorted binding signature. This formal widening is
a conceptual step, but its implementation was direct on the
basis of the formalization provided by [12]. Basically, all the
proofs worked without changes other than the adaptation
to the widening of the statement. Such a łrefactoringž step
is thus painless given a full formalization.
It does not seem meaningful for us to form fixed points

with signatures with strength, unless the three parameter
categories are identical: the prominent role of pointed endo-
functors on C in the laws makes them unapplicable for the
analysis of other functors that might arise as fixed points.
So, otherwise, we consider those 𝐻 and their strength only
as building blocks.
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As the notion of strength for𝐻 appearing in the definition
of HSS is unaltered, we can simply use [46, Theorem 10],
formalized as [12, Theorem 26] that now reads as:

Lemma 2.16 (Monad_from_hss). Let C be a category with
binary coproducts, and let 𝐻 be an endofunctor on [C, C] and
let 𝜃 be such that (𝐻, 𝜃 ) is a signature with strength. If an
(Id + 𝐻 )-algebra (𝑇, [𝜂, 𝜏]) is an HSS, then the definition

join :≡ L1(𝑇,𝜂)M : 𝑇 ·𝑇 → 𝑇

yields a monad (𝑇, 𝜂, join) in monoid form.

In order to construct the strength from the building blocks
of the generated signature functor 𝐻 in Section 2.2, we will
also use the concept of pointed distributive law from [13,
Definition 10]. We avoid monoidal isomorphisms and give
the following definition.

Definition 2.17 (DistributiveLaw). Given 𝐺 : [C, C] for a
category C, a pointed distributive law is a natural trans-
formation 𝛿 : 𝐺 ·𝑈∼ → 𝑈∼ ·𝐺 of functors Ptd(C) → [C, C]
such that 𝛿Id = id𝐺 and 𝛿 (𝑍 ′ ·𝑍,𝑒′ ·𝑒) = 𝑍 ′ · 𝛿 (𝑍,𝑒) ◦ 𝛿 (𝑍 ′,𝑒′) · 𝑍 .5

We now sketch the construction of the strength for the
obtained signature functor. For option𝑠 , construct a pointed
distributive law, compose those distributive laws to obtain
one for option ℓ and then generate the strength for precom-
position with option ℓ . Pointwise post-composition with a
fixed functor (here with pr𝑡 ) generically allows us to con-
struct a strength from the given one, which is good for 𝐹𝑎 .
This is a strength in the wide sense introduced in this paper.

The product of finitely many such 𝐹𝑎𝑖 can be treated eas-
ily by using the corresponding construction of strengths for
binary products iteratively. Let us mention the following im-
plementation detail: the constructed signature with strength
ought to have, as first component, the product of those 𝐹𝑎𝑖

w. r. t. convertibility and not just provably. For one construc-
tion step, there is no concern, but this has to hold even for
the iteration process, so the definitions have to go through
the structure twice (as seen in Sig_exp_functor_list).
The strength construction for 𝐹 ( ®𝑎,𝑡 ) is then dealt with by

another instance of the strength construction for pointwise
postcompositionwith a fixed functor, this time 𝑡 . Canonically,
the strength carries over to coproducts and thus to the 𝐻
associated to a multi-sorted binding signature.
Following the steps described above, we construct a sig-

nature with strength from the given multi-sorted binding
signature. We have thus a full specification: starting from
a multi-sorted binding signature, we construct a signature
with strength. The only remaining task is to construct an
(Id +𝐻 )-algebra representing terms that is, in particular, an
HSS. This then provides us with j as monad multiplication
and thus a certified monadic substitution operation.

5The second equation is delta_law2_nicer.

3 From Multi-Sorted Binding Signatures to
Certified Substitution

Having constructed the signature with strength (𝐻, 𝜃 ) from
a multi-sorted binding signature, we are now ready to con-
struct the monadic substitution operation. The key theorem
for this is:

Theorem 3.1 (TermMonad). Let (𝐻, 𝜃 ) be a signature with
strength, where𝐻 : [C, C] → [C, C] is𝜔-cocontinuous and C
has binary coproducts, an initial object, and colimits of chains.
Then the initial (Id + 𝐻 )-algebra exists and is equipped with
a monad structure.

The constructions in the proof of this theorem were given
by [13] and go via the heterogeneous substitution systems of
Lemma 2.16. For the purposes of the present paper we treat
Theorem 3.1 as a black box, but stating it this way makes
it applicable to any abstract signature (𝐻, 𝜃 ) satisfying the
assumptions. This way the result is decoupled from a specific
notion of concrete signature and applies both to the binding
signatures of [13] and those in Section 2.1. It should also
apply to other languages which are not instances of these
notions of signatures. An example is the 𝜆-calculus with
explicit flattening as in Matthes and Uustalu [46], but 𝜔-co-
continuity of this has not yet been addressed properly and
is left as an open question. We now turn our attention to
proving that 𝐻 , as defined in Section 2.2, is 𝜔-cocontinuous.

3.1 Proving 𝜔-Cocontinuity of the Signature Functor

We start off by recalling the definition of 𝜔-cocontinuity in
UniMath. Colimits are parametrized by diagrams over graphs,
as suggested by Mac Lane [43, p. 71]. A functor 𝐹 : C → D
preserves colimits of shape 𝐺 if, for any diagram 𝑑 of shape
𝐺 in C, and any cocone 𝑎 under 𝑑 with tip 𝐶 , the cocone 𝐹 𝑎
is colimiting for 𝐹 𝑑 whenever 𝑎 is colimiting for 𝑑 .

A functor is called 𝜔-cocontinuous (is_omega_cocont) if it
preserves colimits of diagrams of the shape

𝐴0
𝑓0

// 𝐴1
𝑓1

// 𝐴2
𝑓2

// . . .

that is, diagrams on the graph where objects are natural
numbers and where there is a unique arrow from𝑚 to 𝑛 if
and only if 1 +𝑚 = 𝑛. We refer to diagrams of this shape as
chains. Actually, in UniMath, the type of arrows from𝑚 to 𝑛
is defined to be the type of proofs that 1 +𝑚 = 𝑛, exploiting
that the type of natural numbers is a set.

In order to prove that the signature functor𝐻 of Section 2.2
satisfies is omega cocont we will apply lemmas that decom-
pose the goal into smaller pieces. In particular, the proof will
boil down to proving that łpostcomposition with pr𝑠ž and
łpostcomposition with 𝑡ž are𝜔-cocontinuous. Along the way
we identify sufficient conditions on C.

The general form of the following lemmas were added to
UniMath by [13]. For simplicity we only recall them in the
form that we need them in this paper:
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Lemma 3.2 (Examples of 𝜔-cocontinuous functors).

1. Any constant functor 𝑑 : C → D is 𝜔-cocontinuous
(is_omega_cocont_constant_functor).

2. The composition of 𝜔-cocontinuous functors is again
𝜔-cocontinuous (is_omega_cocont_functor_composite).

3. Let C andD be categories with specified binary products
and further assume that 𝑑 × − is 𝜔-cocontinuous for all
𝑑 : D0. The binary product, 𝐹 ×𝐺 : C → D, of 𝜔-co-
continuous functors 𝐹,𝐺 : C → D is 𝜔-cocontinuous
(is_omega_cocont_BinProduct_of_functors).

4. Let C be a category and D a category with specified
coproducts. Given an 𝐼 -indexed family of functors 𝐹𝑖 :
C → D the coproduct

∐
𝑖:𝐼 𝐹𝑖 : C → D is 𝜔-cocontin-

uous (is_omega_cocont_coproduct_of_functors).
5. Let C have colimits of chains and let 𝐹 : A → B

be a functor, then the functor łprecomposition with 𝐹 ž,
· 𝐹 : [B, C] → [A, C], is 𝜔-cocontinuous (is_omega_

cocont_pre_composition_functor).

By using point 4 we can decompose 𝜔-cocontinuity of 𝐻
to showing that each 𝐹 ( ®𝑎,𝑡 ) is 𝜔-cocontinuous. By point 2
and repeated application of 3 we now need to show that 𝑡 ·
and 𝐹𝑎𝑖 are 𝜔-cocontinuous. Point 1 is used to handle the
case when ®𝑎 is empty. By points 2 and 5 the fact that each
𝐹𝑎𝑖 is 𝜔-cocontinuous is reduced to 𝜔-cocontinuity of pr𝑠 · .

As limits and colimits are computed pointwise in the func-
tor category [CS, CS] we see that the assumptions on C for
making the above argument go through is that C has speci-
fied binary products, coproducts, colimits of chains, and that
𝐹 × − is 𝜔-cocontinuous for all 𝐹 : [CS, C].

The important facts that are not yet covered by the above
argument are the 𝜔-cocontinuity of pr𝑡 · and 𝑡 · . The key
for proving these is:

Lemma 3.3 (left_adjoint_cocont). If 𝐹 : C → D is a left
adjoint then it preserves colimits.

This classic result in category theory could also be found
in UniMath and it implies that any left adjoint functor is𝜔-co-
continuous. However, UniMath did not provide any lemmas
about the 𝜔-cocontinuity of postcomposition with various
functors. We hence formalized the following lemma:

Lemma 3.4 (is_left_adjoint_post_composition_functor). If
𝐹 : A → B is a left adjoint then 𝐹 · : [C,A] → [C,B] is a
left adjoint.

Hence, if 𝐹 is a left adjoint, then 𝐹 · is 𝜔-cocontinuous
(is_omega_cocont_post_composition_functor). As remarked
without proof in Section 2.2, the functor 𝑡 is left adjoint to
pr𝑡 , so 𝑡 · is 𝜔-cocontinuous. We will now establish this
adjunction as well as the fact that pr𝑡 also has a right adjoint,
which implies that pr𝑡 · is 𝜔-cocontinuous.

In order to provide some intuition for the below proof, note
that pr𝑡 has a more abstract description. If we write 𝑡 also for
the map 1 → S picking out the sort 𝑡 , then łprecomposition

with 𝑡ž is a functor · 𝑡 : CS → C1. It is easy to see that
this is isomorphic to pr𝑡 , so if we assume that C has suitable
(co)limits then it will have both left and right adjoints given
by Kan extension. This abstract argument indicates that we
should indeed be able to establish that pr𝑡 has both left and
right adjoints given that C has suitable (co)limits. However,
we can characterize these much more concretely as follows:

Lemma 3.5 (is_left_adjoint_hat). Let C be a category with
specified set-indexed coproducts. The functor pr𝑡 has a left

adjoint 𝑡 : C → CS defined as

𝑡 𝑋 𝑠 :≡
∐

(𝑡=𝑠)

𝑋 .

Lemma 3.6 (is_left_adjoint_projSortToC). Let C be a cate-
gory with specified products. The functor pr𝑡 has a right adjoint

𝑡 : C → CS defined as

𝑡 𝐴 𝑠 :≡
∏

(𝑡=𝑠)

𝐴 .

The reason we require the coproducts to be set-indexed
is that this is needed for the existence of 𝐻 (recall that 𝐼 is
assumed to be a set). For Lemma 3.6 it would have sufficed
to assume existence of proposition-indexed products, how-
ever, the stronger assumption of arbitrary (small) products
is usually not a problem as the existence of such products in
concrete categories typically does not depend on the homo-
topy level of the indexing type. For instance, Set has products
indexed by arbitrary (small) types, but only set-indexed co-
products. Combining all of this we get:

Theorem 3.7 (omega_cocont_MultiSortedSigToSig). Given
a category C with chosen products, set-indexed coproducts,
colimits of chains, such that 𝐹 ×− is 𝜔-cocontinuous for all 𝐹 :
[CS, C], then the signature functor 𝐻 associated to a binding
signature is 𝜔-cocontinuous.

In the formalization we provide a slightly different inter-
face to the construction than the one of Theorem 3.7. In
particular, we assume that C has chosen terminal and initial
objects as well as binary (co)products. The reason for this
is that, even though these assumption follow from the as-
sumptions of the theorem, one can often give more direct
constructions of these assumptions in concrete categories.

3.2 Instantiating the Framework and Examples

We can now instantiate Theorem 3.7 and then Theorem 3.1
with C = Set. The UniMath library contains proofs that Set
is (co)complete as well as lemmas about (co)limits in functor
categories, so most assumptions are easily satisfied. Proving
that Set has colimits is in fact one of the places where we
profit from working in univalent type theory. This construc-
tion relies on set quotients which are not directly available
in intensional type theory, for details see [13, Section 3.3].
The last assumption of Theorem 3.7 is satisfied if [CS, C] has
exponentials. These are not as easy to compute in functor
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categories as (co)limits, luckily UniMath already has a for-
malization of them when the target category is Set. We can
hence instantiate the framework and obtain some examples.

Example 3.8 (SubstitutionSystems.STLC_alt.v). Assuming
that S is closed under a binary operation⇒: S → S → S, we
have the multi-sorted signature of STLC from Example 2.2.
Applying the construction of Section 2.2 to get 𝐻 as in Ex-
ample 2.10, and providing it, together with its strength 𝜃 ,
to Theorem 3.1, we obtain an initial algebra Λ : [SetS, SetS]
for 𝐻 together with a monadic substitution operation. Given
𝑋,𝑌 : SetS and a morphism 𝑓 : 𝑋 → Λ 𝑌 , the substitution
operation yields a morphism subst 𝑓 : Λ (𝑋 +𝑌 ) → Λ𝑌 . This
is a parallel substitution, replacing all occurrences of 𝑋 in
one go. By instantiating with 1 for 𝑋 we obtain an operation
which just replaces the occurrence of one variable.

The monad laws state that subst is well-behaved and from
them we can derive various standard laws for substitution.
For example, the interchange law for commuting two sub-
stitutions can be derived generically for any monad𝑀 . By
instantiation we then obtain that subst satisfies this law. For
details, see the formal development.

We have also implemented more complex languages, in-
cluding Plotkin’s PCF [50] and the pre-syntax of the Calculus
of Constructions (CoC) à la Streicher [57]. For space restric-
tions we refer to the formalization for details.

Example 3.9 (SubstitutionSystems.PCF_alt.v). PCF is an
extension of STLC with natural number and boolean types,
together with operations on these. Specifying it as a multi-
sorted binding signature is direct and uses the disjoint sum
of signatures to extend the signature of STLC.

Example 3.10 (SubstitutionSystems.CCS_alt.v). In [57] the
CoC is presented as a 2-sorted language with S = {ty, el}
representing the types and terms. The pre-syntax part of this
is a simple multi-sorted binding signature, with binders for
both types and terms. Formalizing it posed no difficulties.

4 Understanding the Notion of Strength

Originally, the aim of the work presented in this paper was to
benefit from our previous construction of a certified monadic
substitution for untyped terms based on 𝜔-cocontinuous
base functors 𝐻 with strength, which is also implemented
in UniMath [13]. The move is to a more complex base cate-
gory to account for multi-sorted terms, the construction of
𝐻 now from a multi-sorted binding signature. But for the
construction of strength of 𝐻 to be modular, we identified
the need for the widening of the strength concept to account
for functors that are not endo. This all worked, in the sense
of providing computer-formalized mathematical structures,
with a certified monadic substitution operation as outcome.
The original strength concept had already been understood
mathematically, in the sense of relating it to more abstract

mathematical notions, by Ahrens and Matthes [12]: they pro-
pose a definition of relative strength [12, Definition 11] that
is spelt out on the level of monoidal categories, but directed
towards the implemented strength. However, the authors
sketched the instantiation very briefly and also mentioned
that this is an instance of a strength concept for actions. The
definition of relative strength just mentioned (łrelativež does
not suggest that we are aiming for relative monads), and also
the use of action strength by Fiore [26], were geared towards
uses with a specific monoidal category, the one canonically
obtained through composition of endomorphisms.

In what follows, we use two other dimensions of UniMath
beyond the library of certified structures: we are formalizing
the meta-theory behind the concepts, in particular, we prove
the claims in [12] as to the link with abstract strength con-
cepts. We also use it as a research tool to obtain new results
on the mathematical justification of the widened strength
notion, here by (i) identifying a bicategorical scenario for
action strength, and by (ii) continuing the investigation into
a łhigher-orderž view of actions as monoidal functors, as put
forward by Janelidze and Kelly [40]. We even mention work
in progress in that spirit that sees action strength itself as a
monoidal functor.

4.1 Action-Based Strength

Action-based strength will be our term for the extra require-
ment on a functor 𝐹 : A → A ′ to be a morphism between
actions of a monoidal category V on A and A ′, respec-
tively.We first present the łpoint-free versionž (param_distr_

pentagon_eq_body) based on the definition of actions found
in [40]. This version has the advantage of asking for very
little to be added to łgeneral category theoryž. However, the
łnaturalž level of generality of its definition is in an arbitrary
bicategory instead of the different functor categories, still
with an ordinary monoidal category as parameter space, and
most of our formal proof development is on that level.
We consider a monoidal category V with tensor prod-

uct ⊗, categories A and A ′ and actions of V on both, ex-
pressed as strong monoidal functors 𝐹 : V → [A,A] and
𝐹 ′ : V → [A ′,A ′] (where the monoidal structure on the
endofunctor categories is given by composition in diagram-
matic order). Let 𝐺 : A → A ′ be a functor and let 𝛿 be a
natural transformation between functors fromV to [A,A ′]
that are defined on objects 𝑣 ofV as 𝐹 ′𝑣 ·𝐺 and 𝐺 · 𝐹𝑣 , re-
spectively. The transformation 𝛿 is a parameterized dis-

tributivity for 𝐺 (but could also be called a strength of 𝐺) if
the diagrams in Fig. 5 commute.
In the diagrams, all nodes are functors from A to A ′,

with 𝐼 the unit of V . The arrows 𝜖 : Id → 𝐹𝐼 and 𝜇𝑣,𝑤 :
𝐹𝑤 · 𝐹𝑣 → 𝐹 (𝑣 ⊗ 𝑤) are the isomorphisms coming from 𝐹

being strong monoidal, and likewise for 𝜖 ′ and 𝜇 ′ relative to
𝐹 ′. Since the vertically arranged morphisms in the pentagon
diagram are isomorphisms, the diagram is essentially a trian-
gle describing 𝛿𝑣⊗𝑤 as a suitable composition of 𝛿𝑣 and 𝛿𝑤 ,
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𝐹 ′𝐼 ·𝐺
𝛿𝐼 // 𝐺 · 𝐹𝐼

𝐺
𝜖′ ·𝐺

hh

𝐺 ·𝜖

66

𝐹 ′(𝑣 ⊗𝑤) ·𝐺
𝛿𝑣⊗𝑤 // 𝐺 · 𝐹 (𝑣 ⊗𝑤)

𝐹 ′𝑤 · 𝐹 ′𝑣 ·𝐺

𝜇′𝑣,𝑤 ·𝐺
OO

𝐹 ′𝑤 ·𝛿𝑣 ))

𝐺 · 𝐹𝑤 · 𝐹𝑣

𝐺 ·𝜇𝑣,𝑤
OO

𝐹 ′𝑤 ·𝐺 · 𝐹𝑣
𝛿𝑤 ·𝐹𝑣

66

Figure 5. param_distr_triangle_eq, param_distr_pentagon_

eq_body

as expected (and in accordance with our notion of strength
in Definition 2.15). Let us remark that (𝐺, 𝛿) cannot be seen
as a monoidal natural transformation from 𝐹 to 𝐹 ′Ðalready
because they need not have the same target categoryÐso
this definition is specific to the interpretation of the strong
monoidal functors 𝐹 and 𝐹 ′ as actions.

While the point-free definition is concise, we rather base
our analysis of strength for signatures on a more concrete
version that is very close to the original definition of Pareigis
[49], coming under the name of C-categories for actions and
C-functors for strong functors between actions. We even for-
malized a transformation of action strengths from the point-
free to the concrete setting (actionbased_strong_functor_
from_alt). The concrete version exploits the equivalence be-
tween the functor categories [A × B, C] and [B, [A, C]]
which is currying / uncurrying (together with swapping A
and B). This equivalence extends to a biadjunction in the
bicategory of (small) categories (currying_biajd).

Definition 4.1 (action). An action of the given monoidal
categoryV (as above) is a functor ⊙ : A × C → A (instead
of its curried version 𝐹 : C → [A,A]) that is written infix,
together with natural isomorphisms 𝜚 , with components
𝜚𝑎 : 𝑎 ⊙ 𝐼 → 𝑎 (right unitor of the action), and 𝜒 , with
components 𝜒𝑎,𝑣,𝑤 : (𝑎 ⊙ 𝑣) ⊙𝑤 → 𝑎 ⊙ (𝑣 ⊗𝑤) (convertor of
the action), that make the diagrams in Fig. 6 commute (with
𝜆 and 𝛼 the left unitor and associator of V , respectively).

Definition 4.2 (actionbased_strength). LetV be a mono-
idal category, and let ⊙ and ⊙′ be𝑉 -actions on categoriesA,
A ′, with 𝜚 , 𝜚 ′, 𝜒 , 𝜒 ′ the right unitors and convertors of the
actions, respectively. Let𝐺 : A → A ′ be a functor. A natural
transformation 𝜁 , with components 𝜁𝑎,𝑣 : 𝐺𝑎⊙′𝑣 → 𝐺 (𝑎⊙𝑣)
is an action-based strength for 𝐺 if the diagrams in Fig. 7
commute. The pair (𝐺, 𝜁 ) is then called a strong action-

based functor from ⊙ to ⊙′.

Notice that [49] required 𝜁 to be a natural isomorphism,
which would make our application to multi-sorted binding
signatures impossible (also Fiore [26] worked without the
requirement of isomorphism). Already in [49], there is a

(𝑎 ⊙ 𝐼 ) ⊙ 𝑣
𝜒𝑎,𝐼 ,𝑣

//

𝜚𝑎⊙1𝑣 ))

𝑎 ⊙ (𝐼 ⊗ 𝑣)

1𝑎⊙𝜆𝑣uu
𝑎 ⊙ 𝑣

(𝑎 ⊙ 𝑢) ⊙ (𝑣 ⊗𝑤)
𝜒𝑎,𝑢,𝑣⊗𝑤

// 𝑎 ⊙ (𝑢 ⊗ (𝑣 ⊗𝑤))

((𝑎 ⊙ 𝑢) ⊙ 𝑣) ⊙𝑤

𝜒𝑎⊙𝑢,𝑣,𝑤

OO

𝜒𝑎,𝑢,𝑣 ⊙1𝑤
''

𝑎 ⊙ ((𝑢 ⊗ 𝑣) ⊗𝑤)

1𝑎⊙𝛼𝑢,𝑣,𝑤

OO

(𝑎 ⊙ (𝑢 ⊗ 𝑣)) ⊙𝑤

𝜒𝑎,𝑢⊗𝑣,𝑤

77

Figure 6. action_triangle_eq, action_pentagon_eq

𝐺𝑎 ⊙′ 𝐼
𝜁𝑎,𝐼

//

𝜚 ′
𝐺𝑎 ((

𝐺 (𝑎 ⊙ 𝐼 )

𝐺𝜚𝑎uu
𝐺𝑎

𝐺𝑎 ⊙′ (𝑣 ⊗𝑤)
𝜁𝑎,𝑣⊗𝑤

// 𝐺 (𝑎 ⊙ (𝑣 ⊗𝑤))

(𝐺𝑎 ⊙′ 𝑣) ⊙′𝑤

𝜒′
𝐺𝑎,𝑣,𝑤

OO

𝜁𝑎,𝑣 ⊙
′1𝑤 &&

𝐺 ((𝑎 ⊙ 𝑣) ⊙𝑤)

𝐺𝜒𝑎,𝑣,𝑤

OO

𝐺 (𝑎 ⊙ 𝑣) ⊙′𝑤

𝜁𝑎⊙𝑣,𝑤

88

Figure 7. actionbased_strength_triangle_eq, actionbased_
strength_pentagon_eq (correspond to those of Fig. 5)

notion of morphism between strong action-based functors,
under the name C-morphism. With our notations:

Definition 4.3 (Natural transformation of strong action-ba-
sed functors). Given the data in the preceding definition and
a further functor 𝐺 ′ : A → A ′ with action-based strength
𝜁 ′, a natural transformation 𝜂 : 𝐺 → 𝐺 ′ is an action-based

natural transformation if the diagram

𝐺𝑎 ⊙′ 𝑣
𝜁𝑎,𝑣

//

𝜂𝑎⊙
′1𝑣 ��

𝐺 (𝑎 ⊙ 𝑣)
𝜂𝑎⊙𝑣
��

𝐺 ′𝑎 ⊙′ 𝑣
𝜁 ′𝑎,𝑣

// 𝐺 ′(𝑎 ⊙ 𝑣)

(1)

commutes (Strong_Functor_Category_mor_diagram).

For a fixedmonoidal categoryV , categoriesA andA ′ and
actions ⊙ and ⊙′ of V on A and A ′, we define the łaction-
based strong functor categoryž with the strong action-based
functors from ⊙ to ⊙′ as objects and the action-based nat-
ural transformations between those objects as morphisms.
This is comfortably done in UniMath by exploiting the con-
cept of displayed category introduced by Ahrens and Lums-
daine [11], meaning that only the extra data and constraints
with respect to the underlying functor category [A,A ′]
have to be given. This leads to a displayed category (Strong_
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Functor_category_displayed), from which the sought cate-
gory is obtained generically as the łtotalž category (Strong_
Functor_category). In this case, a formalized form of the
łstructure identity principlež [60, Section 9.8] allows us to
prove in a straightforward and modular way that the cat-
egory thus obtained is univalent when the target category
A ′ is (is_univalent_Strong_Functor_category). For this to
be applicable, it is crucial that the notion of action-based
natural transformation does not come with supplementary
data, just with a property (i. e., a proposition) to be satisfied.
This makes it especially rewarding to use the framework of
displayed bicategories by Ahrens et al. [6] (as implemented
in Bicategories.DisplayedBicats.DispBicat.v) to construct
the bicategory of actions, strong action-based functors and
action-based natural transformations (for a given monoidal
categoryV) as displayed over the bicategory of (small) cate-
gories (actions_disp_bicat) (from which the library immedi-
ately derives an łordinaryž bicategory (actions_bicat)). Also
notice that the diagram in Eq. (1) is symmetric in the sense
that if 𝜂 is an isomorphism, its inverse satisfies it again (with
(𝐺, 𝜁 ) and (𝐺 ′, 𝜁 ′) exchanged). In other words, the obtained
displayed bicategory is locally a groupoid (actions_disp_
locally_groupoid). We are not aware of such an observation
in the literature.

4.2 Signature Strength as Action-Based Strength

In the interest of securing the meta-theory as well, we for-
malize relative strength of [12, Definition 11] (rel_strength)
and formally confirm the claims of [12]: (i) The parameters
of action-based strength can be instantiated so that one can
construct transformations from relative strength to instan-
tiated action-based strength (from_relative_strength) and
vice versa (from_actionbased_strength). (ii) For the case of
D = D ′

= C in Definition 2.15, the parameters of relative
strength can be instantiated so that one can construct trans-
formations from strength to instantiated relative strength
(from_signature) and vice versa (signature_from).

The endofunctors, and the pointed endofunctors, over a
category C readily form monoidal categories, and the for-
getful functor 𝑈 that forgets the łpointsž is even a strong
monoidal functor between these monoidal categories (from_

ptd_as_strong_monoidal_functor). It is this𝑈 that is used
in step (ii) above to instantiate the parameter of that name
in relative strength (mentioned already in [12]). However, in
the notion of prestrength, we also have to deal with functors
that are not endos. The notion of action is wide enough to
handle this: the endomorphisms of C act on any functor cate-
gory with source category C, see below. To see the situation
of Definition 2.14 more clearly, we abstract away from the bi-
category of (small) categories with their functors and natural
transformations and assume a bicategory 𝐵. The categories
C, D and D ′ of Definition 2.14 are replaced by objects 𝑐0,
𝑑0, 𝑑 ′

0 of 𝐵. The object 𝑐0 gives rise to a monoidal category
Endo𝐵 (𝑐0) built from the hom-category 𝐵(𝑐0, 𝑐0), i. e., the

endomorphisms of 𝑐0 and their 2-cells. Endo𝐵 (𝑐0) replaces
[C, C] in the inner workings of Definition 2.14, while Ptd(C)
is replaced by an arbitrary monoidal categoryV , and with
an arbitrary strong monoidal𝑈 from V to Endo𝐵 (𝑐0).
Now, for any objects 𝑐0, 𝑑0 of 𝐵, we can define an action

⊙𝑐0,𝑑0 of Endo𝐵 (𝑐0) on the hom-category 𝐵(𝑐0, 𝑑0), which on
objects 𝑓 : 𝑐0 → 𝑑0, 𝑔 : 𝑐0 → 𝑐0 is given by 𝑓 ⊙𝑐0,𝑑0 𝑔 :≡ 𝑓 · 𝑔.
We say that Endo𝐵 (𝑐0) acts by precomposition on 𝐵(𝑐0, 𝑑0)
(together with the right unitor and convertor satisfying the
laws in Fig. 6), formalized as action_from_precomp.

Given a strongmonoidal functor fromV toV ′, any action
ofV ′ can be lifted to an action ofV on the same category
(this generalizes an observation by Fiore [26, p. 59] that the
(obvious) action ofV ′ on itself can be lifted that way), formal-
ized as lifted_action. Thus, we get an action ofV on 𝐵(𝑐0, 𝑑0).
Reusing this action construction for 𝑑 ′

0 in place of 𝑑0 as
well, one can study action-based strength for a given functor
𝐺 : 𝐵(𝑐0, 𝑑 ′

0) → 𝐵(𝑐0, 𝑑0) that replaces 𝐻 of Definition 2.14.
The laws of Fig. 7 can then be instantiated to the present
abstract bicategorical scenario (see the logically equivalent
formalized triangle_eq_nice and pentagon_eq_nice).
Of course, we want to instantiate all of this to the bicate-

gory CAT of (small) categories, formalized as bicat_of_cats.
A small technical problem arises as the forgetful functor
𝑈 from Ptd(C) is not seen by the system as having target
EndoCAT (C). Once this is solved, we identify the equivalence
of this instance of action-based strength with the notion
of strength in Definition 2.15. This equivalence is not only
logical, but extends to an adjoint equivalence of a suitably
formed category of signatures with strength (for given C,
D, D ′) and the instance of the action-based strong func-
tor category mentioned after Definition 4.3, formalized as
EquivalenceSignaturesABStrongFunctors.

4.3 Understanding Strength Itself

In category theory, many concepts can be mutually reduced
to each other, by appropriately chosen instances for the
parameter categories of these concepts. Mac Lane [43] has
many examples already for the most common concepts such
as initial objects, limits and adjunctions. It is a matter of taste
if an action is better łunderstoodž in form of the concrete
Definition 4.1 or as a monoidal functor into endomorphisms,
but the second concept had already been there. For action
strength, one might ask if the extra concept of parameterized
distributivity has some merit over the likewise concrete,
but prior Definition 4.2 (even if the concepts relate through
categorical currying, we consider them as distinct).

The vertical arrows in Fig. 5 are isomorphisms, as are the
legs of the triangle, so one might be tempted to say that the
laws express that 𝛿 is a homomorphism, with 𝛿𝐼 being the
łidentityž, and 𝛿𝑣⊗𝑤 being the łcompositionž of 𝛿𝑣 and 𝛿𝑤 .
However, the nodes in the pentagon diagram depend on the
objects 𝑣 ,𝑤 ofV , and 𝛿 is a natural transformation between
functors into a functor category. Since the parameters run
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through the monoidal category V , the appropriate notion
of homomorphism for 𝛿 is necessarily by way of a monoidal
functor with source V to which 𝛿 closely corresponds.
We exploit that natural transformations can sometimes

be seen as functors and extend this to the representation of
parameterized distributivity as strong monoidal functors.
First, we study the elementary situation in plain cate-

gories, with a precise connection between, on the one hand,
natural transformations of functors into a functor category
and, on the other hand, functors into a specifically crafted
category. More precisely, natural transformations between
𝐻,𝐻 ′ : C → [A,A ′] correspond to functors from C to a
category T (𝐻,𝐻 ′) (trafotarget_cat) that is the total category
of a displayed category over C (trafotarget_disp): an object
łoverž 𝑐 is the pair consisting of 𝑐 and a natural transforma-
tion 𝛼𝑐 : 𝐻 𝑐 → 𝐻 ′ 𝑐Ðhence a morphism of [A,A ′]Ðand a
morphism łoverž 𝑓 : 𝑐 → 𝑐 ′ is a pair consisting of 𝑓 and a
proof that the łnaturality diagramž commutes:

𝐻𝑐
𝛼𝑐

//

𝐻 𝑓
��

𝐻 ′𝑐
𝐻 𝑓 ′
��

𝐻𝑐 ′
𝛼𝑐′

// 𝐻 ′𝑐 ′

(2)

This diagram does not ask for naturality of a transformation
𝛼 : 𝐻 → 𝐻 ′, it is only expressed between the components
𝛼𝑐 and 𝛼𝑐

′
, and this only for morphism 𝑓 : 𝑐 → 𝑐 ′. When

running through all objects and all morphisms of C, the
ingredients added to C in order to obtainT (𝐻,𝐻 ′) constitute
such a natural transformation 𝛼 : 𝐻 → 𝐻 ′.
There is a forgetful functor 𝑈 : T (𝐻,𝐻 ′) → C, and al-

ready from the previous description, it becomes clear that
the natural transformations 𝛼 from 𝐻 to 𝐻 ′ are in bijection
with functors 𝑁 from C to T (𝐻,𝐻 ′) that satisfy𝑈 · 𝑁 = 1C .
This latter identity is between functors, and, if expressed
naïvely, relies on equality of objects in a category. In par-
ticular, the type of such identities is not a proposition. The
way out is to exploit that the target category is obtained
through a displayed category. There is an elementary char-
acterization of functors from a source category into the total
category of a displayed category for which composition with
the forgetful functor agrees with a given functor into the
base of that target category, which in our case is just 1C . The
elementary concept here is the formalization of the notion
of section, in particular section_disp. To show the above-
mentioned correspondence, we thus concretely formalized
a bijection between the natural transformations from 𝐻 to
𝐻 ′ and the sections with respect to C and the displayed
category underlying T (𝐻,𝐻 ′) (nat_trafo_to_section and
section_to_nat_trafo).
It turns out that these observations can be smoothly car-

ried over to an arbitrary bicategory for the elements in
the target, instead of limiting them to functors and natural
transformations. This gives a formalized bijection in form of
nat_trafo_to_section_bicat and section_to_nat_trafo_bicat.

In the situation of parameterized distributivity, we are
lacking the notion of displayed monoidal category and the
suitable section characterization for strong monoidal func-
tors from a given monoidal category into the total category
of the displayed monoidal category whose composition with
the forgetful functor yields a given strong monoidal functor
from the source into the base. We leave the development
of such a notion as an open problem. It is essentially not a
mathematical problem but a formalization challengeÐthis
time with the purpose of avoiding reasoning with equality
between strong monoidal functors. In this paper, we can only
offer one direction of the correspondence: given a parameter-
ized distributivity, we construct a strong monoidal functor
from the monoidal categoryV of parameters into a specially
crafted monoidal category.
We use the general result above and instantiate C with

V and 𝐻 and 𝐻 ′ with the source and target of 𝛿 and add
monoidal structure to T (𝐻,𝐻 ′). Recall that objects of the
category T (𝐻,𝐻 ′) contain natural transformations from A
toA ′ and that morphisms of T (𝐻,𝐻 ′) come with proof obli-
gations for equations between such natural transformations.
This allows us to precisely capture the diagrams of Fig. 5 in
the definition of the objects of T (𝐻,𝐻 ′) that are needed to
turn it into a monoidal category: For the unit, we add to the
unit 𝐼 ofV the natural transformation (𝐺 ·𝜖) ◦ ((𝜖 ′)−1 ·𝐺) to
which 𝛿𝐼 is supposed to be equal. In order to get the tensor
on objects (𝑣, 𝑑𝑣) and (𝑤,𝑑𝑤) of T (𝐻,𝐻 ′), we add to 𝑣 ⊗𝑤

the natural transformation that arises from taking in the
pentagon diagram the path that is meant to correspond to
𝛿𝑣⊗𝑤 , with 𝛿𝑣 and 𝛿𝑤 replaced by 𝑑𝑣 and 𝑑𝑤 , respectively.
This extends to a tensor operation on T (𝐻,𝐻 ′), but not
without effort: we ask for the morphism of T (𝐻,𝐻 ′) that
corresponds to the tensor of two such morphisms, thus we
have to prove an equality between two chains of composi-
tions of natural transformations. And there are more mor-
phisms of T (𝐻,𝐻 ′) asked for in order to get left and right
unitor and the associator. The formalization effort for these
equalities turns out to be incommensurate with their proofs
on paper, the main problem being that there is too much
structure in those łconcretež functors and natural trans-
formations, so that any attempt at simplifying the goals
at hand makes them unreadably convoluted. The way out
is a bicategorical generalization of the problem at hand, ex-
tending the bicategorical generalization of the correspon-
dence for the case of plain categories we mentioned above.
This does not mean that the formalization becomes an easy
task, but there is still an adequation between the pencil-and-
paper proof and the formalization. Moreover, a part of the
proofs has been obtained without a prior pencil-and-paper
proof, which is a major desideratum for the development of
formalized mathematical results. Here, we briefly mention
some of the more important elements of the formalization:
montrafotargetbicat_cat is the target category, which is ex-
tended to a monoidal categorymontrafotargetbicat_moncat,
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where the morphism part of the tensor rests on Lemma
montrafotargetbicat_tensor_comp_aux with a proof of over
200 lines, and six more such lemmas for the unitors and
the associator whose construction in total requires more
than 1kloc. The laws themselves do not need much effort
since the extra data for morphisms in T (𝐻,𝐻 ′) consists
of equalities, hence their equalities are trivial under our
general assumption that the homsets of all categories in
our formalization are sets in the sense of univalent founda-
tions. The main result is the bicategorical generalization of
the translation of parameterized distributivity into strong
monoidal functors smf_from_param_distr_bicat_parts (the
notion of parameterized distributivity is not yet properly
generalized to bicategories), and the main result of this sec-
tion is then the instantiation of the monoidal target cate-
gory montrafotarget_moncat and of the translation itself
smf_from_param_distr. It is in this sense that the strength
laws express that 𝐺 is łhomomorphicž. We leave as an open
problem to formulate precisely, and prove, the full correspon-
dence that strength laws are nothing but being łhomomor-
phicž in the sense of our crafted monoidal target category.

5 Conclusions and Further Work

We have presented a mathematical framework for the speci-
fication and generation of simply-typed syntax, fully imple-
mented and computer-checked in Coq, using the UniMath
library of univalent mathematics. To this end, we generalized
recent work by [13] on untyped syntax: (i) we generalized
definitions and adapted the statements and proofsÐthis re-
quired very little effort, (ii) we extended the existing library
on 𝜔-cocontinuous functors, and (iii) we gave a new anal-
ysis of action-based strengths and embedded them into a
bicategorical context.
It is difficult to provide exact numbers for what was in-

volved in this work as it is a modification and extension of
a major library of formalized mathematics. Indeed, some of
the work was pure maintenance of the library and is diffi-
cult to measure accurately, e. g., the notion of isomorphism
for monoidal categories had to be replaced which led to
a major overhaul of various files related to isomorphisms
more generally. The tool coqwc counts approximately 6,700
lines of statements and proofs of new files, not counting the
improvements and additions to existing material.
Our work relies heavily on universal properties: both the

syntax itself, as well as the substitution operation on it, are
characterized through their universal properties. Since uni-
versal properties are conditions of unique existence, with
computational content, the notions of contractible type and
proposition provided by Univalent Foundations seem partic-
ularly well suited for discussing such work.
Our work benefited greatly from infrastructure provided

by the UniMath library. Firstly, in Section 4 we heavily rely
on the recent addition of bicategory theory to UniMath by

Ahrens et al. [6]. A difficulty in bicategory theory is the
sheer complexity of the involved notions; for instance a
bicategory in [6] has 25 fields of increasing complexity. By
working in a proof assistant one can be sure that no proof
obligations have been overlooked. This resembles traditional
metatheory of programming languages where many proofs
proceed by induction on large inductive definitions, leading
to a multitude of cases to consider. Secondly, the machinery
of displayed categories [11] and displayed bicategories [6]
helps building the complicated (bi)categories handled here.

A truly different approach to working with CS in the case
of C = Set would be to work with the equivalent slice cat-
egory Set/S. The first version of the framework presented
here was in fact implemented this way. However, it had many
drawbacks: first of all it is less general, second, it was very
clumsy to work with the constructed monad on the slice
category, third, working in a specific category is often less
convenient than in an abstract category (e. g., things often
unfold further, quickly leading to unreadable goals).
We have focused on the mathematical construction of

abstract syntax, and on the mathematical justification of re-
cursion on that syntax. The terms of our syntax associated to
a signature are equivalence classes, and thus not convenient
to handle in practice. A suitable inductive datatype of terms
as used, e. g. by Ahrens and Zsidó [14] would be more con-
venient to use. We anticipate that it is feasible to construct,
generically, this datatype and an isomorphism between our
type family of terms and the inductive family.

It is not immediately clear how to directly generalize our
approach to dependently-typed syntax (going beyond the
pre-syntax of Example 3.10). Voevodsky [62] set out a path
for the construction of such syntax; it leads via pre-types
and -terms in the form of monads as we construct them
here, and considers C-systems (a. k. a. contextual categories
[21]) built from such pre-syntax as the raw material out of
which to carve out the desired syntax. The constructions
presented here thus constitute an important stepping stone
in Voevodsky’s programme of formalizing the metatheory
of type theory in Univalent Foundations.
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