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A Location-Aware and Healing Attestation Scheme
for Air-Supported Internet of Vehicles

Mohamed A. El-Zawawy , Chhagan Lal , and Mauro Conti , Fellow, IEEE

Abstract— With the rapid technological advancement in the
Internet of Things (IoT) and Internet of Vehicles (IoV), we witness
exponential growth of Connected and Autonomous Vehicles
(CAVs). However, these integrations of IoV with other technolo-
gies make the IoV network and its interaction between different
network components highly complex. Therefore, ensuring the
correct functioning of the firmware and software running on
these next-generation vehicles becomes an essential requirement.
A feasible method to address the aforementioned security issues
is Remote Attestation (RA). However, the advancement in the
attackers’ approaches and the increased complexity, large net-
work size, and vehicle mobility allow the attacks to bypass
these security solutions, making RA less effective. In this paper,
we propose LHASIoV, an attestation and healing protocol for
IoV. LHASIoV has many features such as competent-wise (treats
different entities of the system differently), geographical location-
aware (traces forensics of security breaches and eases healing
compromised vehicles), gradual healing (via slicing the healing
software) of compromised vehicles, and resistance to single-
point-of-failure. We provide proof-of-concept implementation and
formal operational and security analysis for LHASIoV. To show
its practical feasibility and effectiveness, we provide performance
analysis by implementing it on the Omnetpp simulator. The sim-
ulation results show that for an IoV system that has 100 vehicles
moving with a speed range of 15-25 mph, LHASIoV needed only
5.27 seconds to complete the vehicle’s attestation. For this number
of vehicles and compared to the existing protocols, LHASIoV
reduced the communication and storage costs on average by
54.46% and 43.92%, respectively.

Index Terms— The Internet of Vehicles, drones, attestation,
air-supported networks, operational semantics.

I. INTRODUCTION

VEHICULAR Ad Hoc Networks (VANETs) are wireless
networks of vehicles. Internet of Vehicles (IoV) can

be realized as advanced vehicular networks benefiting from
and combining Vehicular Ad Hoc Networks (VANETs) and
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Internet of Things (IoT). There is a growing adoption of IoV
in the vehicular industry. This is naturally associated with
an increasing number of autonomous and connected vehicles.
Intelligent transportation technology (e.g., automated driving)
is one of the applications of IoV. Securing a huge number
of internet-connected vehicles becomes an interesting research
area [1]. Every vehicle has 70 to 100 Electronic Control Units
(ECUs) running firmware that gets regularly updated. This
adds to the complexity and hence to the challenge of securing
these automotive electronics. The continuous movement of
vehicles creates a need for an attestation protocol for verifying
their integrity during their transit [2], [3].

A ground network solely is not able to fulfill needs and
support the demand of IoV [4], [5]. This is confirmed by
frequent accidents that occur to vehicles applying self-driving
technology. A ground network in this context is challenged
by many issues including unlimited connections to the high
mobility of vehicles, absence of network coverage (in rural
areas), and coverage interruption (in mountainous areas) [6].
This becomes more evident when we recall that vehicles
communicate (in 5.9 Ghz to 75 MHz band) with infrastructure
and with each other via Dedicated Short-Range Communica-
tion (DSRC) [7], [8]. The Air-Supported Internet of Vehicles
Networks (ASIoVNs) solve this ground network problem [9].
The flying objects (such as drones and balloons) in ASIoVNs
support the ground network. When necessary (for example in
remote areas), flying objects (e.g., drones and balloons) can
provide processing, data acquisition, seamless connection, and
transmission services [10]. However, the security of ASIoVNs
is not mature enough, as confirmed by recent security
incidents [11], [12].

The technology of remote attestation is convenient to ensure
the security, safety, integrity, and credibility of different
entities in ASIoVNs including ECUs running on vehicles.
Network attestation can be defined as the process of wit-
nessing the signing of genuine network software. The process
also involves signing this software to ensure that it is con-
veniently treated by those who rely on its functionality.
Therefore, network attestation can be realized as a formal
acknowledgment of the authenticity of network software and
verification of its proper treatment. Network attestation is
mainly achieved using general security tools including com-
municated encrypted and/or signed messages. Although few
protocols were proposed to attesting ASIoVNs [6], these
protocols suffer from various issues such as:

1) Not attesting different components in the system accord-
ing to their nature. This is so because rather than
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vehicles, ASIoVNs hosts static entities and flying
objects.

2) Geographical locations of vehicles at attestation time
are not typically reported. Such locations can provide
evidence when tracing any security breaches and when
healing compromised vehicles.

3) Suffering from single-point-of-failure.
4) Not supported with formal semantics to reason formally

about protocol steps.
To overcome these issues, for ASIoVNs we propose a new
attestation and healing protocol, called LHASIoV (Location-
aware and Healing attestation scheme for Air-Supported
Internet of Vehicles).
LHASIoV is composed of two phases. The first phase

is the registration and key generation which is carried out
by the Trusted Authority (TA) in a secured environment to
deploy the network devices. The second phase, attestation,
is initiated repeatedly by TA to check the integrity of software
managing devices of the network. The attestation phase also
heals infected vehicles of the network. The attestation phase
executes three types of attestations carried in the following
order: side units attestation, flying objects attestation, and
vehicle attestation. Each type builds upon and benefits from
the results of its previous one. However, these attestation types
are repeated with different frequencies as their attested objects
have different threats, importance, and nature.

We implemented and assessed LHASIoV performance from
different perspectives. We make available result files from
the simulations tool we employed to assess LHASIoV in a
public repository.1 In this paper, we introduce a proof-of-
concept implementation for LHASIoV. This implementation
is based on the security architecture named TrustLite
which in turn is built on a Siskiyou Peak [13] owned
by Intel. We carried multi-facets comparisons of LHASIoV
against related state-of-the-art schemes [6], [14], [15]. The
comparisons prove that LHASIoV is superior when compared
to related state-of-the-art protocols. We also proved the prac-
tical feasibility of LHASIoV. We did this by implementing
LHASIoV in Omnetpp, a popular networking simulation tool,
associated with the Castalia simulator. For an IoV system
that has 100 vehicles that are moving with a speed range of
15− 25 mph, LHASIoV needed only 5.27 seconds to com-
plete the vehicle’s attestation. For this number of vehicles and
compared to the related state-of-the-art protocols, LHASIoV
reduced the communication and storage costs on average by
54.46% and 43.92%, respectively. One may have the concern
that for some emergency scenarios in autonomous vehicles,
5.27 seconds might look long. This concern disappears if we
recall that LHASIoV is an attestation protocol (not a routing
one) and compared to state-of-the-art, this time is an improve-
ment over currently achievable. Besides, attestation techniques
are executed occasionally and do not directly contribute to
making critical driving decisions.

a) Contribution: Compared to the related state-of-the-art
schemes, in a nutshell, the following are the main advantages
of LHASIoV:

1https://github.com/maelzawawy/LHASIoV

1) To the best of our knowledge, LHASIoV is the first attes-
tation protocol to be supported with precise operational
semantics that can be used to reason about the protocol
and prove its security.

2) LHASIoV has no single point of failure: every phase of
LHASIoV relies on secure components of the previous
phase as trusted entities. LHASIoV has many provers
to reduce overhead and avoid single-point-of-failure.
This enables partial collective attestation and hence
distributes the attestation calculations to many parties.
It is worth noting that LHASIoV is not fully collective
as not all system entities act as provers.

3) LHASIoV is competent-wise: it treats different entities
of the system differently according to their characteris-
tics (such as hardware).

4) LHASIoV is geographical location-aware. This enables
using LHASIoV for tracing forensics of any security
breaches and eases the process of healing compromised
vehicles.

5) LHASIoV heals gradually (via slicing the healing soft-
ware) compromised vehicles.

b) Organization: The remainder of the paper is orga-
nized as follows. The related work is outlined in Section II.
Section III presents the research framework of this paper.
This involves introducing the network model, threat model
and problem statement, and requirements in Sections III-A,
III-B, and III-C, respectively. Section IV introduces LHASIoV
in details. In Section V, operational semantics and secu-
rity analysis to LHASIoV are introduced. The evaluation
to LHASIoV performance and discussion are presented in
Section VI. Section VII concludes the paper and provides
directions for future work.

II. RELATED WORK

In this section, we review the state-of-the-art attestation
schemes proposed for providing security and privacy in various
IoV scenarios [14], [16], [17], [18], [19], [20].

Authors in [15] propose an approach to provide
privacy-preserving communications between vehicles and their
embedded sensors in VANETs. First, the authors identified
several challenges and weaknesses in the existing solutions
(e.g., changing pseudonyms, and using revocation policies to
remove malicious nodes) that support communication privacy
in VANETs. Therefore, to enhance the privacy of the state-of-
the-art, the paper proposes using trusted computing techniques
for V2X scenarios. In particular, a decentralized approach is
proposed, leveraging anonymous credentials through Direct
Anonymous Attestation (DAA). The authors show that their
proposed solution is scalable and decentralized. It is the first
that applies the DAA algorithms to provide strong privacy pro-
tection and user-controlled linkability without the limitations
of current pseudonym schemes. Moreover, it proposes simpler
DAA-based versions of pseudonym provision, management,
and revocation, only needing a limited set of infrastructure
entities, and efficiently pulls misbehaving vehicles without dis-
closing the vehicle’s identity or needing heavy computational
technologies. For dynamic networks, Kohnhäuser et al. [14]
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introduced SALAD, a collective attestation protocol. SALAD
achieves well in highly disruptive and dynamic topologies.
Although these attributes make SALAD applicable for IoV
systems, it does not consider many modern features of IoV
systems (such as static components).

Since it is important to authenticate a device before it can
be attested by an attesting or verifying entity. The authors
in [3] propose a security scheme using Physically Unclonable
Functions (PUFs) to perform a combined authentication and
attestation in IoV scenarios. The OBUs are first authenticated
by the RSUs, and then the edge servers will carry out the
attestation procedure for them. As it is not practical for RSUs
to perform large-scale attestations due to resource constraints,
an edge server co-located with the RSU is used for the
verification process.

To avoid the need for attestation hardware (i.e., Trusted
Platform Module (TPM)) at Electronic Control Units (ECUs)
of intelligent vehicles, and to ensure the safe and secure
operation of ECUs in vehicles, authors in [21] propose an
attestation scheme that primarily targets the safety of vehicles.
In their scheme, whenever the vehicle is unlocked and its door
is opened, a trusted main ECU checks the software integrity of
the vehicle’s safety-critical ECUs. The main ECU ensures that
the engine starts only after the successful verification of all the
safety-critical ECUs. Moreover, the proposed scheme consists
of two attestation methods to address the heterogeneity of the
ECUs in vehicles. The first attestation method is for simple
ECUs that possess only a small and modest system architecture
(e.g., basic sensors and actuators), while the second method
targets advanced ECUs (such as Advanced RISC Machine
(ARM) application processors) that are used for more complex
tasks. The paper shows that the proposed scheme has low
deployment cost as both the attestation methods are applicable
to a broad range of existing commodity ECUs.

Recently, the usage of space–air–ground integrated networks
(SAGIN) in rural and remote areas has increased to sup-
port seamless connection services. By leveraging terrestrial
networks, satellite networks, and air networks, it can better
support car networking data acquisition, processing, and trans-
mission, thereby improving the vehicle driving experience,
which continues to promote the development of intelligent
transport. Nevertheless, few recent security incidents have
prevented the rapid development of the SAGIN-based IoVs.
Authors in [6] propose an attestation scheme in the virtual
machine (VM) environment to efficiently collect and verify
the trusted information. To perform their proposed attestation
procedure, first, they study the VM’s trust chain approach in
which the critical components are measured to be extended
to the platform configuration register. Next, the VM monitor
collects the trusted information of the VM’s trust chain by
batch through the VM introspection (VMI) technique. Then,
the TPM is used to encrypt and protect the collected informa-
tion. At last, the VMs securely transmit the collected trusted
information to the attestation service at the cloud management
center, where it is analyzed and stored. The attestation results
are also displayed at the cloud management center.

Kim et al. [18] introduced a cooperative infrastructure
for aerial-ground systems for surveillance and epidemic

Fig. 1. The ASIoVNs model for IoV studied in this paper.

prevention using AI-supported communications. For
IoT-assisted maritime transportation systems, Lee et al. [19]
presented a framework to build differential security barriers
to detect virtual emotion. For infrastructure-less IoV systems,
Tan et al. [20] presented an authentication mechanism
to facilitate data transmission. To avoid active-edge IoV
infrastructure, their work relies on the tethered UAV (TUAV)
as a mobilized base station. Unfortunately, these methods are
not conveniently applicable for attesting modern IoV systems.

III. RESEARCH FRAMEWORK

This section presents the research framework of this paper.
This involves introducing the network model, threat model and
problem statement, and requirements in Sections III-A, III-B,
and III-C, respectively.

A. Network Model

Fig 1 presents the IoV model of ASIoVNs studied in this
paper. Our network model has two levels: air and ground
levels. The air level of the network is a network of drones and
balloons. The air level is typically supported with Software
Defined Networks (SDNs). The job of SDNs is to control
the behavior of air level and to optimize the use of network
resources. The software of SDNs is stored on cloud comput-
ing or servers which are local or remote according to the
technology of the used SDNs. Both levels of the network
communicate with each other and enable nodes to join and
exit the system.

The ground level of the network has vehicles, Road Side
Units (RSUs), TA, and Access Control Servers (ACSs).
Mainly, network services and mechanisms are meant to sup-
port vehicles. RSUs are static network entities distributed on
the roadsides and are essential for achieving collaborative dis-
tributed management in IoV. In particular, RSUs participate in
routing delays and data transmission, (like data dissemination,
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traffic directory, and security management). RSUs can also act
as switches for SDNs. This helps efficiently update flow rules
that are affected by the high mobility of vehicles and hence
the frequent changes in the network topology. ACSs [22] are
network components that provide certain IoV-services (such as
speed control). Therefore, ACSs guarantees optimal and stable
performance in the network. Generally speaking, RSUs are
more essential entities than ACSs in IoV-networks. Although
the role of RSUs is typically the same in different applications
of IoV-networks, this is not true for the role of ACSs. The
servers of SDNs support the computing and connectivity of
the model. Except for ACSs which has the privilege of getting
extra resources from servers, the computational power of all
system entities (i.e., vehicles and RSUs) is limited. The TA
is responsible for registering network entities and doing all
necessary attestation auxiliary actions. In this paper, we refer
to RSUs and ACSs as Side Unites (SUs) and to drones and
balloons as Flying Objects (FOs).

Our network model has special characteristics that make it
special and hinder treating the model with traditional attes-
tation approaches. The model has a mix of static and highly
dynamic entities. Also, the functionality, role, and structure of
different entities put them at different levels of security risk.
Hence, they need to be attested with different strategies and at
different frequencies. For example, attesting\healing infected
software of static entities (like RSUs) is a simpler problem
than attesting\healing a highly dynamic vehicle whose geo-
graphical location is unknown. What makes the problem even
harder than usual is that both RSUs and vehicles interact and
collaborate within the same system.

B. Threat Model and Problem Statement
In some societies, IoV can have high economic value, and

hence security threats for IoV can influence the economy of
these societies. Therefore, unduly attackers are lured to target
IoV networks. As a wide-range service-providing network, our
network model may be attacked by malicious users while com-
municating system messages and providing system services.
This can be done by changing the commands of system ser-
vices and software for profit. Moreover, attackers may change
the addresses of attestation protocols, eavesdrop on system
communications, and send fake messages. Hence attackers can
execute man-in-the-middle attacks on the system. Rather than
affecting the integrity, confidentiality, and feasibility of the
network, such attacks can result in massive overhead for the
system.

This paper adopts a widely accepted threat model, namely
honest-but-curious (HBC) [6]. We assume that all system
parties are benign and execute the attestation protocol properly.
One sort of privacy leakage that is assumed in our model
can be done by malicious ACSs reading sensitive vehicle
information. Malicious vehicles may try to get away with
not paying for a used service. To execute an escape attack,
malicious vehicles may destroy running sessions of ACSs.
Our choice of the HBC adversary model is due to the
privacy properties of IoV systems for which unlinkability
and undetectability of messages are desirable characteristics.
Moreover, privacy and anonymity of IoV systems rely on

these characteristics. Other older models such as DY [23]
adversary model benefit from the notions of observational
equivalence and indistinguishability. Although, for realistic
IoV systems, the DY model is too strong to be used, we ana-
lyze the security characteristics of LHASIoV using the DY
model.

All in all, the problem treated in this paper is to develop a
protocol that securely and remotely attests to the integrity of
the state of software running on IoV system entities of our net-
work model. As the consequences of hardware failure of flying
system entities (drones and balloons) are more critical than
those of other system entities, the required protocol should also
attest to the hardware functionality of these special entities.
Such protocol hence enables revealing potential malware on
different system entities. The other goal of this protocol is to
disinfect (heal) infected vehicles. The healing process involves
restoring benign states of vehicle software.

C. Requirements

This paper aims at developing a protocol for IoV attestation
to guarantee the trustworthiness of IoV using our network
model. More specifically, the proposed solution must satisfy
the following requirements:

1) Ensuring trustworthiness of our IoV network model
against the threats presented above including man-in-
the-middle and redirection attacks. This can be achieved
by a protocol that prevents updates to attestation steps
and software of network entities. Also, the protocol
should be able to stop an adversary from utilizing
self-created data to interact with a challenge.

2) Considering the highly dynamic aspects and preserving
the all-time stability of IoV. This can be satisfied by a
protocol that is minimal in its communication, compu-
tational, and storage needs, compared to state-of-the-art
protocols.

3) Healing infected vehicles. This can be done by reestab-
lishing the software of infected vehicles into benign
states.

4) Having no single point of failure. This can be done by
relying on different trusted entities of the system.

5) Reporting geographical location-aware results for vehi-
cle attestation.

IV. NOVEL ATTESTATION PROTOCOL

The attestation protocol proposed in this paper, named
LHASIoV, is composed of two phases. The first phase
is the registration and key generation one (Section IV-A)
which is carried by the TA in a secured environment to
deploy the network devices. The second phase, attestation one
(Section IV-B), is initiated repeatedly by TA to check the
integrity of software managing devices of the network. The
attestation phase also heals infected vehicles of the network.
The notations used in the paper are presented in Table I and
the protocol phases are explained in detail in this section.

A. Registration and Key Generation

TA takes care of registering and creating pairs of private
and public keys for system entities. For instance, this is done
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TABLE I
NOTATIONS USED IN THIS PAPER

as follows for a vehicle v. TA fixes a unique ID, Iv , and
calculates auxiliary value V1 = h(Iv ∥ SKTA), where h is
a hash function. Then TA chooses a bi-variate symmetric
polynomial:

Bp(x, y) =

d∑
i, j=0

ci, j x i y j , (1)

The polynomial is over a Galois finite field, G F[x, y](p) =

Z p = {0, 1, . . . , p − 1}, where p is a sufficiently large prime
number and the degree of polynomial t is also sufficiently
large. TA then selects a nonce θ ∈ Z p and calculates V2 =

Bp(V1, Iv ∥ θ) [24], [25], [26]. The use of a nonce (a random
number) in our proposed protocol improves its security and
resilience to security attacks as explained later in the paper,
specifically in the security analysis section. Afterward, TA
uses the auxiliary credentials V1 and V2 to calculate keys of
v before deploying the vehicle as follows:

SKv = h((TimeStamp() ∥ V1) ∥ h(V1)). (2)

and PKv = (p − 1) ∗ SKv.

B. Attestation Phase

The second phase of LHASIoV is the attestation one. There
are three types of attestation processes carried out in this
phase:

1) Type 1: Side units (RSUs and ACSs) attestation.
2) Type 2: Flying objects (drones and balloons) attestation:

this type relies on the result of the first type. The

Algorithm 1 Side Unites (RSUs and ACSs)
Attestation.

1: procedure SU 1
i ()

2: Start the interval timer of SUi ;
3: T ← TimeStamp();
4: for each x ∈ 1, 2, . . . , k do
5: N x

← {0, 1}n ;
6: Sx

← Fix a service provided by SU x
j ;

7: (I x , Ox )← Fix a valid input and its output for
SU x

j ;

8: Lx
← Valid memory attestation of SU x

j ;

9: msgi ← N x
∥ Sx

∥ I x
;

10: δi ← sig(SKSUi ,msgi );

11: Challenge(msgi , δi , SU x
j );

12: procedure SU x1
j (msgi , δi )

13: if (VerSig(PKSUi ;msgi , δi )) then
14: N x

∥ Sx
∥ I x
← msgi ;

15: Ox ′
← Run the service Sx on I x ;

16: Lx ′
← MemoryAttest(SU x

j );

17: msg′j ← N x
∥ Ox ′

∥ Lx ′
;

18: δe
j ← Enc(PKSUi ,msg

′

j );

19: ReplyChallenge(δe
j , SUi );

20: else
21: Send compromise report to TA;
22: procedure SU 2

i (δe
j )

23: T ′← TimeStamp();
24: if (VerMac(SKSUi ; N x

∥ Ox
∥ Lx , δe

j ) & |T ′ −
T | ≤ 1) then

25: Send integrity certificate C(x,i) to SU x
j ;

26: else
27: Send compromise report of SU x

j to TA;

28: procedure SU x2
j ()

29: if (Integrity certificates were received from all
neighbors within a time window) then

30: IntSU x
j
← 1;

31: else
32: IntSU x

j
← 0;

methodology of this attestation type enables carrying
the attestation in different geographical locations of
vehicles. This also enables attesting communications
carried out in these locations.

3) Type 3: Vehicle attestation: this type relies on the results
of types 1 and 2.

The frequency of carrying Type 3 attestation is typically
higher than that of Type 2 which is in turn higher than that of
Type 1.

1) Side Units Attestation (Type 1): We present the details of
attesting RSUs and ACSs in this section. Periodically (using
predefined intervals), each one of the SUs plays the role of
a verifier to attest its SUs neighbors which play the role of
provers in this case. Algorithm 1 formalizes the steps of this
attestation type. The algorithm supposes a verifier SUi that has
k SUs-neighbors, SU 1

j , . . . , SU k
j . Then, the attestation starts
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by SUi executes SU 1
i () as follows. SU 1

i () starts by initialing
the timer of SUi to start counting till next time acting as
verifier. Then (in Step 2) SU 1

i () records the current timestamp
for future use. For each prover SU x

j , the verifier fixes a nonce
N x (Step 5), a service Sx provided by the prover (Step 6),
and a pair (I x , ox ) of valid input-output for Sx (Step 7). The
service and its input-output pairs are chosen using predefined
tables of services. These tables also have the valid value of
attesting memory of SU x

j . This value is assigned to Lx in
Step 8. Step 9 prepares the challenge message msgi which
is signed using the private key of the verifier in Step 10.
In Step 11, SUi challenges SU x

j using msgi and its signature.
When the prover receives the verifier challenge, it executes

the method SU x1
j (msgi , δi ) which verifies (in Step 13) the

received message and runs the service Sx on the input I x (in
Step 15). The prover also attests its memory and prepares a
reply message in Steps 16 and 17, respectively. This message is
then encrypted (with the public key of the verifier) in Step 18.
The encrypted message is then forwarded back to the verifier
in Step 19.

Upon receiving a reply to its challenge, the versifier executes
the method SU 2

i (δe
j ) which checks the encrypted message

(Step 24) using valid values it already has and the time delay
since the challenge. If the result is OK, the verifier sends an
integrity certificate to the prover. When the prover receives
integrity certificates from all its neighbors within a certain
time window, the prover is marked as genuine (Step 30) while
executing the method SU x2

j ().

2) Flying Objects Attestation (Type 2): The type 2 attes-
tation focusing on attesting drones or Balloons is detailed
in this section. Besides software integrity, this attestation
type attests to hardware integrity as well. Every one of FOs
moves frequently between a pair of RSUs. Provided that the
elements of the pair have integrity certificates produced by
type 1 attestation, they will play a critical role in the current
attestation process. Suppose that the protocol attests one of
the FOs, fo, that moves frequently between RSU1 and RSU2.
In this case, fo is the prover, and RSU1 and RSU2 are verifiers
for fo.

Algorithm 2 presents the details of type 2 attestation.
The attestation process starts by RSU1 executing the method
RSU1

1(). This method records the current timestamp (Step 1)
and updates the attestation trigger counter of RSU1, which
triggers the attestation process (Step 2). RSU1 then fixes a
nonce N (Step 3), a hardware component, H , of fo (Step 5),
and a pair (T, R) of a valid hardware test and its result for
H (Step 6). The hardware and its test-result pairs are chosen
using predefined tables of the testable hardware of fo. These
tables also have the valid value of attesting memory of fo.
The semantics of the rest of the algorithm are similar to that
given to Algorithm 1 in the previous section.

The roles of RSU1 and RSU2 get swapped periodically via
adjusting their clock intervals for attestation initialization.

3) Vehicle Attestation (Type 3): The vehicle attestation,
relying on the previous types of attestation, is presented below
in detail. We assume that the RSUs, drones, and balloons
are connected to a server that has good configurations of all

Algorithm 2 Flying Objects (Drones and
Balloons) Attestation.

1: procedure RSU1
1()

2: T i ← TimeStamp();
3: Update the attestation trigger counter of RSU1;
4: N ← {0, 1}n ;
5: H ← Fix a hardware component to attest in FO;
6: (T, R)← Fix a hardware test for FO and its valid

result;
7: L ← Valid memory attestation of FO;
8: msg1 ← N ∥ H ∥ T ;
9: δ← sig(SKRSU1 ,msg);

10: msg2 ← N ∥ L ∥ R ∥ T i;
11: δe

1 ← Enc(PKRSU2 ,msg2);

12: Challenge(msg1, δ,FO);

13: SND(δe
1,RSU2);

14: procedure FO1(MSG1, δ)

15: if (VerSig(PKRSU1;msg1, δ)) then
16: N ∥ H ∥ T ← msg1;

17: R′← Run the test T on the hardware H during
the time interval till reaching RSU2;

18: L ′← MemoryAttest(FO);

19: msg′← N ∥ L ′ ∥ R′;
20: δe

2 ← Enc(PKRSU2 ,msg
′);

21: ReplyChallenge(δe
2,RSU2);

22: else
23: Send compromise report to TA;
24: procedure RSU1

2(δ
e
2, δ

e
1)

25: T i ′← TimeStamp();
26: if (Dec(SKRSU2 , δ

e
2) == Dec(SKRSU2 , δ

e
1) &

|T i ′ − T i(δe
1)| ≤ 1) then

27: Send integrity certificate C to FO;
28: else
29: Send compromise report of FO to TA;
30: procedure FO2()

31: if (Integrity certificates was received from RSU2)
then

32: IntFO← 1;
33: else
34: IntFO← 0;

vehicle types on the road (all registered vehicles). To optimize
communications between these entities and the configuration
server, we assume that each of these entities has cache memory
that contains configurations of recently attested vehicle types.
Also, we assume that each of these entities, when necessary,
checks the content of the cache of neighboring entities. More
specifically, for example, when an RSU needs the genuine con-
figuration of a vehicle type, the RSU can check the cache of
neighboring RSUs before communicating with remote servers.
This phase uses an attestation ID Aid which is initialized
at the system deployment to 0.

The vehicle attestation process is triggered periodically by
the TA by executing the method TA1() of Algorithm 3. TA1()

starts by selecting a set of secure agents A that includes
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Algorithm 3 Vehicle Attestation - Agent
Role.

1: procedure TA1()

2: A← Select a set of secure SUs and FOs;
3: Update the attestation trigger counter of TA;
4: Aid← Aid+ 1;
5: T1 ← TimeStamp();
6: msg1 ← Aid ∥ T1;

7: δ← sig(SKTA,msg1);

8: Challenge-Agents(A,msg1, δ);

9: procedure AGENT1(msg1, δ)

10: T2 ← TimeStamp();
11: Aid ∥ T1 ← msg1;

12: if (VerSig(PKTA;msg1, δ) & |T2 − T1| ≤ 1)
then

13: IA ← ID of Agent;
14: msg2 ← Aid ∥ T2 ∥ IA;

15: δe
1 ← Sig(SKA,msg2);

16: Challenge-Vehicles(msg2, δ
e
1);

17: else
18: Report to TA;

SUs and FOs to participate in the attestation process. The
choice is based on the results of types 1 and 2 attestation
and on balancing the overhead to these agents by switching
among them (Step 1). TA then updates its attestation trigger
counter, which triggers the attestation process. Then in step 4
an attestation ID is created by incriminating Aid in Step 4.
A challenge message is then prepared, signed, and sent to all
agents (A) in steps 5− 8.

When an agent receives a challenge message, it executes
the method Agent1(msg1, δ). The agent records the current
timestamp (Step 10). Then the agent checks if the received
message is genuine and if it was received with an acceptable
time delay (Step 12). A challenge message is then prepared
and encrypted by the agent in steps 14 and 15, respectively.
Finally, the agent challenges the vehicles in its range in
step 16.

When a vehicle v1 receives a challenge from an agent,
it executes VEH1(msg2, δ

e
1) of Algorithm 4. The method starts

by checking the originality of the received message (Step 4).
This step also checks whether the challenge was received
with acceptable delay (|T3 − T2| ≤ 1). The value of 1 is
typically a function in the size of the IoV [27]. However,
a time ranging between 200 milliseconds and a few seconds
would be considered acceptable. Then, v1 checks whether the
challenge message was not received before via comparing the
received attestation ID (Aid) with the previously received one
(CurrAid) in Step 6. Only if the results of these two tests are
positive, the method continues as follows. In step 7, v1 updates
CurrAid with the new value. Then v1 prepares a message
msg3 that includes its attestation result in steps 8 − 13. This
message has the current timestamp, the current attestation ID,
and a singleton list of the triple (IV , L , G). The elements of
the triple are the ID of v1 (denoted by IV ), the result of attest-
ing the memory of v1 (denoted by L), and the geographical

Algorithm 4 Vehicle Attestation -
Vehicle-to-Vehicle Communication.

1: procedure VEH1(msg2, δ
e
1)

2: Aid ∥ T2 ∥ IA ← msg2;

3: T3 ← TimeStamp();
4: if (¬(VerSig(PKIA ;msg2, δ

e
1) & |T3−T2| ≤ 1)

then
5: Terminate procedure and report to TA;
6: if (CurrAid < Aid) then
7: CurrAid← Aid;
8: IV ← ID of VEH;
9: L ← MemoryAttest(VEH);

10: G ← GeoLocation(VEH);

11: L← [(IV , L , G)]

12: msg3 ← Aid ∥ T3 ∥ L;
13: δe

2 ← Sig(SKIV ,msg3);

14: Challenge-Vehicles(msg3, δ
e
2);

15: procedure VEH2(msg3, δ
e
2)

16: Aid ∥ T3 ∥ L← msg3;

17: [(IV ′ , _, _)] ← Head(L);

18: T4 ← TimeStamp();
19: if (¬(VerSig(PKIV ′

;msg3, δ
e
2) & |T4 − T3| ≤

1)) then
20: Terminate procedure and report to TA;
21: if (CurrAid < Aid) then
22: CurrAid← Aid;
23: IV ← ID of VEH;
24: L ← MemoryAttest(VEH);

25: G ← GeoLocation(VEH);

26: CurrL← [(IV , L , G)] + L;
27: Send confirmation of receiving L;
28: else
29: if (CurrAid == Aid & Size(CurrL +

L) ≤ 6) then
30: CurrL← CurrL+ [L];
31: Send confirmation of receiving L;
32: msg4 ← Aid ∥ T4 ∥ CurrL;
33: δe

3 ← Sig(SKV,msg4);

34: if (Model-Contradiction(CurrL) ∨

Size(CurrL) == 6) then
35: Report (msg4, δ

e
3) to nearest agent;

36: Q ← [];
37: Report← 1;
38: else
39: Challenge-Vehicles(msg4, δ

e
3);

location of v1 (denoted by G). The vehicle v1 then encrypts
the message msg3 and uses it to challenge its neighboring
vehicles in Step 14. We note that all along the process of
vehicle attestation, encrypted forms of results are accumulated
for further check by TA. Therefore, every vehicle has a list
(called an attestation list) of collected vehicle attestations.

When a vehicle v2 receives a challenge from neighbor-
ing vehicle v1, v2 executes the method VEH2(msg3, δ

e
2) of

Algorithm 4. The vehicle v2 carries a test similar to the first
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Fig. 2. Order and timeline of methods execution in type 3 (vehicle)
attestation.

one of method VEH1(msg2, δ
e
1). If the result of this test is

positive v2 behaves similarly to the method VEH1(msg2, δ
e
1) of

v1 and does two extra steps. The first of the two steps assigns
the v2’s attestation results plus the received attestation list (L)
from v1 to its attestation list (Step 26). The second step sends a
confirmation to v1 confirming the reception of v1’s attestation
list L (Step 27). This confirmation is necessary to avoid
repeated reporting of L to TA. If the second test (Step 21) is
not satisfied, it means that v2 has previously received the cur-
rent challenge. In this case, v2 checks whether it can host the
received attestation list (condition Size(CurrL+[L]) ≤ 6)

of Step 29). This is the case v2 executes only the extra pair of
steps (Steps 30 and 31). We note that in Step 30,L is marked
with extra squared parenthesis to make that at this point in
the list one vehicle delivered its list of attestations to another
vehicle. This is expressed formally later in Definition 1. Then
v2 prepares a new challenging message msg4 (Step 32) and
encrypts it (Step 33). Finally, in steps 34− 39, v2 reports this
message to the nearest agent in two cases. The first case is that
msg4 has two vehicles that have the same model and different
attestation results ( Model-Contradiction(CurrL) in
Step 34). In this case, v2 carries an immediate reporting,
because this could be a strong sign of compromised vehicle
software. The second case is that the attestation list of v2 is
full (expressed as Size(CurrL) == 6) in Step 34). If the
test of Step 34 is not satisfied v2 continues with challenging
neighboring vehicles.

Fig 2 concludes the main steps and methods of vehicle
attestation (type 3). The figure also presents the timeline for
executing the methods. Fig 3 presents a finite state machine
that expresses all possible states that vehicles can go through
while executing methods of Algorithm 4 during the attestation
process. We later link this figure to our operational semantics
of the protocol.

Algorithm 5 presents two trigger methods that
every vehicle has: VEH3(TimeStamp() − TAttest)
and VEH4(List Reception). The method VEH3

(TimeStamp() − TAttest) triggers the vehicle to report its
attestation results after a predefined time has passed since
attestation start. Hence the condition that triggers the method
is the value of TimeStamp()− TAttest. Therefore TAttest
is the time when the vehicle has completed its attestation:

Fig. 3. Finite state machine of vehicle attestation process.

Algorithm 5 Vehicle Attestation - Vehicle
Report.

1: procedure VEH3(TIMESTAMP()− TATTEST)
2: Report δe to the nearest agent;
3: L← [];
4: Report← 1;
5: procedure VEH4(LIST RECEPTION)

6: if (No confirmation was sent recently to the sender
of received confirmation) then

7: L← [];
8: Report← 1;

TAttest is T3 (T4) if the vehicle has executed VEH1 (VEH2).
The method VEH4(Confirming List Reception)

triggers a vehicle v to empty its attestation list and marks its
attestation data as reported (Report ← 1) after delivering
the list to a neighboring vehicle and receives a confirmation
of the list reception. To avoid any loss of attestation data,
v removes the list only if it has not recently sent any list
confirmation messages (Step 6 of the method).

Up on receiving attestation results, TA executes the method
TA2(δe) of Algorithm 6 which starts by extracting values of
the message msg4 in Step 2. Step 3 of the method extracts
the head of the attestation list L. This head is the attestation
result of the last attested vehicle (in L) according to the way of
building L. The tail of the list is also extracted in Step 5 which
is followed by a step that records the current timestamp. Step 7
checks the originality of the received message and the time
delay associated with its reception. If the test result is OK, TA
processes the attestation data in L via executing while loop
in the Steps (9 − 13). The loop keeps extracting (Step 13)
the first element of the remaining list (L′) and stops when
the list is empty (Step 9). The content in L is utilized using the
following methods. The method GeoLocsExtract builds a
temporal map (tree) sL for the geographical locations where
the attestation of vehicles has happened. Fig 4 presents an
example of such maps. This map is useful for temporal
and geographical forensic investigations (tracing locations of
adversaries). TA then executes the method CompVehs(L, sL)
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Algorithm 6 Vehicle Attestation - TA Role.

1: procedure TA2(MSG4, δ
e
3)

2: Aid ∥ T4 ∥ L← msg4;

3: [IV ′ , L , G] ← HEAD(L);

4: L′← TAIL(L);

5: CheckAID (Aid);

6: T5 ← TimeStamp();
7: if (¬(VerSig(PKIV ′

;msg4, δ
e
3) & |T5 − T4| ≤

1)) then
8: Take proper action;
9: while L′ ̸= [] do

10: sL ← GeoLocsExtract(IV ′ , G);

11: sIv ← CompVehs(IV ′ , L);

12: L′← TAIL(L′);
13: [IV ′ , L , G] ← HEAD(L′);
14: nA← NextChaAgents(sL , sIv);

15: Healing(sIv);

Fig. 4. Example of applying LHASIoV for geographical forensic
investigations.

that checks the memory attestation results included in L to
prepare a list sIv of pairs of a compromised vehicle and its
location at the attestation time. In Step 14, TA then executes
the method NextChaAgents(sL , sIv) to specify the set nA
of agents to be challenged in the next vehicle attestation
process. This set is affected by the results of the current
attestation as clear from its inputs. Finally in Step 15, sIv is
forwarded to the healing algorithm via executing the method
Healing(sIv). In this case, HEAD and TAIL are revised
versions of the ones typically used with lists. This is so as
our attestation list may include members that are lists of
attestation triples of vehicles i.e. the recursive definition of
L (Definition 1 below) clarifies sheds more light on this.

The healing process is achieved as follows. From the
location, speed, and direction of the compromised vehicle,

TA specifies a geographical range for the current location of
a compromised vehicle. Then TA sends the ID and correct
attestation value of the compromised vehicle to agents in the
geographical range. Once an agent finds the compromised
vehicle, the agent collaborates with its neighbors to trace the
vehicle and find a healing vehicle, a vehicle whose model
is identical to that of the compromised one but is not com-
promised. Then agents copy valid software from the healing
vehicle to the compromised one. If within a reasonable time
window, no healing vehicle was found, then TA sends a valid
copy of the software to participating agents. If the size of the
software is not convenient for healing the compromised vehicle
in one go, the software is sliced and consecutive agents apply
consecutive software slices.

The architecture of our proposed protocol supports revealing
compromised SUs and FOs in the early stage and before
embarking on vehicle attestation. This has the advantage of
healing compromised units with minimum delay and avoiding
using compromised SUs and FOs in Type 3 attestation. Con-
sequently, this guarantees a safe vehicular-network attestation
environment.

V. OPERATIONAL AND SECURITY ANALYSIS

In this section, we present novel operational semantics to
the main APIs of LHASIoV and carry out a detailed security
analysis to LHASIoV. The operational semantics is useful in
reasoning about our proposed protocol and is linked to its
security analysis. The semantics and analysis are presented in
Sections V-A and V-B, respectively. At the end of the section,
we establish an interesting link between the semantics and the
analysis.

A. Operational Analysis

The operational semantics of this section use the following
recursive formal definition of the set of lists of vehicle
attestation results built gradually in LHASIoV.

Definition 1: The set of attestation lists, AL ∋ L, express-
ing results of LHASIoV, is defined recursively as follows:

1) T1 = {(Iv, T, G) | Iv is a vehicle ID, T is a memory
attestation value, G is a geographical location}.

2) T2 = {[e1, . . . , en] | ei ∈ T1}.

3) T2 ⊆ AL.

4) L1,L2 ∈ AL H⇒ L1 ∥ [L2] ∈ AL.

We note that the structure of the elements of AL is a bit
involved: they are lists of “attestation values and lists of
attestation values”. This is reflected in Definition 1.4 and is in
line with Step 30 of Algorithm 4.

There are two main components for our operational seman-
tics: semantic states and semantic specifications or inference
rules. The specifications guide the transit from one state to
another state according to the content of LHASIoV. Defini-
tion 2 gradually builds the semantic states.

Definition 2: 1) The set of basic states is defined
as S = {⊥,Compromised,Secure,RunAttest}.
Every element of this set is denoted by ω.

2) The set of states of flying objects is defined as S f
=

S ∪ {Veh-Agent}.
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3) The set of states of side objects is defined as Ss
= Sd

∪

{Drone-Agent}.
4) The set of states of vehicles is defined as Sv

=

{Compromised,Genuine,⊥}.
5) The specifications of flying objects is the set of maps

from IDs of flying objects to S f : m f
∈ M f

=

I(F Os) −→ S f .
6) The specifications of side units is the set of maps from

IDs of side units to Ss
: ms
∈Ms

= I(SUs) −→ Ss .
7) The specifications of vehicles is the set of maps from

IDs of vehicles to Sv
: mv
∈Mv

= I(Vehs) −→ Sv .
8) The set of semantic states, Sem, of LHASIoV is defined

as {(ms, m f , mv) | ms
∈ Ms, m f

∈ M f , mv
∈ Mv

}.
Every element of this set is denoted by �.

The initial system state is expressed as {(I(F Os) −→
{⊥}, I(SUs) −→ {⊥}, I(Vehs) −→ {⊥})}. The states of
the finite state machine presented in Fig 3 can be realized
as abstractions of elements in Sem.

The following definition presents the building blocks of
running LHASIoV.

Definition 3: The set of API of LHASIoV is the set of
all procedures of all algorithms constituting LHASIoV. A
LHASIoV trace is a finite sequence of LHASIoV APIs.

Tables II and III introduce the inference rules of our
LHASIoV operational semantics. Every rule has the pattern
specified in Rule 3. The pre-conditions are the condi-
tions necessary for the network system to transfer from the
state �old to the state �new.

Pre-conditions

(Lp, IE ) |H meth : �old −→ (�new, ω)
(3)

This state transformation results from executing the method
meth (LHASIoV API) by the network entity whose ID is
IE . Lp denotes the set of lists of vehicle attestation values
collected so far by LHASIoV: hence Lp

∈ AL (Definition 1).
ω denotes the overall system state from the point of view of the
device executing meth. For example, Rule 4 reads as follows.
Executing the API SU 1

i () must start from a state (ms, m f , mv)

whose entity ms specifics the state of the side unit ISU as ⊥ or
RunAttest. In this case, the execution ends in a Secure
state (ms′, m f ′, mv′) whose entity ms′ specifics the state of
ISU and its neighbours as RunAttest.

B. Security Analysis

In this section, we prove the security of LHASIoV, i.e.
LHASIoV guarantees that adversaries (Advs) are not able
to report a genuine system state (genuine attest) to the TA
for software-compromised systems. In cases where adversaries
(Advh) can launch physical attacks, LHASIoV guarantees that
they can not fake valid system states for physically genuine
devices. This is essential to restrict physical-attack scalability
and to make such attacks not cost-efficient for larger-scale
networks. This section also proves that LHASIoV is resilient
to many other security attacks.

The following definition formulates a common concept,
adversarial experiment, in literature [14], [28], [29] to define
the security of a network attestation protocol p. In the context

TABLE II
INFERENCE RULES OF LHASIOV SEMANTICS

of this concept, an adversary can trigger TA to start an
attestation process to watch and attack the network system.

Definition 4: An adversarial experiment is a map

SecAt t (adv, n, p, An, Macp, Sigp) = [o1, . . . , on], (19)

such that:
• n is the number of initialized network entities that the

adversary, adv, has access to and that run the attestation
scheme, p. The communication among the adversary
and network entities follows our threat model presented
earlier in the paper.

• An is the number of times in which adv can communicate
with network entities. This number is polynomial because
adv is computationally bound.

• Macp and Sigp are security parameters depending on
mac and signature schemes, respectively, used in p.

• For each 1 ≤ i ≤ n, oi ∈ {0, 1}. The vector [o1, . . . , on]

denotes the output returned after performing the adver-
sarial experiment. Hence assigning a value 1 for an entry
oi denotes a secure state for the network entity Ei .

We now present Theorems 1 and 2 to analyze the security of
LHASIoV against software and hardware adversaries respec-
tively. The proof of the theorem below is similar for different

Authorized licensed use limited to: TU Delft Library. Downloaded on February 14,2024 at 12:55:10 UTC from IEEE Xplore.  Restrictions apply. 



EL-ZAWAWY et al.: LOCATION-AWARE AND HEALING ATTESTATION SCHEME FOR AIR-SUPPORTED INTERNET OF VEHICLES 2027

TABLE III
INFERENCE RULES OF LHASIOV SEMANTICS

system entities and hence we focus our proof on an instance
of the main system entity, a vehicle vi .

Theorem 1: For every software adversary Advs , LHASIoV
is secure against Advs . In other words, there exists a
negligible map S such that for every network entity Ei with
compromised software during the attestation process:
Pro[SecAt t (Advs, n,LHASIoV, An, Macp, Sigp)(i) =

1] ≤ N (µ), where µ is a polynomial map in the parameters
An, Macp, Sigp, and p = LHASIoV. Moreover, LHASIoV
is resilient to replay and denial of service attacks launched
by Advs .

Proof: We prove that Advs is not able to fabricate
a genuine system state for a vehicle vi whose software is
compromised during its attestation. To this end, we prove
that Advs can not contribute a genuine attestation report,
for vi , that is eventually delivered to and checked by TA.
Contributing such a report requires Advs to build a message
pair (msg3, δ

e
2) that includes genuine attestation values for

vi . We note that δe
2 is authenticated with genuine key SKIV .

The vehicle attestation process implies sending this message
to one of the RSUs directly or to another vehicle which
continues distributing the message until it eventually reaches
the RSUs. A genuine vehicle will only spread a received list
of attestation messages if contains no contradicting values for
memory attestations of vehicles of the same model. A genuine

vehicle will also re-authenticate the attestation list after adding
its attention messages to it. Therefore, without breaking the
security of this authentication process, Advs can not contribute
a genuine message for the under-execution attestation process.
This is so as the current attestation ID Aid and timestamps
contribute to the authenticated message. Bearing in mind
that Advs can not break the security of the vehicle Trusted
Execution Environment (TEE) which stores and executes the
code of LHASIoV and stores Aid and the key SKIV , it is
evident that Advs can not access these values. Therefore, for
the vehicle, vi whose software is compromised during its attes-
tation, Advs can not produce a genuine attestation message
for the running attestation process. This is also because the
memory attestation of the vehicle produces an invalid value
in this case. Eventually, messages of vi are transmitted to TA
via one of the RSUs, and a vehicle compromised message gets
discarded.

Similarly, it would not work for Advs to reply using reports
stored from other genuine vehicles or past reports of Vi . This
is so because the stored reports include an invalid attestation
message for vi in the current attestation process. Hence
changing the vehicle messages results in invalid attestation
reports, and Advs would need again to contribute a valid
message. In other words, old vehicle messages get discarded
by TA because of their invalid attestation process Aid. All
in all, Advs can not deliver a valid attestation message for
any vehicle with compromised software. Hence, Advs can not
overcome the attestation using a compromised vehicle (during
its attestation time). Therefore LHASIoV has a mechanism
for prohibiting Advs from intentionally spreading fake reports.
This mechanism is executed gradually and simultaneously on
all vehicles contributing to the attestation process. Therefore,
vehicles collaborate on stopping compromised messages. As a
result, Advs can not carry a denial of service attack in the
presence of LHASIoV. This is partially due to the fact that an
invalid attestation value for a vehicle has a chance of being
discovered at another vehicle and also invalidates the whole
list of attestation values. □

Theorem 2: For every hardware adversary Advh ,
LHASIoV is secure against Advh . In other words, there
exists a negligible map H such that for every network entity
Ei that has a genuine TEE but a compromised software
during the attestation process:
Pro[SecAt t (Advh, n,LHASIoV, An, Macp, Sigp)(i) =

1] ≤ H(γ ), where γ is a polynomial map in the parameters
An, Macp, Sigp, and p = LHASIoV. Moreover, LHASIoV
is resilient to replay attacks launched by Advh .

Proof: We need to prove that Advh can not fake a
valid system message for a vehicle vi that has uncompromised
hardware and compromised software during its attestation
time. Following similar steps as in the proof of Theorem 1,
What we need to prove amounts to proving that Advh can
not contribute valid attestation messages on behalf of the
vehicle. We notice that these messages are meant to eventually
(via one of the RSUs) arrive and be checked by TA. Also,
our assumption is that Advh can access TEE of a group of
other neighboring vehicles, V , rather than vi . Therefore, it is
assumed that Advh knows the secret parameters of vehicles in
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this group and can modify their LHASIoV execution phase.
Hence, Advh is able to produce valid attestation messages
for vehicles in V . Therefore these messages would pass the
authentication test at the TA.

However, to produce a valid list of attestation values L,
this list also hosts a valid attestation report for vi . We assume
that TEE of vi is genuine, and hence it is not possible to
forge its attestation values in the attestation list. Additionally
and similarly to proof of Theorem 1, LHASIoV resists replay
attacks that could be attempted by Advh . □

Theorem 3: LHASIoV can resist Man-in-The-Middle
(MTM) and different impersonation attacks.

Proof: We assume an adversary Adv that listens to
attestation messages exchanged between a vehicle and other
system entities. These messages include msg1,msg2,msg3,

msg4, δ, δ
e
1, δ

e
2, and δe

3. The objective of Adv in this case is
to create new messages that resemble the original attestation
ones. Several parameters such as geographical locations and
memory attestations of vehicles and IDs of system entities
were used to create these messages. Such parameters could be
collected by Adv via listening to genuine messages. However,
Adv does not know the secret keys of system entities. Since
every sent message is associated with its signature (built
using the secret keys), any modification by the Adv on any
message will be discovered on the message delivery. Hence it
is safe to elucidate that attestation messages can not be faked
by Adv without knowledge of the secret key of the sender.
Therefore, LHASIoV is safe against the man-in-the-middle
attack.

Similarly, as long as the device TEE is secure and the secret
key is not accessible by Adv, no adversary can prepare an
attestation message on behalf of system entities. Therefore,
LHASIoV is secure against different impersonation attacks:
vehicle-impersonation attack, RSUs-impersonation attack,
ACSs-impersonation attack, drone-impersonation attack, and
balloon-impersonation attack. □

Definition 5 and Theorem 4 establish the linkage between
our proposed operational semantics and our security analysis.

Definition 5: A semantic state s = (ms, m f , mv) ∈ Sem is
secure if s satisfies the inequalities of Theorems 1 and 2.

Theorem 4: Suppose that for a LHASIoV-trace tr , the
judgment (Lp, IE ) |H tr : �old −→ (�new, ω) is produced
by composing applications of relevant inference rules of our
LHASIoV operational-semantics. Suppose also that �old and
the network are secure during rules application. Then it must
be the case that �new is also secure.

The proof of Theorem 4 is by structure induction on the
inference rules of Tables II and III.

Our proposed protocol, LHASIoV, is resilient to the
black-hole and Sybil attacks. This is so that all vehicles on
the system must be registered with unique IDs. Moreover,
the vehicle attestation process implies distributing attestation
results to an RSU directly or to a set of vehicles in the range
of the sending vehicle. Hence the effect of a compromised
vehicle can be quickly revealed as the same data is delivered
to different vehicles.

Fig. 5. Proof-of-concept implementation for LHASIoV.

VI. IMPLEMENTATION AND EVALUATION

In this section, we introduce implementation details and
assess the LHASIoV performance. The tasks in this section are
categorized into three categories. We first introduce a proof-
of-concept implementation for LHASIoV which is based on
the security architecture, TrustLite which in turn is built
on a Siskiyou Peak [13] owned by Intel. This is done in
Section VI-A. Then in Section VI-B, we present detailed and
multi-facets comparisons of LHASIoV against related state-
of-the-art schemes [6], [14], [15]. Finally, in Section VI-C,
we prove and assess the practical feasibility of LHASIoV. This
is done by implementing LHASIoV in Omnetpp, a popular
networking simulation tool, associated with the Castalia
simulator. We make available result files from the simulations
tool that we employed to assess LHASIoV, in a public
repository.2 We carried out the experiments on a machine
that has the following specifications: Dell (Vostro) Intel(R)
Core(TM) i7-3612 QM CPU @ 2.10 GHz, 8.00 GB RAM on
Windows 10 (64-bits) OS.

A. Prototype

This section presents a proof-of-concept implementation
for our proposed protocol, LHASIoV. Our implementation
is based on the security architecture, TrustLite, that is
designed for embedded systems [30]. TrustLite is built on
a robust (concerning confidentiality and authenticity) research
system, named Siskiyou Peak [13] and built by Intel.
From such systems and with the assistance of hardware, our
implementation inherits and adopts the isolation of real-time
execution (called trustlets in this case) against system entities.
This isolation enables protecting critical entities against mali-
cious access. Fig 5 presents the details of our TrustLite
implementation.

Our implementation has a Memory Protection Unit (MPU)
restricting the data (which is secure-boot based) access only to
owner trustlets of that data. Hence, MPU is useful to restricting
access to hardware entities including peripherals. As a pair of

2https://github.com/maelzawawy/LHASIoV
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TABLE IV
COMPARING SECURITY AND FUNCTIONALITY ATTRIBUTES OF LHASIOV

AGAINST THE STATE-OF-THE ART SCHEMES

advantages of using TrustLite, rather than other similar
architectures, the rules in MPU of our implementation are
programmable (not static) and our implementation handles
interrupting trustlets.

We implemented main pieces of LHASIoV (such as TA1(),
AGENT1(), and VEH1()) as trustlets (isolated processes). More-
over, we designed MPU to control accessing RAM and ROM
in a manner that allows only the methods of LHASIoV to
access the private data of the protocol. As an example, in Fig 5,
according to the rule R3, the attestation ID and list can only be
written by the vehicle and agent methods. However, according
to the rule R1, the same methods can only read secret keys.

B. Costs and Comparisons
We compare our proposed protocol, LHASIoV, against

existing related attestation schemes in the area of IoV and
dynamic networks such as [6], [14], and [15]. The compar-
ison is in terms of security and functionality characteristics,
communication, computational, and storage costs.

The security and functionality characteristics that we
use to compare LHASIoV against related protocols include
IoV-orientation, drone assistance, formal semantic support,
resilience to hardware adversary, resilience to man-in-the-
middle attacks, replay attacks, and impersonation. Table IV
shows the result of this comparison. The table shows that
LHASIoV satisfies security and functionality requirements
(essential for modern systems of drone-assisted IoV) that are
not satisfied by existing protocols.

During the RSUs and ACSs attestation phase, the messages
msgi , δi , δ

e
j (or a compromise report), an integrity certificate

C(x,i) (or a compromise report) are communicated among reg-
istered SUs. Table V presents our assumptions about lengths
(in bits) of different data pieces composing communicated
messages in LHASIoV. The message msgi requires 160+32+
32 = 224 bits. Therefore, the total communication costs of the
procedures SU1

i (), SU
x1
j (), SU2

i () and SUx2
j () are 224 + 256,

at most 256, 32, and 0 bits, respectively. Hence, the total
communication cost of RSUs and ACSs attestation phase in
LHASIoV is at most 224+ 256+ 256+ 32 = 768 bits.

TABLE V
ASSUMPTIONS FOR THE LENGTH OF DIFFERENT MESSAGE PIECES

COMMUNICATED IN LHASIOV

TABLE VI
COMMUNICATION COSTS OF PROCEDURES USED IN VEHICLE

ATTESTATION PHASE OF LHASIOV

During the drones and balloons attestation phase, the mes-
sages msg1, δ, δ

e
1, δ

e
2 (or a compromise report), an integrity

certificate C (or a compromise report) are communicated
among registered RSUs and FOs. Using Table V, the message
msg1 requires 160 + 32 + 32 = 224 bits. Therefore, the
total communication costs of the procedures RSU1

1(), FO
1(),

RSU1
2() and FO2() are 224 + 256 + 256, at most 256, 32,

and 0 bits, respectively. Hence, the total communication cost
of drones and balloons attestation phase in LHASIoV is at
most 224+ 256+ 256+ 256+ 32 = 1024 bits. Similarly, the
total communication costs of the procedures, used during the
vehicle’s attestation phase, are presented in Table VI. Hence,
the total communication cost of the vehicles attestation phase
in LHASIoV is less than or equal to 320+352+416+320+
n ∗ 96+ 256 = 1664+ n ∗ 96 bits, where n is the number of
vehicle results in the list L.

Table VII and Fig 6 present our comparative study for com-
munication costs of vehicle attestation (Type 3 attestation - the
relevant part) of LHASIoV against related protocols. The study
confirms that LHASIoV requires less communication cost than
the related schemes. The formulas of costs in Table VII prove
that sending data through LHASIoV does not scarify other
performance parameters and hence does not raise any trade-off
issues. We opted for measuring costs in bits instead of using
the aspect of bandwidth costs to enable smooth comparisons
with state-of-the-art protocols that typically use bits. However,
we did measure the performance of our proposed protocol in
bandwidth consumption as Table X below shows. A connec-
tion bandwidth of 20 MHz was employed in the experiments.

To carry out a computational cost analysis, we assume
that tse and tc denote the time needed to sign or encrypt a
message and to calculate the concatenation of two messages,
respectively. The types one, two and three of LHASIoV
require 4 ∗ tse + 6 ∗ tc, 6 ∗ tse + 7 ∗ tc and 8 ∗ tse + 7 ∗ tc,
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TABLE VII
COMPARING COMMUNICATION COST OF LHASIOV AGAINST RELATED

STATE-OF-THE ART SCHEMES

Fig. 6. Comparing Communication cost of LHASIoV against related
state-of-the art schemes for different number of vehicles.

TABLE VIII
COMPARING COMPUTATIONAL COST OF LHASIOV AGAINST RELATED

STATE-OF-THE ART SCHEMES

respectively. Thus, the total computational cost in LHASIoV
is 18 ∗ tse + 20 ∗ tc. The efficiency of LHASIoV is partially
proved by the limited number of main operations used in it.
Table VIII presents our comparative study for computational
costs of LHASIoV against related protocols. The study reveals
that the computational costs of LHASIoV are, in most cases,
less than or comparable to those of related schemes.

During the RSUs and ACSs attestation phase, every one
of SUs needs to store a valid pair of input-output of a
service and an integrity indicator value. Therefore this stage
requires a storage cost of 3 ∗ 16 = 48 bits. Similarly, the
drones and balloons attestation phase requires a storage cost
of 3 ∗ 16 = 48 bits. However, the vehicles attestation phase
requires storing an attestation ID (16 bits), a time stamp
(32 bits), a list of attestation values for n vehicles (n ∗ 96),
and an integrity indicator value (16 bits). Therefore the storage
cost of this phase is 48+ n ∗ 96 bits. Hence the total storage
cost of LHASIoV is 144 + n ∗ 96 bits. Table IX presents
our comparative study for storage costs of LHASIoV against
related state-of-the-art protocols. The study shows that in

TABLE IX
COMPARING STORAGE COST OF LHASIOV AGAINST RELATED

STATE-OF-THE ART SCHEMES

TABLE X
SIMULATION CHARACTERISTICS

realistic IoV-networks with real size, the storage costs of
LHASIoV are less than those of related schemes.

All in all, our comparative study ensures that LHASIoV
is more efficient and scalable than related state-of-the-art
schemes. This becomes even more evident when we notice
that the network system treated by LHASIoV is more general
(for example supporting drone assistance) than that of most of
the related work.

C. Experimental Performance
On top of the well-known networking simulation tool,

Omnetpp, and its famous package, Castalia simulator, our
simulation of LHASIoV is built. The main objective of our
simulation is to prove the practical computational feasibility
of LHASIoV. Our simulation is designed to accommodate
the details of the system model of this paper presented in
Section III. In a public repository,3 we share the main result
files of our simulation. Castalia APIs can be applied to
these files to reproduce the results presented below. The main
characteristics of our experiments are shown in Table X. Our
experiments are simulated on a road that is of length 200 m and
width 50 m. The road has 2 RSUs and 2 ACSs units distributed
on the roadsides. Our simulation system relies on one TA unit.
The system is also equipped with a drone and a balloon that
moves linearly and frequently between the road ends. The road
has several vehicles that move at different speeds as specified
below in our experimental scenarios. The initial positioning of
vehicles on the road has the shape of a matrix. The drone and
balloon are initially deployed on opposite sides of the road.
Moreover, to extend the realistic aspect of our experiments,

3https://github.com/maelzawawy/LHASIoV
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TABLE XI
SCENARIOS USED FOR TESTING PRACTICAL PERSPECTIVES OF LHASIOV

TABLE XII
RESULTS OF RUNNING LHASIOV ON OUR EXPERIMENTAL SCENARIOS

FOR TESTING PRACTICAL PERSPECTIVES OF THE PROTOCOL

every scenario selects randomly several vehicles and assumes
that their software is compromised.

Our experiments were carried out using the experimental
scenarios outlined in Table XI. We present the results obtained
for these scenarios in Table XII.

For each experimental scenario, as presented in Table XII,
our experiments measure the average time needed to com-
plete attesting SUs (T 1

A), the average time needed to complete
attesting FOs (T 2

A), the average time needed to complete
attesting vehicles (T 3

A), the average consumption of energy per
node (AE ), the average number of transmitted packets (PT ),
and average number of received packets (P R), and the number
of infected vehicles (I V #). Fig 7 shows the development of
timings T 1

A , T 2
A , and T 3

A as the number of vehicles increases
in experimental scenarios. We notice that the times T 1

A and
T 2

A are very close for all scenarios. This is reasonable when we
notice that the side units have the same count for all scenarios
and they are static entities. We also notice that the increase
in T 3

A with an increasing number of vehicles is limited which
supports the practical feasibility of LHASIoV and shows its
applicability on huge IoV networks. Another interesting notice
is that the increase in vehicle numbers and their mobility in
scenarios ES7 and E S10 lead to a decrease in the attestation
time T 3

A , compared to scenarios ES6 and E S9, respectively.
This is so as the chance of delivering messages increases
with increasing mobility. The experiments prove a limited
energy consumption of around 6.798 mJ, per node. We also
note, as pictured in Fig 8, that for each scenario, the number
of received packets is larger than the number of transmitted

Fig. 7. Average times needed for Type 1 (T 1
A), Type 2 (T 2

A), and Type 3
(T 3

A) attention in LHASIoV.

Fig. 8. Received packets verses transmitted ones for experimental scenarios
of LHASIoV.

ones. This is due to the nature of LHASIoV which includes
delivering the same attestation message to many vehicles.
This also confirms the practical side of LHASIoV related to
utilizing the benefit of attestation messages and minimizing
their numbers. All in all, the results of our experiments confirm
the scalability and computational practicality of LHASIoV
from many points of view.

VII. CONCLUSION AND FUTURE WORK

In this work, we presented a novel Location-aware and
Healing attestation scheme for Air-supported Internet of Vehi-
cles (LHASIoV) to secure the IoV network from various
internal and external security threats. LHASIoV works in
two phases: (i) registration and key generation phase, per-
formed in a secured environment by a Trusted Authority
(TA) to initially deploy the network devices, and (ii) attes-
tation, done periodically by the TA to check (and heal)
software integrity in different network devices (i.e., roadside
units, flying objects, and vehicles). We provide a proof-of-
concept implementation for LHASIoV which is based on the
TrustLite security architecture, and we also present the com-
parisons of LHASIoV against related state-of-the-art schemes
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to show its effectiveness. Finally, we proved and assessed
the practical feasibility of LHASIoV by implementing it in
Omnetpp simulation tool. All the performance evaluations
done in terms of various metrics such as resilience to dif-
ferent security attacks, attestation overhead, communication/
storage/computational costs, attestation delay, mobility, and
scalability, show the correctness and effectiveness of our pro-
posed solution and its superiority over the existing approaches.
Our work is an adequate starting point for researchers to
provide security in heterogeneous IoV scenarios.

In the future, we plan to extend our proposed protocol to
have several layers of functionalities that allow adding new
types of components to the network system. This would be
in line with the rapid growth of technology in IoV industry.
We also plan on evaluating our proposed protocol on the
physical testbed. It will help to get us new insights such as
how much it modifies the hardware in current IoV scenarios
and also how costly these changes are. This is required
information for vehicle manufacturers as they will prefer low-
cost solutions.
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