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1.1 Abstract
Prokaryotes are constantly threatened by a large array of viruses and other mobile 
genetic elements. The evolutionary arms race between these prokaryotes and 
their invaders has resulted in a wide arsenal of defense mechanism, that enable 
the host to fight off the invaders. Among these defense mechanisms is an adaptive 
and inheritable immune system that is conveyed through Clustered regularly inter-
spaced short palindromic repeats (CRISPR) and their CRISPR associated proteins 
(Cas). Immunity relies on the integration of short stretches of invasive nucleic acids 
(spacers) into the genome of the host. Subsequent, transcription and processing of 
these spacers result in small crRNA molecules that guide Cas proteins for sequence 
specific target degradation. In this chapter, we will review the molecular mechanisms 
of CRISPR immunity, with a main focus on the E. coli type I-E CRISPR-Cas system.
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1.2 Introduction

Living systems have to constantly adapt to the ever-changing environment 
in order to survive. As a consequence, evolution has driven each species 
to have diverse survival strategies. For example, prokaryotic viruses (bac-

teriophages) are ten times more abundant than their prokaryotic hosts [1–4]. Yet, 
despite this shear abundance of bacteriophages, prokaryotes are one of the most 
abundant life forms on planet earth [5, 6]. To cope with this high load of invaders, 
prokaryotes have evolved numerous defense mechanisms that act on various stages 
of the bacteriophages life cycle. The combination of these defense mechanisms has 
allowed prokaryotes to fight off the invading bacteriophages and thrive in a wide 
variety hostile and competitive of environments.

Analogous to immune systems in humans, defense mechanisms in prokaryotes can 
be divided into innate (Figure 1.1A, Figure 1.1B & Figure 1.1C) and adaptive immune 
systems (Figure 1.1D). Innate immune systems are non-specific defense mechanisms 
that respond to invaders in a generic way, whereas adaptive immune systems are 
tuned towards one specific invader. In prokaryotes, innate immunity is comprised 
of several mechanisms that include: abortive infection mechanisms in which the 
host cell undergoes programmed cell death to prevent phage propagation (Figure 
1.1A) [7, 8]; surface modifications that block phage uptake (Figure 1.1B) [7–9]; and 
restriction-modification systems that target invading DNA elements (Figure 1.1C) 
[7, 10]. Together these innate defense mechanisms provide the first line of defense 
against invading bacteriophages. 

Until recently, it was thought that adaptive immune systems were exclusively found 
in eukaryotes. However, the perception changed with the discovery of Clustered 
regularly interspaced short palindromic repeats (CRISPR) and their CRISPR associated 
proteins (Cas). CRISPR-Cas loci are widely spread throughout prokaryotic genomes 
and provide an inheritable RNA-guided adaptive immune system against invading 
DNA or RNA [11–13]. The CRISPR loci consist of an array of repeat sequences that 
are separated by unique sequences called spacers. These spacers are often derived 
from bacteriophages or other mobile genetic elements (MGE) [11] and facilitate the 
recognition and destruction of MGE [12].  

The CRISPR immune response is conveyed by the cas genes, which are usually 
found adjacent to the CRISPR-array. CRISPR systems function in three distinct stages, 
namely; (I) The adaptation stage, where Cas proteins integrate small fragments of 
foreign nucleic acids (spacers) into the CRISPR locus; (II) The CRISPR RNA (crRNA) 
biogenesis stage, in which the CRISPR locus is transcribed and processed into small 
interfering crRNAs by the Cas proteins; (III) The interference stage, where the crRNAs 
guide Cas effector complexes to complementary target sites for degradation (Figure 
1.1D) [14]. In this chapter, we will provide an overview of the molecular mechanisms  
that underlie CRISPR-mediated defense in E. coli. 
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Figure 1.1: Overview of independent defense mechanisms that are found in prokaryotes 
(A) Schematic representation of the innate defense mechanism called abortive infection. During 
an abortive infection, the infected host cell undergoes programmed cell death, to prevent phage 
propagation [7, 8]. (B) Schematic of the innate defense mechanism called surface modification. The 
modification of surface receptors or the expression of polysaccharides can block the absorption of 
bacteriophages, rending the invader harmless [7–9]. (C) A schematic representation of the innate 
restriction-modification defense system. Restriction enzymes can target and cut specific DNA 
sequences in the viral genome. The host genome is protected from the cleavage activity by the 
restriction enzyme through methylation of the genomic DNA [7, 10]. (D) A schematic overview of 
the CRISPR-Cas adaptive immune system. CRISPR immunity is conveyed in three distinct stages. 
During the adaptation stage, small fragments of invading DNA are incorporated into the CRISPR 
locus. The second stage of CRISPR immunity is crRNA biogenesis, in which the CRISPR locus is 
transcribed and processed into small guide RNA molecules. The last stage of CRISPR immunity is 
interference, where the invading DNA located and destroyed by the CRISPR-associated proteins [14]. 
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1.3 History of CRISPR-Cas
In the early 90s, Mojica et al. set out to study salt-associated DNA modifications 
in the halophilic archaea Haloferax mediterranei [15]. Their initial DNA sequencing 
experiments uncovered a locus in a non-coding area of the genome of H. medi-
terranei with a peculiar pattern. The locus consisted of partially palindromic DNA 
repeats [16], that were separated by unknown, seemingly random, DNA sequences 
(Figure 1.2A). Moreover, the repeats were flanked by an open reading frame of an 
unknown set of proteins (Figure 1.2B). Because the function of this locus remained 
elusive, the term Tandem REPeats (TREP) was coined, describing the repetitive 
nature of the repeats. Although TERP were reported in several other species of 
prokaryotes (e.g. E. coli & Mycobaterium spp.) [17, 18], its importance remained 
unknown for more than a decade.

Advances in DNA sequencing techniques allowed for genome wide sequence 
analysis of prokaryotes. These experiments revealed that TREP sequences were 
widely distributed among archaea and bacteria, and led to an abundance of acronyms 
for these loci (e.g. TERP, DR, LTRR, SRSR and SPIDR) [19–25]. To reduce abundance 
of acronyms had accumulated over time, the term CRISPR was coined [26], which led 
to the recognition and definition of a new family of prokaryotic repeats. In addition, 
these genome sequencing experiments revealed the presence of conserved cas 
genes that were located nearby the repeat loci (Figure 1.2B). Based on the location 
of the Cas proteins and their sequence similarity with other proteins, it was presumed 
that their activity was linked to the repeats sequences [26]. 

Critical insights in the function of CRISPR-Cas came when it the origin of the 
spacer sequences was found. BLAST (Basic Local Alignment Search Tool) searches 
in the rapidly expanding genome databases revealed that spacers were derived 
from bacteriophages and conjugative plasmids [27–29]. This breakthrough led to the 
hypothesis that CRISPR loci may encode an adaptive immune system that protected 
prokaryotes against infections through RNA interference [30]. Two years later the 
first experimental evidence came from a study that characterized phage resistance 

cas genes CRISPR crRNA

NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN  CGGTTTATCCCCGCTGGCGCGGGGAACAC

Spacer (32 nt)

Leader

Repeat

C - G
G - C
C - G
C - G
C - G
C - G
C - G ...NNN CGGUUUAAU A

U          C
G   G

ACAC

A B  CGGTTTATCCCCGCTGATGCG-

GGGAACACCAGCGTCAGGCGT-

GAAATCTCACCGTCGTTGCCGGTT-

TATCCCTGCTGGCGCGGGGAACTCT-

CGGTTCAGGCGTTGCAAACCTG-

GCTACCGGGCGGTTTATCCCCGC

Figure 1.2: Organisation of the CRISPR locus
(A) An example of partially palindromic repeat sequences, located within the CRISPR-Array. Black 
sequences  indicate the repeats, whereas the blue sequences indicate spacer sequences. (B) Sche-
matic representation of the CRISPR locus. The CRISPR locus is comprised of a CRISPR array and a set 
of Cas genes. The CRISPR array holds the repeat sequences and virus derived spacers. Expression 
of the CRISPR array yields crRNA molecules that act as guides for the Cas proteins. The Cas genes 
encode for a set of proteins that is able to confer the immune response.
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of Streptococcus thermophilus strains. The authors found that phage sensitive S. 
thermophilus strains could acquire resistance after being exposed to bacteriophages. 
Remarkably, resistance coincided with insertion of new spacers in the CRISPR array. 
Moreover, sequence analysis of the CRISPR array showed that the newly acquired 
spacers were highly similar to the genome of the phage’s they were challenged with 
[11]. This was the first time that CRISPR-Cas adaptive immunity was caught in action.

Scientists soon began to understand the details of CRISPR-Cas based immunity. 
Biochemical characterization an E. coli CRISPR system showed that the repeats are 
processed by the Cas proteins into small guide RNAs, so called crRNAs (Figure 1.1D 
& Figure 1.2B) [12]. These crRNAs retain the virus derived spacer and is used to guide 
a complex of Cas proteins to target foreign DNA sequences [12, 13]. Later, it became 
clear that Cas proteins interfere with mobile genetic elements (MGE) through DNA 
cleavage [31]. These pioneering experiments established the CRISPR-Cas field and 
led to the characterisation of many other Cas proteins [32–35].  The discovery that 
CRISPR-Cas systems can be re-purposed as programmable restriction enzymes 
for genome engineering [36, 37], fast tracked the characterisation of CRISPR-Cas 
systems and shaped the field as we know it to date. 

1.4 Classification of CRISPR-Cas systems
The constant evolutionary arms race between prokaryotes and their invaders has 
resulted in an extreme diversity of CRISPR-Cas systems [32, 33, 38, 39].  Since its 
discovery (see 1.3 on page 5) numerous Cas proteins have been identified and 
characterized, yet, new systems with novel activities are still being found [34, 40] 
(e.g. C2c2 a CRISPR system that targets single stranded RNA [41]). The diversity of 
CRISPR-Cas systems poses a challenge when it comes to annotation and classification 
of these systems [32, 33].  To date, CRISPR systems are classified using a two-step 
classification system that consists of 2 classes, 6 types and 19 subtypes [33, 34]. 
Despite the wealth in diversity, CRISPR systems share a common architecture: an 
array of alternating repeat and spacer sequences and a set of cas genes that convey 
immunity (Figure 1.2 & Figure 1.3).

Most CRISPR systems contain the two universal core proteins Cas1 and Cas2, which 
are responsible for the insertion of new spacers in the CRISPR array (so called adap-
tation, see 1.5.1 on page 12) [32, 33, 42–44]. Cas1 is the most highly conserved 
Cas protein making it a good maker for annotation and classification [32]. However, 
some functionally active CRISPR systems rely on adaptation modules from other 
CRISPR loci, and are therefore not equipped with an adaptation module [32]. To 
overcome this hurdle, a two-step classification system is used. First, CRISPR-Cas 
immune systems are divided into two broad classes: Class I and Class II [33], Class I 
CRISPR systems are characterized by the presence of multi-subunit crRNA effector 
complexes [12, 45] (e.g. Cascade, see 1.4.1 on page 7), whereas Class II systems 
carry out immunity though a single-protein (e.g. Cas9, see 1.4.2.1 on page 10) 
[46]. These classes are further divided into types based on the presence of signature 
proteins (Figure 1.3).
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Figure 1.3: Classification of CRISPR-Cas systems
CRISPR systems can be classified using a two-step classification system. First, CRISPR systems are 
divided  into two broad classes based on the presence of multi-subunit or single protein crRNA 
effector complexes. The systems are further divided into types and subtypes based on the pres-
cence of signature genes. As a result, CRISPR systems are divided into two classed, 6 types and 
19 subtypes. * indicates the signature gene for the specific type. * indicates the small subunit (e.g. 
Cse2 of Cascade). ** indicates the large subunit (e.g. Cse1 of Cascade).

1.4.1 Class I CRISPR-Cas systems
1.4.1.1 Type I CRISPR-Cas systems
All type I CRISPR loci contain the signature gene cas3 (or cas3’), which encodes a 
large protein with separate helicase and nuclease activities (Figure 1.3). The Cas3 
helicase is highly conserved and belongs to the super family two (SF2) helicases (see 
Chapter 3 on page 73) [33, 47]. In most type I systems, this SF2 helicase domain 
is fused to a metal-dependent histidine aspartate (HD) domain with endonuclease 
activity (Figure 1.3) [33, 48, 49]. However, in some CRISPR loci the HD nuclease is 
encoded by a separate gene (cas3”) that is usually located adjacent to the cas3’ 
gene (Cas3 helicase). Together, these proteins are responsible for target degradation 
during the CRISPR-interference immune response (see Chapter 3 on page 73).

Apart from the Cas3 protein, type I systems share another feature: the formation 
of crRNA guided Cascade (CRISPR associated complex for anti-viral defence) like 
complexes that are responsible for target recognition (Figure 1.4A) [12, 32, 45]. 
Based on the composition of these complexes, type I systems can be divided into seven 
subtypes: Type I-A to I-F and I-U (Figure 1.3) [33]. Each subtype has an unique combination 
of Cas proteins and distinct features of the operon organization. For example, in type 
I-C, I-D, I-E and I-F all cas genes are encoded by a single operon, whereas for type I-A 
and I-B the cas genes seem to be clustered in two or more operons [33]. 
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The most extensively studied type I CRISPR system, is the I-E subtype from the 

model strain E. coli K12. The I-E subtype harbours an 11 subunit Cascade complex 
that is comprised of Cas81 (Cse1), SS2 (Cse2), Cas76, Cas51 and Cas61 [50–54] (Figure 
1.4A) and a Cas3 nuclease-helicase fusion (Figure 1.3). Together with the type I-F 
system, another well characterized type I CRISPR system from Pseudomonas aeru-
ginosa, the type I-E system has descended from a single ancestor making these 
systems monophyletic [33]. Despite their similarities between these two types, the 
type I-F system differs in its Cas protein architecture, for example a Cas3-Cas2 
fusion [55] and a 9 subunit Cascade complex: Csy11, Csy21, Csy36, and Cas61 [56, 57].

Compared to the type I-E and I-F systems, the remaining subtypes (I-A to I-D) 
are less well characterized. Yet, there is an increasing effort in understanding these 
remaining subtypes. For example, recent cryoelectron microscopy reconstructions 
of the type I-C Cascade revealed that this system contains a large Cas8 subunit that 
resembles a fusion of the Cse1 and Cse2 subunits of E. coli Cascade (subtype I-E) 
(Figure 1.4A) [58]. These continuous efforts in characterizing the type I subtypes 
will broaden our understanding of CRISPR immunity and may shed more light on 
how these CRISPR systems have diverged.

1.4.1.2 Type III CRISPR-Cas systems
Type III CRISPR loci contain the signature gene cas10 (Figure 1.3), and encode the 
multi-subunit crRNA guided effector complexes: Csm (subtypes III-A and III-D) or 
Cmr (subtypes III-B and III-C) [21, 22]. The subtypes III-A and III-B are distinguished 
based on the small subunit of their effector complexes, type III-A loci contain the 
csm2 gene whereas type III-B loci contain the cmr5 gene. Moreover, for type III-B 
loci usually lack the cas1, cas2, and cas6 genes and therefore require other CRISPR 
systems to provide this functional module [22]. The absence of some functional 
modules in certain subtypes provides strong evidence CRISPR-Cas systems are 
highly modular.

The signature protein Cas10 is the largest subunit of the type III effector 
complexes, which can be divided into four domains: HD domain, two palm domains, 
and a C-terminal α-helical domain (D4) [46]. The domain features of the Cas10 
protein is what distinguishes the III-C (Cmr) and III-D (Csm) subtypes [47]. For 
example, in type III-C systems one of the palm domains appears to be inactive, 
whereas type III-D loci typically encode a Cas10 protein that lacks the HD domain 
[22]. Interestingly, the HD domain of Cas10 contains conserved structural motifs 
that are shared with the HD domain of Cas3 in the type I system [37, 48, 49].

Apart from the homology between the HD domain of Cas10 and Cas3, the 
type I (Cascade) and type III (Csm/ Cmr) effector complexes also share a common 
architecture (Figure 1.4A & Figure 1.4B) [50]. For example, in both Cascade and 
Csm/Cmr effector complexes the crRNA is held by proteins from the Cas7 family 
(e.g. Cas7 and Cmr4, Figure 1.4A & Figure 1.4B) to form a helical backbone (Figure 
1.4A & Figure 1.4B) [39–43]. Even though the amino-acid sequence among Cas7 
proteins from these complexes are different, the proteins share a common hand 
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Figure 1.4: Comparison of type I and type III CRISPR systems
(A) Crystal structure of a type I Cascade effector complex at a 3.2 Å resolution [53]. The crRNA 
guided (Red) Cascade complex comprised of five subunits with an uneven stochiomety:  Cse11 

(purple), Cse22 (blue), Cas76 (green), Cas51 (yellow) and Cas61 (orange). (B) Crystal structure of a type 
III effector complex at a 2.1 Å resolution [59]. The crRNA guided (Red) CMR complex comprised 
of five subunits with an uneven stochiomety: Cas101 (purple), Cmr52 (blue), Cmr43 (green), Cmr31 

(yellow) and Cmr61 (orange). (C) Comparison of the Cas7 and Cmr4 proteins of type I and type III 
CRISPR systems, respectively. Both Cas7 and Cmr4 protein have a hand-like fold with: palm, thumb 
and finger domains. In each complex multiple copies of the protein form the backbone of the 
respective effector complex (see [A] and [B]).

like morphology with a thumb, finger and palm domains (Figure 1.4C) [41–43]. The 
conserved structural similarity between type I and type III systems suggests that 
these systems have descended from a common ancestor [22]. 

Unlike type I systems that target double stranded DNA, type III systems have 
been shown to target single stranded (ss) RNA and ssDNA. The exact mechanism for 
targeting by type III systems has remained unclear for a long time [47]. For example, 
Csm complexes were shown to degrade DNA in vivo [19, 51], whereas Cmr complexes 
were shown to target single stranded (ss) RNA in vitro [34, 52, 53]. Recent reports 
have shed more light on how these systems work. It was shown that both Csm and 
Cmr complexes can bind to ssRNA transcripts, which triggers two distinct enzymatic 
activities: sequence specific single stranded ribonuclease activity (ssRNase) and single 
stranded deoxyribonuclease (ssDNase) activity [54, 55]. This leads to a transcript-ac-
tivated degradation model, in which transcripts of RNA polymerase II are bound by 
the Csm/Cmr effector complexes with ssRNase activity [56, 57]. Such mechanism 
regulates the ssDNase activity ensuring that foreign nucleic acids are destroyed.



10

1
1.4.2 Class II CRISPR-Cas systems
1.4.2.1 Type II CRISPR-Cas systems
All type II CRISPR loci contain the signature gene cas9 and are exclusively found in 
bacteria. The cas9 gene encodes a single protein effector complex (Figure 1.3) with 
multiple domains that is responsible for both target recognition and target cleavage 
(RuvC and HNH domain) (Figure 1.5A) [46, 71–73]. Apart from target recognition 
and cleavage, the Cas9 effector protein also coordinates the incorporation of new 
spacers in type II systems [74]. Unlike the type I and type III systems, that use a 
single crRNA, Cas9 requires an additional tracrRNA for the activation of the crRNA 
guided effector complex [75]. The tracrRNA is partially complementary to the repeats 
within the respective CRISPR-array and is usually encoded in the CRISPR locus [75, 
76]. The multi-functionality of the Cas9 protein makes type II systems among the 
most compact CRISPR systems, and has therefore been harnessed as genome 
engineering tool [77–79].

Based on the locus organisation, type II systems can be further divided into three 
distinct subtypes: type II-A to II-C [33, 35]. The subtype II-A is characterized by the 
presence of the signature gene csn2, which is involved in the integration of new 
spacers but is not required for target degradation [74]. By contrast, the type II-B 
system lacks the csn2 gene but is characterized by the presence of the cas4 gene 
that is also found in some type I systems [33]. It was shown that Cas4 exhibits 3’ to 
5’ exonuclease activity [80, 81], and is likely playing a role in spacer acquisition [80]. 
The type II-C systems have the most minimalistic architecture, encompassing only 
three genes (cas1, cas2, cas9) [35]. The absence of the csn2 and cas4 genes in these 
loci suggests that spacer adaptation occurs through a distinct mechanism that may 
require additional factors [35]. 

1.4.2.2 Type V CRISPR-Cas systems
Type V systems are characterized by the presence of the cas12 gene (Figure 1.3). 
Like type II systems, the cas12 gene encodes a large multi-domain protein (Cpf1) 
that is required for both target recognition and target cleavage [82]. However, Cpf1 
has some distinct features that distinguish it from Cas9 proteins. For example, where 
type II systems require a tracrRNA for activation, Cpf1 requires a single guide RNA 
(crRNA) [42, 82, 83]. Moreover, Cpf1 lacks the HNH domain that is present in type II 
systems. Recent crystal structures have revealed that Cpf1 depends a RuvC domain 
(also found in type II systems) and a Nuc domain for DNA cleavage (Figure 1.5B) 
[42, 83]. The distinct domain organisation of type V effector complexes make these 
loci different from the established type II systems [84].

A recent computational prediction has divided type V systems into three putative 
subtypes: V-A to V-C [34]. Each subtype is predicted to have a domain organisation 
that is like Cpf1 with a RuvC like nuclease domain (Figure 1.5B). It was shown that 
one of these subtypes (V-B, C2c1) requires a tracrRNA, which contrasts with Cpf1 
[34]. Further biochemical characterisation and structural studies of these putative 
subtypes, will aid in understanding their functions and will help in uncovering their 
unique features.
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Figure 1.5: Comparison of type II and type V CRISPR systems
(A) Crystal structure of the type II Cas9 effector protein at a 2.9 Å resolution [72]. The RNA-guided 
(red) effector protein Cas9 can be divided into multiple domains: REC lobe (pink), HNH domain 
(yellow), RuvC domain (blue), CTD domain (magenta) and topo domain (green). (B) Crystal structure 
of the type II Cpf1 effector protein at a 2.8 Å resolution [42]. The RNA-guided (red) effector protein 
Cpf1 can be divided into multiple domains: REC lobe (pink), Nuc domain (yellow), RuvC domain 
(blue), WED domain (magenta) and Pi domain (green). 

1.4.2.3 Type IV CRISPR-Cas systems 
Type VI CRISPR loci contain the signature gene cas13 that encodes a single protein 
effector complex called C2c2 (Figure 1.3). The C2c2 protein lacks homology to any 
of the known proteins. However, C2c2 does contain two HEPN motifs that are also 
found in type III CRISPR systems and higher eukaryotes. Therefore, it was predicted 
that C2c2 may target RNA instead of DNA [34]. Recent, biochemical characterisation 
of a Leptotrichia shahii C2c2 protein revealed that this protein can cleave ssRNA 
targets by using a single guide RNA [85]. Another study has shown that C2c2 exhibits 
two distinct RNase activities, that allows it to generate mature crRNAs and cleave 
ssRNA targets [86]. Further characterization and exploration of this system is required 
to establish if there are subtypes of this system and to establish how the function 
these subtypes differ.
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Figure 1.6: Three steps in CRISPR adaptation
(A) The first step of adaptation is the identification of viral DNA fragments (protospacers) that can 
be integrated by the Cas1-Cas2 complex into the CRISPR-array. New protospacers are identified 
based on the presence of a three nucleotide sequence motif called PAM. The PAM is located 
immediately adjecent to the protospacer. (B) In the second step is processing of the viral fragment, 
yielding a 33 bp protospacer that is eligable for integration. During this process the Cas1-Cas2 
complex undergoes a conformational change. (C) The last step of adaptation is the integration of 
the protospacer intro the CRISPR array.

1.5 The type I-E CRISPR-Cas system
1.5.1 Adaptation
The first step in CRISPR immunity is called adaptation or naïve adaptation, which 
refers to the uptake of new foreign DNA fragments (spacers) in the CRISPR locus 
on the hosts genome (Figure 1.1). Adaptation is a complex procedure that requires 
at least three steps (Figure 1.6). The first step is to identify the invading DNA as a 
target for spacer acquisition (Figure 1.6A). Second, a DNA fragment of 33 base pairs 
(bp) in length (protospacer) is obtained from the foreign DNA (Figure 1.6B). Finally, 
the obtained spacer is integrated in the hosts CRISPR array to serve as a molecular 
memory against future invasions of mobile genetic elements (Figure 1.6C). The 
molecular basis for the adaptation process has only recently been uncovered and 
there is a continuous effort to obtain a comprehensive mechanistic understanding 
of the steps that lead to adaptation.

In the E. coli type I-E system, naïve spacer acquisition solely depends on two Cas 
proteins, Cas1 and Cas2 (Figure 1.6 & Figure 1.7) [43, 87–89], which are dispensable 
for later steps in CRISPR immunity, such as crRNA biogenesis (see 1.5.3 on page 
17) and CRISPR interference (see 1.5.4 on page 19) [12, 90–92]. Through elec-
trostatic and hydrophobic interactions these the Cas1 and Cas2 proteins form a 
stable heterohexameric complex, which is composed of two dimers of Cas1 and a 
bridging dimer of Cas2 (Figure 1.7) [87–89]. In its DNA-free state the complex adopts 
a ‘wings-up’ configuration, in which each Cas1 dimer represents a wing (Figure 1.7A) 
[87]. Upon binding a protospacer, the complex undergoes a conformational change 
in which the Cas1 dimers rotate downwards in the ‘wings-down’ configuration (Figure 
1.7B). This conformational rearrangement of the Cas1-Cas2 complex likely facilitates 
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Figure 1.7: Two conformations of the Cas1-Cas2 complex 
Crystal structures of the Cas1-Cas2 complex in apo and a DNA bound state. (A) Crystal structure 
of the apo Cas1-Cas2 complex at a 2.9 Å resolution [87]. The Cas1 and Cas2 proteins form a stable 
heterohexameric complex in which Cas2 dimer (blue) is sandwitched between two dimers of Cas1 
(grey). The Cas1-Cas2 complex adops a wings-up conformation in its apo state. (B) Crystal structure 
of the Cas1-Cas2 complex  bound to dsDNA at a 4.5 Å resolution [89]. The Cas1-Cas2 complex 
houses 23 bp dsDNA core (red), with two splayed ends of 5 nt each (red). Moreover, susbtrate 
binding introduces a conformational change (wings down), which likely facilitates spacer itegration.

spacer integration in the CRISPR locus [88, 89]. Single-molecule techniques such as 
single-molecule FRET could reveal how the conformational changes of the Cas1-2 
complex coordinate spacer integration process.

For the first step of adaptation foreign DNA needs to be recognized and processed 
by the Cas1-Cas2 complex. The Cas1-Cas2 complex identifies suitable protospacers 
based on the presence of a 3 bp protospacer adjacent motif (PAM), which is also a 
prerequisite for the CRISPR-interference stage of immunity (see 1.5.4 on page 19) 
[43, 93, 94]. The absence of PAMs in the spacer flanking repeat sequences prevents 
self-recognition and thereby inhibits autoimmunity. Moreover, it was shown that the 
Cas1-Cas2 complex preferentially acquires new spacers from plasmids despite the 
large excess of chromosomal DNA in the cell [43]. 

A recent genome wide study on the origin of spacers shed light on the mechanism 
that drives the preference for foreign DNA [94]. It was shown that the Cas1-Cas2 
complex derives new spacers from DNA degradation intermediates that are formed 
during the repair of double stranded DNA breaks (DSB). In E. coli DSB are repaired 
by the RecBCD complex, which is recruited to the DBS and then rapidly unwinds and 
degrades the DNA until it encounters a Chi site (Figure 1.8A) [91, 95, 96]. It was found 
that most newly acquired spacers were derived from DNA that was located between 
replication fork stalling sites, a common source of DSB, and the nearest Chi site [94]. 

The use of degradation intermediates of RecBCD generates a bias for foreign 
DNA by means of two mechanisms. First, the genome of E. coli is highly enriched 
for Chi sites compared to plasmid DNA, resulting in relatively small amounts self 
DNA for spacer integration  (Figure 1.8A) [94]. In contrast, the lack of Chi sites in 
foreign DNA results in an excess of degradation products that can be repurposed 
for spacer integration by the Cas1-Cas2 complex. Second, plasmids or viral DNA are 
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Figure 1.8: Mechanisms for self vs non-self spacer aqcuisition
(A) The Cas1-Cas2 complex re-purposes degradation products of the RecBCD complex. The E. coli 
genome is highly enriched for chi sites, which stalls degradation by RecBCD. Thereby, only a small 
amount of genomic DNA becomes available for spacer integration. Foreign DNA is deficient in chi 
sites and is thereby more extensivly processed by RecBCD. (B) Replication stall sites are a common 
source of double stranded breaks and a hotspot for new spacers. Plasmids are commonly found in 
high copy number, generating a bias towards foreign DNA.

commonly present in high-copy numbers. Each of these mobile genetic elements 
can stall the replication fork, which result in degradation intermediates that can be 
repurposed by the Cas1-Cas2 complex (Figure 1.8B). This suggests that acquisition 
by the Cas1-Cas2 complex exhibits a strong preference for high-copy DNA and 
thereby it limits acquisition of self DNA. 

For the second step of acquisition, the Cas1-Cas2 complex captures a protospacer 
of 33 bp in length to integrate it into the CRISPR-array (Figure 1.6B). Recent crystal 
structures of the Cas1-Cas2 complex bound to a 33 bp protospacer revealed the 
mechanism by which Cas1-Cas2 determines the size of the protospacers [88, 89]. The 
complex binds a dual forked DNA substrates in which the Cas2 dimer houses 23 bp 
dsDNA core (Figure 1.7B) [88, 89]. The end of the substrate is bracketed by a tyrosine 
residue (Y22) in the Cas1 monomers, threading single stranded DNA (ssDNA) into 
the active site of Cas1 (Figure 1.7B) [88, 89].  One of the Cas1 monomers recognizes 
the 5’-CTT-3’ PAM (a PAM for type I-E systems), which positions the ssDNA overhang 
such that it can be cleaved within the on the C-T junction [89]. Trimming of the ssDNA 
overhangs on both sides results in a protospacer of 33 bp that is comprised of 32 
bp of foreign DNA and the first nucleotide of the PAM (Figure 1.9A) [97]. Notably, 
the degradation products of RecBCD are single-stranded DNA [94], whereas the 
substrate for the Cas1-Cas2 has been shown to be double stranded DNA [44]. How 
re-annealing of the DNA strands occurs remains to be explored.

The final step of acquisition is integration of the protospacer in the CRISPR array. 
Directly upstream of the CRISPR array, an AT rich leader sequence is found that 
spans 100 to 300 bp (Figure 1.2B & Figure 1.9B) [21]. New spacers are preferentially 
integrated at the junction this leader sequence and the first repeat (Figure 1.6C & 
Figure 1.9C) [43, 98, 99]. Integration at this location results in a chronological record 
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Figure 1.9: Mechanism for spacer integration by Cas1-Cas2
(A) Foreign DNA is recognized by the Cas1-Cas2 complex by means of a PAM sequence that is 
immediately adject to the protospacer. When the Cas1-Cas2 complex locates a pre-spacer, its is 
processed by the complex to yield a mature spacer. This mature spacer is comprised of 32 bp of 
foreign DNA and the first nucleotide of the PAM. (B) New spacers are consistenly inegrated at the 
leader end of the CRISPR-array. The AT-rich leader sequence harbors two binding sites, an IAS site 
that docks the Cas1-Cas2 complex and a IBS site that binds the IHF protein. When IHF binds the 
DNA it introduces a sharp ~160° bend that positions the Cas1-Cas2 complex on the first repeat for 
integration. (C) Spacer integration is a multi step process that requires two nucleophillic attacks. 
The first nucleophillic attack occurs at the minus strand of the CRISPR-array, on the junction of the 
first repeat and the first spacer. This attack is facillitated by the 3’-OH group of the first nucleotide 
of the PAM. Thereby the nucleotide of the PAM also determines the orientation of the spacer. The 
second nucleophillic attack occurs at the plus strand of the CRISPR array, on the junction of the 
leader sequence and the first repeat. Next, the resulting gaps are closed by an unknown repair 
mechanism to complete the integration of the new spacer.

of the invaders that have been encountered by the cell or its ancestors [43, 99]. Two 
sequence motifs in the leader sequence guide the integration of new spacers at 
this specific location [99, 100]. The integrase anchoring site (IAS) is located furthest 
upstream of the CRISPR array (Figure 1.8B). This motif thought to recruits the Cas1-Cas2 
complex to the leader sequence [100]. The second motif encodes an integration host 
factor binding site (IBS) [99]. Integration host factor (IHF) is a heterodimer belonging 
to a family of bacterial histone-like proteins [99]. When IHF binds DNA, it introduces 
a sharp ~160° bend [100, 101]. Bending of the leader sequence has been suggested 
to position the Cas1-Cas2 complex such that the complex is located at the first repeat 
for spacer integration (Figure 1.9B) [100].
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Figure 1.10: Regulation of the CRISPR-locus
(A) The CRISPR locus of E. coli contains multiple promotors that are tightly regulated. The heat 
stable H-NS protein, represses the expression of the CRISPR machinery and crRNAs. By constrast, 
LeuO is able to alleviate this repression. (B) Prokaryotes tightly regulate CRISPR expression though 
quorum sensing. When the concentration of autoinducers (green hexagons) is high, as a result of 
high cell density, CRISPR is turned on. In contrast when the level of autoinducers is low, as a result 
of high cell density, CRISPR is turned off.

Next, integration at the first repeat sequence is mediated though a two-step 
nucleophilic attack, in which the 3’-OH ends of the protospacer are essential for inte-
gration [44]. First, the Cas1-Cas2 complex catalyses a nucleophilic attack between the 
3’-OH group of the protospacer and the minus strand of the CRISPR array, resulting in 
a half site integration intermediate (Figure 1.9C) [44]. Second, the Cas1-Cas2 complex 
catalyses another nucleophilic attack between the first repeat and the leader sequence 
(Figure 1.9C). This results in an integrated protospacer with on either side a ssDNA 
gap. It is hypothesized that both ligase and polymerase activity is required to complete 
the integration reaction (Figure 1.9C). Notably, the Cas1-Cas2 complex determines 
the orientation of the new spacer based on the presence of a 3’-OH C nucleotide 
that origins from the 5’-CTT-3’ PAM sequence (Figure 1.9A & Figure 1.9C) [44, 97]. 

In recent years, substantial progress has been made in understanding the adap-
tation process. Yet, some outstanding questions remain unsolved, such as how 
does the Cas1-Cas2 complex process DNA precursors to form protospacers? What 
is the role of the catalytic activity of Cas2? Further biochemical, structural and 
single-molecule studies could greatly enhance our understanding of this process. 
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1.5.2 Regulation of the CRISPR locus
The second stage of CRISPR immunity is crRNA biogenesis, which involves tran-
scription of the CRISPR locus, maturation of the crRNAs and assembly of the crRNA-
guided effector complex. The type I-E CRISPR locus of E. coli is tightly controlled by 
the heat-stable nucleoid structuring protein H-NS [102]. H-NS inhibits the expression 
of the Cas proteins and the CRISPR array, rendering the immune system inactive 
(Figure 1.10A) [98, 103, 104]. The H-NS binding sites are flanked by binding sites 
of the transcriptional activator LeuO, which can alleviate the repression of H-NS 
(Figure 1.10A) [102]. Apart from LeuO it has been shown that bacterial stress (e.g. 
envelope stress) can also activate the expression of CRISPR locus [105], suggesting 
that immunity in E. coli is thightly tuned based on its cellular state. 

Tight regulation of gene expression allows bacteria to reduce the energy costs 
that are associated with the CRISPR immune system. For example, constitutive 
expression of the CRISPR locus is a costly process and would be disadvantageous 
when thread of a bacteriophage is absent [106]. Two recent reports, using two distinct 
model organisms, have shown that CRISPR immunity is modulated by sensing the 
cell density through quorum sensing (QS) [107, 108]. At low cell densities, when 
the thread of a spreading phage is low [109], CRISPR immunity is repressed (Figure 
1.10B). However, at high cell densities, when the thread of a spreading phage is high 
[109], the cells start to produce auto-inducers that act as a transcriptional activator 
for CRISPR systems (Figure 1.10B). By using QS, the cells limit the costs that are 
associated with CRISPR immunity, and thereby increase their fitness [106].

1.5.3 CRISPR RNA biogenesis
Transcription of the CRISPR locus yields a set of Cas proteins and a long precursor 
crRNA (pre-crRNA) that encompasses the repeats and viral fragments (Figure 1.11A). 
Given the pseudo-palindromic nature of the repeat sequences, the pre-crRNA adopts 
a secondary stem-loop structure. Both the sequence and the shape of the stem 
loop, act as a hall marks for processing by the metal-independent endoribonuclease 
Cas6e [110, 111]. Subsequently, the Cas6e protein binds the stem loop and cleaves 
the pre-crRNA within the repeat. This yields a mature crRNA that is comprised of an 
8 nt 5’ handle, a 32 nt spacer and a 21 nt 3’ handle with a stem loop structure (Figure 
1.11B) [12]. After cleavage, the Cas6e protein remains associated to the 3’ stem loop 
and assembles into an effector complex with other Cas proteins [50, 51].

In E. coli, the Cas proteins assemble into a multi-subunit effector complex that is 
commonly referred to as Cascade (CRISPR associated complex for anti-viral defence) 
(Figure 1.12A & Figure 1.12B) [12]. The Cascade complex consists of five Cas proteins 
with an uneven subunit stoichiometry: Cse11, Cse22, Cas5e1, Cas6e1 and Cas76 
(Figure 1.12A) [50–54]. These eleven subunits assemble, together with the crRNA, 
in a sea-horse shaped effector complex that encompasses a head, backbone, belly 
and tail (Figure 1.12B) [50, 51]. The head of the complex is formed the Cas6e subunit, 
which provides a binding site for the helical backbone of Cascade. The backbone of 
Cascade consists of six Cas7 subunits (Cas7.1 to Cas7.6) with a hand like shape (Figure 
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1.4C & Figure 1.12) [52–54]. The thumb of each Cas7 subunit holds and positions the 
crRNA at six nucleotide intervals, forming an interwoven architecture. Consequently, 
every sixth nucleotide of the crRNA is flipped out of plane and is unable to interact 
with the target DNA [52–54, 112, 113]. 

After assembly of the Cas7 backbone, the conserved 5’ handle of the crRNA (Figure 
1.11C) is capped by the Cas5e subunit. When Cas5e binds to the 5’ handle, it forms 
sequence specific interactions with the RNA and it introduces a conformational change 
in Cas7.6. This conformational change is thought to prevent filament formation of 
Cas7 [53]. Strikingly, Cas5e also adopts a hand-like architecture with thumb and palm 
domain, suggesting that Cas5e is structurally related to Cas7 and its homologs [52–54, 
59]. Additionally, the Cas5e protein serves as a binding site for the Cse1 of Cascade, 
which is also known as the large subunit. Together with Cas5e, Cse1 forms the tail 
of the complex (Figure 1.12) and is responsible for discriminating foreign DNA from 
genomic DNA (see 1.5.4 on page 19).

The belly of the Cascade complex is formed by the two Cse2 subunits (Cse2.1 and 
Cse2.2) (Figure 1.12) [50–54]. These two subunits bridge the head and the tail of the 
complex and are held in place by the Cas7 backbone [114]. The Cse2 dimer has two 
positively charged faces that are located on either side of the dimer. The charged 
faces are thought to stabilize the interactions with the two strands of the target DNA 
and are therefore, extremely important in the target binding reaction [52–54, 114].

pre-crRNACas proteins

CRISPR-Cas locus

Expression
crRNA
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Cas6e

Spacer
(32 nt)

3’ handle
(8 nt)
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(21 nt)
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Figure 1.11: Transcription the CRISPR locus
(A) Transcription of the CRISPR locus, results in a pool of Cas proteins and pre-crRNA molecules. 
Given the palindromic nature of the repeats, the pre-crRNA adopts a secondary hairpin structure. (B) 
The pre-crRNA molecule is processed by the Cas6e protein that tightly binds the hairpin structures 
in the repeats. Subsequent cleavage by the Cas6e protein, results in mature crRNA molecule. These 
molecules consist of a 8 nt 3’ handle, a 32 nt spacer and a 21 nt 5’ handle with stemloop structure. 
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Figure 1.12: Assembly of the Cascade complex
(A) Orthogonal views of the Cascade effector complex [53]. The Cascade adopts a seahorse shaped 
structure with an uneven stochiomety: Cse11 (purple), Cse22 (blue), Cas76 (green), Cas51 (yellow), Cas61 
(orange) and crRNA (red). (B) Schematic representation of the Cascade complex. Color coding for 
the subunits is as desribed in [A]. Cascade forms a seahore shaped complex with a head, backbone, 
belly and tail.

1.5.4 CRISPR interference
The last step of CRISPR immunity is interference, which is a step wise process that 
involves crRNA guided cleavage of double stranded DNA (dsDNA) targets [12]. 
In E. coli, CRISPR interference relies on multiple proteins, that locate, identify and 
degrade target DNA substrates (called protospacers). The Cascade surveillance 
complex has the daunting task of locating invading protospacers amongst the vast 
amount of DNA in the cell. To distinguish protospacers from genomic DNA of the 
host, Cascade searches for a trinucleotide protospacer adjacent motif (PAM) that 
is located immediately upstream of the protospacer (Figure 1.13A & Figure 1.13B) 
[115, 116]. This PAM sequence is absent in the CRISPR locus and thereby provides a 
robust mechanism for discriminating “self” from “non-self” [112, 116]. 

Cascade exhibits a rather stringent regime when it comes to PAM recognition, 
triggering robust interference for only five of the 64 possible PAM sequences (5’-CTT-
3’, 5’-CTA-3’, 5’-CCT-3’, 5’-CTC-3’ and 5’-CAT-3’, on the target strand) [112, 115–118]. 
To identify PAM sequences, Cascade uses three structural features of its Cse1 
subunit, a glutamine wedge, a glycine loop and a lysine finger, that probe the minor 
groove of the DNA. These structural features only tolerate specific nucleotides at the 
different positions of the PAM, giving rise to the five PAMs that trigger interference 
[112, 113, 115–118]. Strikingly, all the spacers in the CRISPR-locus are flanked by a 
5’-CGG-3’ PAM from the repeat sequence [117]. This PAM is the combination of the 
least favoured nucleotides at each position, inhibiting Cascade targeting reaction 
despite the perfect match with the crRNA [113].
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Besides the hallmark for foreign DNA, the PAM sequence carries an additional 

benefit. Recent studies have shown that the target search mechanism of Cascade is 
largely depended on 3D diffusion, finding protospacers through random collisions 
with the DNA [119]. If Cascade would probe the DNA for a match over the full length 
of its crRNA at every collision with the DNA, it would spend a substantial amount 
of time on the DNA. To reduce the complexity of its target search, Cascade initially 
screens the DNA for PAM sequences (Figure 1.13A) [119], allowing Cascade to avoid a 
large fraction the DNA. Thereby, Cascade can greatly reduce its search time [119–121].

Once Cascade locates a PAM sequence, it uses the glutamine wedge of the Cse1 
subunit to locally melt the DNA and probe the DNA for a match with its crRNA [113]. 
Ultimately, a match results in hybridization between the complementary target strand 
and a displaced (nontarget) strand (called a R-loop) (Figure 1.13A). R-loop formation 
initiated at the “seed” sequence that is defined as the first eight nucleotides (with 
exception of the 6th nucleotide) of the protospacer (Figure 1.13B) [122]. A matching seed 
sequence is crucial for propagation of the R-loop [123] and is therefore a prerequisite for 
CRISPR interference [122]. Upon hybridization of the seed and the crRNA, the displaced 
nontarget strand is stabilized by positively charged residues within the Cse1 subunit, 
resulting in the formation of an initial recognition complex (Figure 1.13C) [113, 124]. 

After formation of initial recognition complex, the R-loop propagates in a direc-
tional manner, towards the PAM distal end of the protospacer (Figure 1.13D) [123–
125]. Because the crRNA is held at every 6th nucleotide by the Cas7 backbone, the 
crRNA-DNA hybridization reaction occurs in 5 nucleotide segments [52–54, 112] (Figure 
1.13D). If Cascade encounters a mismatch in one of these segments, the formation of 
the R-loop will stall and interference will likely be aborted [123, 125]. This directional 
R-loop formation, serves as a proofreading mechanism, allowing Cascade to rapidly 
reject off-targets without probing the remaining DNA. By using such proofreading 
mechanism, Cascade limits the time it spends on off targets that do not meet the 
requirements for interference. 

When the R-loop reaches the end of the protospacer, Cascade undergoes a confor-
mational change that involves movement of several subunits, including the head 
(Cas6e), tail (Cse1) and belly (Cse2) of the complex [50–54, 123, 124]. For example, 
the Cas6e subunit of the complex moves down towards the PAM proximal site of the 
protospacer. Consequently, the Cse2 dimer slides down along the backbone, rotating 
the Cse1 subunit of the Cascade complex [50–54, 113]. This global conformational 
change, positions the Cse1 and Cse2 subunits such that they can contact the displaced 
nucleotides that are located at each pinch point of Cas7 backbone (nucleotides 6, 12, 
18, 24 and 30) [52] (Figure 1.13D). The interactions of Cse1 and Cse2 with the flipped 
out bases, “lock” the R-loop and result in a stable protein-DNA complex [123, 124, 
126] (Figure 1.13D).

The locked R-loop licences DNA degradation by the trans-acting Cas3 protein with 
helicase and nuclease activities [113, 127, 128]. The E. coli Cas3 protein is comprised 
of an N-terminal metal-dependent histidine-aspartate (HD) endonuclease domain 
and a C-terminal superfamily 2 helicase domain (Figure 1.14) [47, 129, 130]. The Cas3 
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Figure 1.13: R-loop formation by the Cascade complex
(A) Steps towards target recognition by the Cascade complex. Cascade starts by screening the 
DNA for PAM sequences. Once Cascade has found a PAM sequence, it locally melts the DNA and 
probes the neighbouring DNA for complementarity with its crRNA. Once a target site is found, 
Cascade forms a R-loop, in which the crRNA is paired with the complementary target-site whereas 
the nontarget strand is displaced. The formation of the R-loop triggers the recruitment of Cas3 for 
subsequent target degradation. (B) Schematic representation of sequence elements required for 
R-loop formation. Protospacer adjacent motif (PAM) is highlighted in orange, the seed sequence is 
highlighted in blue and the protospacer is highlighted in blue and green. The black dots and nucle-
otides represent the location of the pinch points of the Cas7 backbone. (C) Schematic representation 
of seed bubble formation by Cascade. Cascade initially probes the seed sequence by forming a 
so-called seed bubble. The seed bubble is stabilized by a positively charged groove on the Cse1 
subunit of Cascade. (D) Schematic representation of full R-loop formation. Once Cascade reaches 
the end of the target site it locks the R-loop through interactions between the target DNA and the 
Cse1 and Cse2 subunits. 

helicase has a typical arrangement of SF2 helicases [47, 129, 130], with two RecA 
domains that are separated by a cleft in which ATP driven conformational changes 
take place [129, 131]. Additionally, the helicase contains a Cas3-specific accessory 
C-terminal domain (CTD) (Figure 1.14A), which is connected to RecA2 domain through 
a long linker [129, 130]. This domain may be involved in the interaction with the Cse1 
subunit of Cascade that recruits Cas3 [127, 129]. 

When Cas3 is recruited to the Cascade marked R-loop, Cas3 nicks the foreign 
DNA ~11 nucleotides away from the PAM in the displaced nontarget strand (Figure 
1.14B) [132–134]. This initial nick, generates a single-stranded DNA (ssDNA) overhang 
which facilitates loading of the helicase domain (Figure 1.14) [129] (see Chapter 3 on 
page 73). Once the helicase domain is loaded, the interaction between Cascade 
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Figure 1.14: CRISPR interference by the trans-acting Cas3 protein
(A) Crystal structure of Thermobifida fusca Cas3 at a 2.65 Å resolution [128]. Cas3 is comprised of a 
histidine-aspartate (HD) endonuclease domain (grey), two RecA domains (green and cyan) and a C-terminal 
domain (CTD) (purple). DNA is highlighted in red. (B) Steps towards CRISPR mediated DNA degradation 
in type I systems. These steps include, recruitment of Cas3, nicking of the R-loop, loading of the helicase 
domain and repetitive DNA unwinding with intermittent cleavage. (C) To break open the dsDNA helix, 
Cas3 undergoes successive conformational changes, in which the RecA domains open 1-bp at a time. 
This process repeats until 3-bp are opened. (D) Cas3 holds the opened base-pairs until the third base 
pair is opened. This third step triggers the release of the DNA, resulting in a 3-bp spring loaded burst 
that moves the RecA domains to their initial location. 

and Cas3 becomes stable (see Chapter 3 on page 73). Upon ATP hydrolysis, Cas3 
unwinds the DNA along the nontarget strand in a 3’ to 5’ direction, while remaining 
in tight contact with the Cascade complex [49, 129, 132, 135] (see Chapter 3 on 
page 73). As a result, loops are formed in the target strand (Figure 1.14) [119]. 
This mechanism acts as a fail-safe to ensure that Cas3 is only active on DNA that is 
flagged for degradation by Cascade. Thereby, limiting the potential toxic effect of 
off-target degradation. 
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To break open the dsDNA helix the Cas3 helicase uses an ‘inchworm-like’ unwin-

ding mechanism (see Chapter 3 on page 73). The unwinding cycle by Cas3 begins 
with the RecA1 monomer tightly bound to the DNA and the RecA2 monomer weakly 
associated with the DNA (Figure 1.14C). Upon ATP hydrolysis, the RecA2 monomer 
dissociates from the DNA and moves forward to tightly bind a position one base 
pair a head (Figure 1.14C). Next, the RecA1 monomer that was initially tightly bound, 
becomes weakly associated and undergoes a similar cycle (Figure 1.14C). Cas3 
undergoes three of such cycles, followed by a spring-loaded burst that moves the 
enzyme forward by 3 base pairs (Figure 1.14D) (see Chapter 3 on page 73). This 
returns the helicase in its original conformation and allows Cas3 to unwind the next 
three base pairs in a similar fashion (Figure 1.14D). Given the conserved features of 
the Cas3 helicase [47], it is likely that the Cas3 helicases from other types I systems 
(e.g. type-IF) also unwind DNA through an ‘inchworm-like’ mechanism.

The ‘inchworm-like’ unwinding mechanism of Cas3 requires careful coordination 
of its RecA domains. However, the two RecA domains frequently miscoordinate, 
allowing the DNA to slip back and re-anneal over short and long distances (see 
Chapter 3 on page 73). These slipping events limit the translocation distance and 
allow Cas3 to repeatedly present its intrinsically deficient HD nuclease domain with 
single-stranded DNA (see Chapter 3 on page 73). This provides a mechanism to 
ensure DNA cleavage even when the nuclease domain exhibits sparse activity. As 
a result, Cas3 generates a distribution of degradation products that are close to 
spacer length. Subsequently, the fragments, of about 90 nucleotides in size, can be 
repurposed by the Cas1-Cas2 spacer integration complex to serve as precursors 
for new spacers (see Chapter 3 on page 73). This allows the CRISPR-system to 
update the CRISPR memory and amplify the CRISPR immune response during CRISPR 
interference [136]. Taken together, the stepwise recognition of the Cascade complex 
and the repetitive discontinuous unwinding behavior of Cas3, provides E. coli with 
an immune system that exhibits high-fidelity target detection and robust cleavage 
activity whilst limiting deleterious off-target effects.

1.5.5 Primed spacer acquisition
Driven by an evolutionary arms race, bacteriophages and other MGE have deve-
loped various strategies to escape CRISPR-Cas immunity. These strategies include 
mutations that abrogate CRISPR-Cas targeting (“escape mutants”) and small proteins 
that bind and inhibit the CRISPR-Cas machinery (Figure 1.15) [39, 122, 137]. These 
small inhibiting proteins, so called anti-CRISPRs, have only recently been discovered. 
Therefore, it remains unclear which strategies hosts have acquired to overcome the 
detrimental effects of these inhibitory proteins. However, it is easy to speculate that 
the presence of anti-CRISPR proteins has driven the wide diversity of CRISPR-Cas 
systems (see 1.4 on page 6) and the existence of multiple CRISPR-Cas systems 
in single bacterial and archaeal strains. 

Compared to anti-CRISPRs, much more is known about the hosts response against 
escape mutants. Evolutionary mutations in the PAM and/ or protospacer regions 
can result in a loss of target recognition by the immune system, allowing the MGE 
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to escape CRISPR immunity [64]. Typically, these escape mutations arise in the 
PAM and/ or the seed sequence (Figure 1.13B) that are both essential for target 
recognition by the Cascade complex [112, 117, 122]. Apart from these mutations, 
multiple mutations in the PAM distal part of the protospacer may also be detrimental 
to CRISPR immunity [112, 117]. 

To avoid the lethal effects of escape mutants, type I CRISPR systems have evolved 
a mechanism that is commonly referred to as primed adaptation. During the primed 
adaptation response, the host uses the pre-existing spacers to acquire a new set 
of spacers at a much higher rate from the same foreign DNA [97, 112, 117, 124, 136, 
138–142]. For example, in the type I-E system the priming response enhances the 
acquisition rate by 10- to 20- fold over naïve acquisition [138, 139]. This memory 
update, allows the host to maintain immunity and keep pace with the rapidly evolving 
MGE. Interestingly, primed adaptation even occurs in the absence of escape muta-
tions [97, 136, 142], suggesting that CRISPR immunity is actively maintained by the 
host. 

The primed adaptation response requires tight coordination of the all the compo-
nents involved in CRISPR immunity, including the Cascade targeting complex, Cas3 
degradation module and the Cas1-Cas2 adaptation complex [97, 138–141]. This 
contrasts with naïve adaptation, which solely depends on the Cas1 and Cas2 proteins 
[43, 88]. Primed adaptation response starts with target recognition by the Cascade 
complex. Therefore, the position and the number of mutations in the protospacer, 
strongly affect the efficiency of primed spacer acquisition [112, 117]. A recent high-
throughput screen of escape mutants revealed that depending on the position, 
primed adaptation may tolerate up to 13 mismatches, suggesting that priming is 
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Figure 1.15: Primed adaptation in response to escape mutants
(A) Schematic of the mechanisms that allow bacteriophages to escape the CRISPR-Cas adaptive 
immune system. (B) Schematic representation of the primed adaptation in the type I-E and type I-F 
systems. In reponse to escape mutants, cells induce primed adaptation that results in an enhanced 
rate of spacer acquisition. In the type I-E system, new spacers are derrived from the same strand 
that was initially targeted. In contrast the type I-E system, priming in the type I-F system results in 
bi-directional spacer acquisition. First a spacer is acquired from the opposite strand, which fuels 
a secondairy primed adaptation reponse that results in spacer acquisition from the same strand.
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an astonishingly robust response [112]. Consequently, these mutations trigger two 
distinct conformational states of the Cascade complex (see Chapter 2 on page 39) 
[124, 128], resulting in either Cas1-Cas2 dependent or independent recruitment of 
Cas3 [119, 124, 128]. 

Upon recruitment, Cas3 starts unwinding and degrading the invading DNA. This 
generates ssDNA fragments with a size of 30 to 100 nucleotides, which re-anneal to 
form precursors for spacer integration (pre-spacers) by the Cas1-Cas2 complex [136]. 
The precise mechanism for re-annealing if these ssDNA fragments remains unclear. 
However, the complex formation of Cascade and Cas3 during the interference 
response (see Chapter 3 on page 73) and the Cas1-Cas2 dependent recruitment 
of Cas3 to mutated targets [119, 128], suggests that Cascade, Cas3 and Cas1-Cas2 
form a complex upon primed adaptation. Such complex formation allows for direct 
transfer of the newly generated pre-spacers to the integration complex, resulting 
in a fast and efficient adaptation response. 

Interestingly, primed adaptation among the various type I subtypes show a distinct 
integration pattern (Figure 1.15B). For example, the type I-E system displays a strong 
bias for spacers that have been acquired from the same strand as the priming 
protospacer [97, 112, 117, 138], whereas in the type I-F and type I-B systems primed 
adaptation occurs from both strands (Figure 1.15B) [55, 140–142]. Several models 
have been suggested for the distinct behaviour amongst the different subtypes. In 
the type I-F system, the first new spacer that is typically acquired from the opposite 
strand of the primed protospacer, which coincides with the directional translocation 
of Cas3 (Figure 1.15B) (see Chapter 3 on page 73). This may fuel a secondary 
primed adaptation response in the opposite direction (Figure 1.15B). Alternatively, 
it was recently shown that two Cas2-Cas3 fusion proteins of the type I-F system 
form a four-lobed propeller shaped complex with four Cas1 molecules (Cas2-Cas32, 
Cas14) [55]. It has been suggested that the stoichiometry of this complex with two 
Cas3 molecules, may be responsible for the bi-directional acquisition. Even though, 
these results provide some mechanistic basis for primed acquisition, more extensive 
characterisation of priming in the different subtypes is needed to uncover the 
mechanistic details and order of events during primed adaptation. 
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1.6 Thesis outline
Chapter 2 on page 39: “Two distinct DNA binding modes guide dual roles of a 
CRISPR-Cas protein complex”.

In chapter 2 we show that Cascade distinguishes bona fide targets and mutated 
targets using disparate binding modes. Using single-molecule FRET, we observe 
that the recognition of bona fide targets by Cascade is an ordered process, starting 
with seed bubble formation after which a complete R-loop is established. This 
tightly controlled and ordered process allows Cascade to recognize targets with 
high-fidelity. In contrast, mutated targets are recognized with low fidelity, displaying 
short-lived seed-independent binding that can occur from any segment of the 
crRNA. These dual roles of Cascade in immunity with distinct fidelities underpin 
CRISPR-Cas robustness, allowing for efficient degradation of bona fide targets and 
priming of mutated DNA targets.

Chapter 3 on page 73: “The CRISPR associated Cas3 protein repetitively probes 
the target DNA with a 1-nt step size”.

In chapter 3 we investigate the mechanism of CRISPR interference using single-mo-
lecule FRET. We show that Cascade and Cas3 remain in tight contract while Cas3 
unwinds the DNA, resulting in loops in the target strand. Cas3 unwinds DNA in 
distinct bursts of three base pairs that underlies three one base pair steps. Miscoor-
dination within the helicase domain of Cas3 results in slipping, which allows Cas3 
to repeatedly present the intrinsically deficient nuclease domain with ssDNA. 
This generates a distribution degradation products with an average size of ~90 
nucleotides. Our study reveals an unanticipated level of complexity, in which the 
discontinuous and burst-like helicase properties of Cas3 are the driving force behind 
CRISR interference. 

Chapter 4 on page 103: “TUT7 controls the fate of precursor microRNAs by using 
three different uridylation mechanisms”.

In chapter 4 we investigate how terminal uridylation transferases recognize and uridy-
late precursor microRNAs (pre-miRNA). We find that the overhang of a pre-miRNA is 
the key structural element that is recognized by TUT7 and its paralogues, TUT4 and 
TUT2. While TUT7 mono-uridylates the 1-nt overhang of group II pre-miRNAs to its 
canonical end structure, it generates an oligo-U tail for pre-miRNAs where the 3’ end 
is further recessed into the stem. The oligo-U tails on the trimmed pre-miRNAs may 
promote rapid degradation of non-functional pre-miRNA species. In contrast proces-
sive oligo-uridylation in the presence of Lin28, both mono- and oligo-uridylation by 
TUT7 is conveyed through a distributive mode of uridylation.  Our study reveals dual 
roles and mechanisms of uridylation in repair and removal of defective pre-miRNAs.
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Chapter 5 on page 153: “Single-molecule pull-down for investigating protein–
nucleic acid interactions”.

In chapter 5 we combine single-molecule fluorescence with various protein complex 
pull-down techniques. We describe several different strategies and list the challenges 
that have to be overcome for the development of these techniques. As a proof-
of-concept, we highlight three examples of protein complexes involved in small 
RNA biogenesis (Drosha-DGCR8, human Dicer-TRBP, Drosophila Dicer 2-Loqs-PD, 
and a TUT4 complex) and illustrate how we elucidate the molecular bases of their 
functions. With this protocol, single-molecule fluorescence can be widely used to 
study nucleoprotein complexes.

Chapter 6 on page 177: “A fast and automated step detection method for analysing 
single-molecule trajectories”.

In chapter 6 we describe an automated step detection method to analyse single-mo-
lecule trajectories. The algorithm is based on chi-squared minimization, capable 
of detecting steps in single-molecule trajectories without any prior knowledge on 
their size or location. We first describe how the step finding procedure is performed 
and how the optimal number of fitted steps is determined. Next, we provide a 
description on how the selection criteria for the optimal number of steps change 
when data exhibits a wide variety of step-sizes and plateau lengths. Finally, these 
considerations lead to a robust “hands-off” fitting procedure that is suitable for 
various types of single-molecule trajectories.
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2.1 Abstract
Small RNA-guided protein complexes play an essential role in CRISPR-mediated 
immunity in prokaryotes. While these complexes initiate interference by flagging 
cognate invader DNA for destruction, recent evidence has implicated their invol-
vement in new CRISPR memory formation, called priming, against mutated invader 
sequences. The mechanism by which the target recognition complex mediates 
these disparate responses interference and priming remains poorly understood. 
Using single-molecule FRET, we visualize how bona fide and mutated targets are 
differentially probed by E. coli Cascade. We observe that the recognition of bona 
fide targets is an ordered process that is tightly controlled for high fidelity. Mutated 
targets are recognized with low fidelity, which is featured by short-lived and PAM- 
and seed-independent binding by any segment of the crRNA. These dual roles 
of Cascade in immunity with distinct fidelities underpin CRISPR-Cas robustness, 
allowing for efficient degradation of bona fide targets and priming of mutated 
DNA targets. 
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2.2 Introduction

Clustered regularly interspaced short palindromic repeats (CRISPR) loci are 
widely spread throughout prokaryotic genomes and provide an inheritable 
RNA-guided adaptive immune system against bacteriophages and mobile 

genetic elements [1–7]. In response to invading phages or mobile genetic elements, 
CRISPR-associated (Cas) proteins integrate small fragments of foreign DNA into the 
CRISPR array, which are subsequently processed into mature CRISPR RNAs (crRNAs). 
crRNAs form a complex with one Cas protein (Cas9 from Type II, see 1.4.2 on page 
10) or multiple Cas proteins (Types I and III, see 1.4.1 on page 7), which utilizes 
the crRNA as a guide to trigger degradation of cognate invading nucleic acids. While 
it is DNA that is targeted in Types I and II [8], recent studies suggest that both DNA 
and RNA are targeted in Type III [9–13]. Among the target recognition complexes, 
Cas9 has been widely applied as a versatile tool for genome engineering in a broad 
spectrum of organisms [14, 15].  

In the CRISPR-Cas/I-E system of Escherichia coli, mature crRNAs are incorporated 
into Cascade (CRISPR-associated complex for antiviral defense), an eleven-subunit 
complex comprised of five different Cas proteins (Cse11, Cse22, Cas76, Cas51 and 
Cas61) [16] (Figure 2.1A). In the CRISPR interference pathway, Cascade generates an 
R-loop between the crRNA and its double-stranded DNA (dsDNA) target (proto-
spacer), which subsequently leads to target degradation by the nuclease-helicase 
Cas3 [17–19]. The first 8 nt (with exception of the 6th nt) of the protospacer, or “seed” 
region, must be a perfect match for efficient R-loop formation [20]. Additionally, 
R-loop formation requires an immediately neighboring tri-nucleotide protospacer 
adjacent motif (PAM). This conserved PAM sequence at the seed end of the proto-
spacer is recognized by the Cse1 subunit and is essential for the discrimination 
between targets and non-targets [21, 22].

The mechanism by which Cascade finds its target among the vast amount of 
DNA in the cell remains elusive. It has been hypothesized that Cascade transiently 
associates with PAM sequences, interrogating neighboring sequences for a comple-
mentary seed, followed by directional R-loop formation [20]. A recent single-molecule 
study has visualized the transient interactions of Cas9 with PAM-rich sequences in 
real time [23]. Another study with Cascade and Cas9 has shown directional R-loop 
formation and how PAM and protospacer complementarity influence its stability 
[24]. However, it is yet to be shown how the stepwise interaction between PAM, 
seed and protospacer is coordinated and how off-targeting is avoided during target 
recognition.

Recent in vivo studies have revealed an additional functionality of CRISPR-Cas 
immunity. When facing “escape mutants”, previously targeted sequences that bear 
mutations in their PAM and/or protospacer, Cascade initiates a response called 
priming wherein the CRISPR-Cas system acquires new spacer sequences from the 
mutant at an elevated rate to restore immunity [25–28]. High-throughput plasmid 
loss assays of a randomized PAM and protospacer library have revealed that priming 
is a robust process, tolerating up to 13 mutations in the PAM and protospacer 
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sequence [26]. Even though Cascade is essential for priming, its role in this process 
is poorly understood. Intriguingly, biochemical studies have shown that a single point 
mutation in the PAM or seed sequence leads to a drastic decrease in the binding 
affinity of Cascade [29]. Therefore, it is puzzling how Cascade can associate with 
these mutated substrates despite its low affinity and further, how it distinguishes 
these mutated substrates from bona fide targets to initiate priming.

Single-molecule fluorescence is a powerful tool for elucidating the intricate 
mechanistic details of complex protein-nucleic acid interactions [30–34]. To dissect 
Cascade’s two distinct functional roles, we developed a single-molecule FRET assay 
to monitor the interaction of Cascade with bona fide and mutated substrates. Real-
time observation of Cascade-target interactions revealed that an initial recognition 
complex proceeds to a stable R-loop only if the crRNA makes an extensive match with 
the target. In addition to this “canonical binding mode”, we identified an alternative 
binding mode of Cascade that is triggered by partial complementarity to a target. 
Using an in vivo assay, we validated that this binding mode enables Cascade to 
probe mutated DNA substrates and consequently initiate priming.

2.3 Results
2.3.1 Single-molecule observation of Cascade target binding
For single-molecule measurements, Cascade was labeled with a biotin on the 
N-terminus of its Cse1 subunit (Figure S2.1A) and immobilized to the surface of a 
microscope slide via a biotin-streptavidin linkage (Figure 2.1A). Dye-labeled dsDNA 
targets were added to the slide, and individual binding events were imaged in real 
time with a total-internal-reflection-fluorescence (TIRF) microscope (Figure 2.1A). 
DNA constructs consisted of a protospacer, a PAM, and an additional 15 base pair 
flank (Figure 2.1B). The target strand (complementary to the crRNA) was labeled with 
an acceptor dye (Cy7) at protospacer position +9, whereas the non-target strand 
was labeled with a donor dye (Cy3) at protospacer position +17. These labeling 
positions yielded a FRET value of ~0.65 (named EC for a FRET state which represents 
a closed conformation of dsDNA between nt 9 and 17) (Figure 2.1E) as measured 
by immobilization of the DNA alone (see 2.5 on page 53 and Table S2.1). Control 
experiments showed that dye labeling of the DNA at protospacer positions +9 and 
+17 did not appreciably affect the target binding reaction of Cascade (Figure S2.1F).

We first explored Cascade’s interaction with a bona fide target DNA, a substrate 
that triggers interference in vivo. This substrate contains a protospacer with perfect 
complementarity to the crRNA and an interference-permissive PAM (named ‘interfe-
ring PAM’) (Figure 2.1B) [19, 26]. After equilibration of the DNA with the immobilized 
Cascade, the measured FRET distribution exhibited one major peak centered at 
0.44 (named EO for a FRET state which represents an open conformation of dsDNA 
between nt 9 and 17), a decrease from the starting value of EC (0.65) (Figure 2.1E). 
This decrease in FRET is consistent with the expected open DNA conformation 
resulting from R-loop formation upon Cascade binding. A similar decrease in FRET 
was observed upon exchanging the position of the donor and acceptor dyes (Figure 
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Figure 2.1: Two binding modes of Cascade revealed by a single-molecule FRET assay
(A) Schematic of a single-molecule FRET experiment used to monitor binding of Cascade to target 
DNA substrates. (B) The bona fide target construct consists of a 15 bp flank (black), a PAM (orange), 
and a protospacer (green), with its seed highlighted in blue. Cy7 (red star) was attached to position +9 
of the target strand and Cy3 (green star) to position +17 of the non-target strand. (C) A representative 
time trace of donor (Cy3, green) and acceptor (Cy7, red) fluorescence and corresponding FRET 
(blue) exhibiting the long-lived binding of the bona fide target. High FRET (~0.84, named EI for FRET 
efficiency of an intermediate state) exhibited upon binding is followed by low FRET (~0.44, named 
EO for FRET efficiency of an open state). DNA was added at time 10 sec. (D) A representative time 
trace exhibiting the short-lived binding of the bona fide target exhibits two FRET states (EO ~0.44 
and EC ~0.65). EC is for FRET efficiency of a closed state). The duration of each state is measured 
as the dwell time (Δτ). DNA was added at time 10 sec. (E) The FRET distribution of the bona fide 
target DNA alone (light blue) or after equilibration with immobilized Cascade (purple) with peaks 
at EC (0.65) and EO (0.44), respectively (derived from Gaussian fit, black line). Data obtained from 5 
fields of view each. (F) A histogram of the initial FRET upon binding (average of first 1.5 sec of each 
event) of the bona fide target exhibits three peaks at FRET = EO (0.44), EC (0.65), EI (0.84) (derived 
from Gaussian fit, black line). (G) The survival rate of events that start at EI (0.84) was fitted using 
a single (light blue color) and a double (black color) exponential curve. The double exponential fit 
resulted in two characteristic times (25.9 and 1040 sec). (H) The dwell time distribution of EI (0.84) 
state of bona fide target binding with mean ΔτE0.84 (derived from single exponential fit, black line). 
Error represent standard deviation (3 individual data sets). See also Figure S2.1 and Table S2.1.

S2.1C) or when Cascade was pre-bound to the DNA prior to immobilization (Figure 
S2.1D), indicating that the observed decrease in FRET was not due to a protein- or 
surface-induced photophysical effects. 
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Figure 2.2: Short-binding of Cascade to PAM-mutated targets
(A) A representative time trace exhibiting the short-lived binding of the PAM-mutated target exhibits 
two FRET states, EO (0.44) and EO (0.65). The duration of each state is measured as the dwell time 
(Δτ). DNA was added at time 12 sec. (B) A histogram of the initial FRET upon binding (average 
of first 1.5 sec of each event) of Mut[PAM] exhibits peaks at EO (0.44) and EC (0.65) (derived from 
Gaussian fit, black line). (C) The dwell time distribution of Mut[PAM] binding events with mean Δτ 
(derived from single exponential fit, black line). Error represents std (3 individual data sets).
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Next we characterized the kinetics and structural dynamics of Cascade binding in 
real time by adding a bona fide target substrate to immobilized Cascade during 
data acquisition. Interestingly, time trajectories exhibited disparate binding events 
that varied in their dwell time and FRET value. The dwell time distribution followed a 
double-exponential decay curve (Figure 2.1G, a fit in black), suggesting heterogeneity 
in binding. A histogram of the initial FRET of binding events exhibited three distinct 
peaks (centered at EO (0.44), EC (0.65), and 0.84) (Figure 2.1F), which, combined with 
dwell time analysis, led us to divide the events into two distinct types. 

2.3.2 Two distinct binding modes of Cascade
The first type of binding event initiated at a FRET of 0.84, and persisted over the 
entire duration of our observation time (30 minutes) (Figure 2.1C) and was therefore 
considered to be irreversible over the time scale of our experiment (Figure 2.1G). 
Interestingly, events of this type did not remain at their initial FRET of 0.84, but exhi-
bited a transition after 1.6 ± 0.4 seconds (Figure 2.1H) to a final FRET of 0.44 (Figure 
2.1C). This observation is consistent with the single FRET peak centered at 0.44 (EO) 
observed at equilibrium (Figure 2.1E). The initial transient state (0.84, named EI for 
an initial transient state) may represent a target-recognition complex wherein the 
crRNA interacts with the dsDNA before full displacement of the non-target strand 
(schematic, Figure 2.1C). Notably, the FRET of the initial state is higher than that of 
the DNA alone (EC, 0.65, Figure 2.1E), likely arising from a subtle conformational 
change of the dsDNA upon target recognition (e.g. twisting or bending) [19, 35]. 

The observed transition (EI → EO) may represent a previously hypothesized locking 
process, wherein Cascade slides its Cse2 dimer toward its Cse1 subunit upon target 
recognition [24, 36], ultimately resulting in the displacement of the non-target strand 
and stable R-loop formation (schematic, Figure 2.1C). Taken together, considering 
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Cascade’s strong target association and observed conformational change [24, 29, 
36], we interpret the first type of binding event to correspond to Cascade’s canonical 
mode of target binding that leads to interference in vivo. We therefore refer to this 
event type as Cascade’s interference mode of binding. 

Unlike the interference mode, the second type of binding event was short-lived 
(25.9 sec, Figure 2.1G) and exhibited an initial FRET of either EO or EC (Figure 2.1D). 
These states were further distinguished from the interference mode as they did not 
exhibit any kinetic intermediates, nor did they show transitions to other FRET states. 
As a substrate containing no complementarity (Mut[S1-6]) to the crRNA showed 
negligible binding (Figure S2.1E), we speculate that these short binding events 
(named “non-canonical mode”) arise from sequence-specific interactions wherein 
the probed region of the target DNA is either opened in a locally formed R-loop 
(EO) or remains closed (EC). 

To explore the origin of Cascade’s disparate binding interactions, we first focused 
on the role of the PAM. We repeated our assay with a DNA substrate containing a 
point mutation in the PAM (Mut[PAM], Table S2.2) that represents one of the domi-
nant mutant phenotypes of bacteriophages that escape CRISPR interference [29] and 
subsequently trigger priming in vivo [25, 26]. Notably, while Cascade was still able 
to interact with Mut[PAM], only binding events characteristic of its non-canonical 
mode were observed (Figure 2.2A).  A histogram of the initial FRET of each event 
exhibited only two peaks, centered at EC and EO (Figure 2.2B), identical to the peak 
positions observed for the non-canonical binding mode (Figure 2.1F). In addition, the 
binding events observed for Mut[PAM] were short-lived, exhibiting a dwell time of 
24.8 ± 8.9 seconds (Figure 2.2C), similar to that of the non-canonical binding mode 
(Figure 2.1G). These results indicate that Cascade’s interaction with target substrates 
through its non-canonical binding mode does not require an interfering PAM. 

Given the results above, we hypothesize that the observed binding states repre-
sent two functional modes of Cascade. The first is the interference mode, in which 
Cascade binds a bona fide DNA target (i.e. interfering PAM and complementary 
protospacer) and triggers Cas3-mediated target degradation. The second is the 
priming mode (non-canonical mode), in which Cascade can associate with targets 
harboring a PAM mutation to initiate primed spacer acquisition. 

2.3.3 Structural elements of two distinct binding modes
To investigate the structural elements of Cascade’s two different binding modes, we 
employed a series of target DNA substrates bearing mutations in their PAM and/or 
protospacer sequence(s). Recent studies have reported that base pairing between 
Cascade’s crRNA and the protospacer occurs over five segments of five-nucleotides 
(segments 1-5) and one segment of two nucleotides (segment 6) [26, 37–39]. We 
therefore chose to systematically mutate the protospacer in segments, starting from 
either the PAM-proximal or PAM-distal end of the protospacer (Figure 2.3, Figure 
S2.2, Figure S2.3 & Table S2.2). 
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Figure 2.3: Cascade exhibits non-canonical binding to protospacers with PAM-proximal or 
PAM-distal segmented mutations 
(A) Schematics of DNA targets in the PAM-proximal mutation series illustrating mutated (white) 
or unmutated (green) segments (S1-S6) of the protospacer. Mut[S1], Mut[S1-2], Mut[S1-3] and 
Mut[S1-4] have segments 1, 1-2, 1-3, and 1-4 mutated, respectively. (B) Histograms of the initial 
FRET upon binding (average of first 1.5 sec of each event) of each PAM-proximal mutant from [A] 
bearing either an interfering (purple bars, left column) or priming (light blue bars, right column) PAM 
exhibit peaks (Gaussian fits, black lines) positioned similar to that of the bona fide and Mut[PAM] 
targets (top row, same asFigure 2.1F and 2B) at EO (0.44), EC (0.65), or EI (0.84) (dashed black lines). 
The recorded events are from one field-of-view of the detector. (C) Mean binding dwell time of 
each PAM-proximal mutant from [A] bearing either an interfering (purple bars) or a priming (light 
blue bars) PAM (derived from dwell time distributions, see Figure S2.2A). Error represents std (3 
individual data sets). The dwell time of the bona fide target could not be measured accurately due 
to the photobleaching and thus arbitrarily set 1040 sec to represent the longer characteristic time 
scale in Figure 2.1G. (D) Schematics of DNA targets in the PAM-distal mutation series illustrated as 
in [A]. Mut[S5-6], Mut[S4-6], and Mut[S3-6] have segments 5-6, 4-6, and 3-6 mutated, respectively. 
(E) Histograms of the initial FRET upon binding of each PAM-distal mutant from [D] displayed in a 
similar fashion to [B]. (F) Mean binding dwell of each PAM-distal mutant from [D] bearing either an 
interfering (purple bars) or a priming (light blue bars) PAM (derived from dwell time distributions, 
see Figure S2.2A). Error represents std (3 individual data sets).  N.D. is “Not Determined”. See 
also Table S2.2.

Upon mutation of the first segment of the protospacer (Mut[S1], Figure 2.3A), 
which comprises the majority of the seed region, the non-canonical binding mode 
persisted as binding events exhibited nearly identical FRET values and dwell times 
to the Mut[PAM] targets (Figure 2.3B & Figure 2.3C). The same was observed for a 
DNA substrate containing both the PAM and seed mutations (Mut[PAM+S1], Figure 
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2.3A, Figure 2.3B, & Figure 2.3C), indicating that the non-canonical binding mode is 
largely insensitive to the PAM and seed sequence. This observation is in stark contrast 
to the canonical binding mode, which requires both an intact seed sequence and an 
interfering PAM. Remarkably, when the first two PAM-proximal segments, including 
the entire seed, were mutated (Mut[S1-2]), the non-canonical binding mode was still 
evident with initial FRET values centered at EO or EC and an average dwell time of 
19.6 ± 0.4 seconds (Figure 2.3B, Figure 2.3C, & Figure S2.2A).

Intriguingly, when the first three (Mut[S1-3], Figure 2.3A) PAM-proximal segments 
were mutated, the binding events exhibited only one major initial FRET population 
centered at EC, with an average dwell time of 10.5 ± 1.9 seconds (Figure 2.3B, Figure 
2.3C & Figure S2.2A), indicating that these events arise from sequence-specific 
interactions confined outside of the probed region of the protospacer (segments 
4-6, Figure 2.3A). Removal of complementarity in the first four segments (Mut[S1-4], 
Figure 2.3A & Figure 2.3B) or all segments (Mut[S1-6], Figure S2.1E) disrupted binding 
to background levels. Taken together, the series of PAM-proximal mutations indicate 
that the non-canonical binding mode of Cascade comprises sequence-specific inter-
actions with a minimum requirement of three full segments for target recognition.

The PAM-distal mutation series showed complementary behavior, consistent 
with the structural features of the non-canonical binding mode observed above 
(Figure 2.3D, Figure 2.3E & Figure 2.3F). Upon mutation of the last two segments 
of the protospacer (Mut[S5-6]), the non-canonical binding mode persisted with two 
peaks centered at EO and EC. When three segments (Mut[S4-6]) were mutated, the 
non-canonical binding mode exhibited only one peak centered at EC, indicating that 
these interactions are confined within the probed region (segments 1-3). Further 
removal of complementarity disrupted binding to background levels, confirming that 
a minimum of three consecutive segments are required for non-canonical binding. 

Besides the non-canonical mode, a fraction of binding events in the PAM-distal 
mutation series exhibited the signature initial FRET of the interference mode (EI, 
left column, Figure 2.3E). Even though this initial FRET was identical to that of the 
canonical binding mode, binding events were transient and did not exhibit any FRET 
transitions until dissociation after 24.8 ± 7.3 seconds (Figure 2.3F and Figure S2.3). 
This state reports on the formation of an interference-like target-recognition complex 
that cannot be locked and is in line with a previous observation that the PAM-distal 
region is required for stable R-loop formation in the interference model [24].

Finally, to evaluate the role of the PAM in Cascade’s non-canonical binding mode, we 
repeated both series of protospacer mutations in the presence of the escape-mutant 
PAM (named ‘priming PAM’, Figure 2.3 & Figure S2.2). Overall, mutation of the PAM 
substantially reduced the number of binding events for each mutant compared to its 
interfering PAM counterpart (compare columns, Figure 2.3B &Figure 2.3E), indicating 
that the PAM is not strictly required for, but facilitates, non-canonical binding. In addition, 
EI state observed in Mut[S5-6] and Mut[S4-6] was completely abrogated upon PAM 
mutation, suggesting that this intermediate requires the coordinated ternary interaction 
of Cascade with the PAM and the seed.
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Figure 2.4: Non-canonical binding leads to primed spacer acquisition
(A) Cartoon representation of the in vivo assay used to determine primed plasmid loss and spacer 
acquisition. (B) Transformation efficiencies of plasmids harboring different target sequences (see 
schematics) with an interfering (purple bar) or a priming (light blue bar) PAM. CFU is “Colony-For-
ming Unit.” Error is std of 3 individual measurements. (C) A two-dimensional bubble plot showing 
the fraction of forward-oriented spacers acquired versus the percentage of plasmid loss for those 
targets in [B] that exhibited spacer integration. Circle size represents the total number of spacers 
that were acquired and circle color represents an interfering (purple) or a priming (light blue) PAM. 
A star (*) indicates a forward directional bias (relative to random) with a P-value < 1x 10-5 based on 
binomial statistics. The numbers of 1, 2, 3 and 4 indicate data points from constructs Mut[PAM+S5-6], 
Mut[PAM+S1], Mut[S4-6] and Mut[PAM+S4-6], respectively. See also Figure S2.4, Table S2.1 and 
Table S2.3.

 In summary, our single-molecule results show that the non-canonical binding mode 
of Cascade is much more robust than its canonical mode, capable of binding a wide 
variety of mutated targets, yet still exhibiting sequence specificity. Such versatility could 
facilitate primed spacer acquisition, in which invading DNA variants that harbor mutations 
in their PAM or protospacer can still be detected by the CRISPR-Cas immune system.

2.3.4 Functional roles of two distinct binding modes
To investigate whether the canonical and non-canonical binding modes of Cascade 
lead to different functional outcomes, we reconstituted CRISPR interference in vitro. 
We cloned the segmented mutants that showed binding in our single-molecule 
experiments into plasmids (Table S2.3) and tested the plasmids for Cascade-directed 
degradation by Cas3. Our assay revealed that only the plasmid with a perfectly 
complementary protospacer accompanied by an interfering PAM led to target 
degradation, whereas target plasmids containing either an escape PAM mutation 
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and/or segmented mutations proximal or distal to the PAM were unaffected by Cas3 
(Figure S2.4). These results suggest that only Cascade’s canonical binding mode     
(EI → EO) generates an R-loop structure that supports target degradation by Cas3.

Next, we sought to determine if the non-canonical binding mode of Cascade 
results in primed spacer acquisition in vivo. To assess primed spacer acquisition, 
we first transformed the target plasmids with segmented mutations into E. coli 
containing a targeting CRISPR array plasmid (Figure 2.4A). Notably, only the target 
with a perfectly complementary protospacer and interfering PAM led to a reduced 
transformation efficiency (Figure 2.4B), confirming that the CRISPR-Cas system 
exclusively targets the R-loops generated through the canonical binding mode 
of Cascade. Next, transformants were transferred to non-selective media, which 
allowed the CRISPR-Cas system to mount a primed response. 

After two days of cell growth, three mutant constructs (Mut[PAM], Mut[S5-6], 
Mut[PAM+S1-2]) showed a higher degree of plasmid loss than the negative control 
construct Mut[S1-6] did (Figure 2.4C). To identify if these plasmids were lost through 
primed spacer acquisition, the genomic CRISPR-array was amplified by PCR and 
amplicons with increased size were sequenced (Figure 2.4A). In total, 23, 26, and 
20 new spacers were obtained that originated from the target plasmids Mut[PAM], 
Mut[S5-6], Mut[PAM+S1-2], respectively. Sequencing of the genomic CRISPR-array 
also allowed us to determine whether the acquired spacers showed any strand bias 
that is typical of the priming process in Type I-E systems [25, 52]. Among the three 
constructs, Mut[PAM] and Mut[S5-6] exhibited bias in spacer acquisition toward 
the target strand (p-value < 1 x 10-5, Figure 2.4C), suggesting that these spacers 
were obtained by primed spacer acquisition. Taken together, the high frequency of 
plasmid loss and strand bias in the acquired spacers suggests that the non-canonical 
binding mode acts as a gateway to priming in vivo.

2.4 Discussion
Adaptive immune systems are found in both vertebrates and prokaryotes and provide 
specific defense against invading pathogens. The high specificity of this immunity 
is important for distinguishing self from non-self [40], yet it brings a downside 
that it can be readily overcome by rapidly evolving pathogens [41]. However, both 
vertebrates and prokaryotes have developed sophisticated fail-safe mechanisms 
to target these pathogens. For example, when vertebrates face invaders bearing 
mutated antigens, they may still be recognized by a pool of polyclonal antibodies 
[42]. The resulting secondary response proceeds more quickly and efficiently than 
the primary response, which allows vertebrate hosts to keep pace with their evolving 
pathogens [43].

The prokaryotic adaptive immune system faces similar challenges. Rapidly evol-
ving pathogens readily overcome sequence-specific CRISPR-Cas-mediated host 
defense [29, 44], exposing a major limitation to prokaryotic adaptive immunity 
[45]. However, analogous to vertebrate adaptive immunity, once pre-exposed to 
an ancestral invader, CRISPR-Cas responds more rapidly and efficiently to future 
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variants then it can to a novel invader [5, 13, 19, 25–28]. Although Cascade was 
shown to be essential for this “primed” response [25], the underlying mechanism has 
remained enigmatic. Here we provide the first insights into this puzzle by showing 
that Cascade binds mutated targets through a distinct non-canonical mode with 
low-fidelity compared to the high-fidelity binding mode used for unmutated targets. 
We show that the canonical, high-fidelity binding mode is a stepwise process that 
locks, triggering recruitment of nuclease/helicase Cas3 only when all criteria are 
met, including: an interfering PAM, a matching seed, and pairing of all segments of 
the crRNA guide. In contrast, the non-canonical, low-fidelity binding mode initiates 
a downstream pathway that results in rapid spacer acquisition through the priming 
process (Figure 2.5). 

2.4.1 Protein-mediated high fidelity target recognition
Our single-molecule data demonstrate in real time that high-fidelity target-DNA 
binding is a multi-step process and occurs in a directional manner from the 
PAM-proximal to PAM-distal end of the protospacer. Previous studies have shown 
that the recognition process is initiated when the Cse1 subunit recognizes the PAM 
[21] and the crRNA hybridizes with the seed sequence. After this initial recognition 
complex is formed, the R-loop propagates toward the PAM-distal region of the 
protospacer [24, 29, 36]. When the pairing of the crRNA reaches the PAM distal-end 
of the protospacer, Cascade senses the fully paired structure and stabilizes this 
complex into a lower energy state (“locking”) [24]. This state acts as a flag for the 
destruction of the target DNA by Cas3 [17–19]. This stepwise mechanism involves 
both protein-nucleic acid interactions (Cse1-PAM) and progressive crRNA-DNA 
base pairing, ensuring efficient and high fidelity recognition, and degradation of 
targeted DNA.

Our study shows how Cascade maintains a strict regime to prevent non-specific 
cleavage by controlling the pathway toward the proposed locking process [24]. 
When Cascade encounters a target with mismatches (e.g. Mut[S5-6], Figure 2.3F), 
the initial recognition complex forms, but the R-loop does not propagate throughout 
the full protospacer (absence of a transition of EI → EO) (Figure S2.3). As a result, 
Cascade will not lock the R-loop, and the initiation complex can disassemble using 
thermal energy. This process cannot be explained by the thermodynamic properties 
of base pairing alone since a target with mismatches often form a far larger number 
of consecutive base pairs than 7 (e.g. Mut[S5-6]), which has been shown to be the 
minimal number of base pairs required for stable binding [46]. Instead, the last 
step of stepwise recognition (locking) must involve protein-nucleic acid interactions 
that verify base pairing over the entire protospacer. This model is analogous to the 
stepwise conformational change observed with Argonaute proteins during its target 
search process [47, 48] and contrasts with the low fidelity RecA-mediated target 
search that does not seem to use protein-nucleic acid interaction in promoting 
specificity [49].
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Figure 2.5: Two binding modes of Cascade lead to different functional outcomes
Cascade employs two distinct target-DNA binding modes that trigger (A) interference or (B) priming. 
(A) In the interference pathway, target recognition initiates from the PAM and PAM-proximal region. 
R-loop formation then propagates toward the PAM-distal region. When Cascade senses the fully 
paired structure, it brings this complex into a lower energy state (“locking”) that displaces the 
non-target strand out of Cascade. This exposed strand is then cleaved by Cas3. (B) In the priming 
pathway, DNA is probed through brief interactions. PAM recognition facilitates this priming pathway 
but is not required. The brief interactions may initiate from the PAM-proximal (left), the PAM-distal 
region (right), or the middle of the protospacer (middle), which becomes stable when paired over 3 
or more segments. This non-canonical (“unlocked”) binding mode leads to a unique conformation 
of the R-loop and signals for primed spacer acquisition.

2.4.2 Structural view of the priming mode
The structure of Cascade supports our finding that low-fidelity target-DNA interactions 
can initiate from any segment of the crRNA (Figure 2.5B). Cascade is composed of five 
different Cas protein subunits assembled into a highly interlocked, crRNA-containing 
protein complex [37–39]. The backbone of the complex consists of six Cas7 subunits 
with a hand-like architecture. Each hand uses its thumb to hold and position the crRNA 
at 6 nt intervals. Consequently, every sixth base is flipped out of the plane and is 
unable to interact with the target DNA. This unusual configuration permits the crRNA 
to pair with a target in segments of five nucleotides in an underwound, ribbon-like 
structure [38]. Interestingly, individual segments of the crRNA in the apo-Cascade 
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structure are already pre-ordered in a pseudo A-form helix with their nucleobases 
facing the solvent [37, 39]. Structural pre-ordering is a common strategy to facilitate 
target binding of nucleic acid guided complexes (e.g. Argonaute and RecA) [20, 47, 49], 
and thus the pre-ordered segments of crRNA of Cascade is in line with the idea that 
low-fidelity interactions can nucleate from any crRNA segment (Figure 2.5B). Although 
the low fidelity binding mode leads to relatively short-lived R-loops, it is their distinct 
conformation that likely signals for a primed spacer acquisition response in the cell. 

The DNA recognition mechanism of Cascade contrasts that of Cas9, which has 
recently been shown to be strictly dependent on the PAM [23]. Furthermore, Cas9 does 
not base pair its crRNA in segments to the target DNA [50] but forms a contiguous 
double helix, making it more difficult to imagine that PAM-distal regions of Cas9’s 
crRNA can initiate an interaction with the target DNA. Yet, off-target cleavage analysis 
of Cas9 during genome editing clearly indicates that Cas9 also tolerates mutations 
[51], but whether this leads to a priming response in bacteria with Type II CRISPR-Cas 
systems remains to be shown. 

2.4.3 Mechanisms of the priming mode
Although the interference response of CRISPR immunity is a relatively well-characte-
rized phenomenon, the molecular mechanism of priming remains poorly understood. 
First, our data shows that Cascade distinguishes mutated targets from bona fide 
targets using a low-fidelity binding mode that can initiate priming. A recent study 
showed that priming in E. coli is robust, tolerating up to 13 mutations throughout the 
32 nt protospacer and 3 nt PAM [26]. Even when mutations were clustered in any of 
the crRNA defined segments, priming was not abolished. The low-fidelity binding 
mode of Cascade, in which individual segments may initiate pairing with a target, can 
explain the reported high tolerance for distributed and clustered mutations in a target 
during priming. In this mode, Cascade can probe DNA for complementarity to any 
of its crRNA segments, and extend such an interaction in either direction, thereby 
achieving sequence-specific detection of targets with limited base complementarity. 
However, the minimal number of base pairs required for priming [26] insures that 
detrimental self-priming of the bacterial genome at random sites is unlikely. 

Second, we observed that the non-canonical binding mode occurs even for 
substrates containing an interfering PAM and an intact seed, suggesting that direct 
interference and priming may occur simultaneously. Indeed, we have previously 
observed that E. coli is cured from high copy number plasmids by using existing 
spacers to expand the CRISPR-array with a range of new spacers against the same 
target [3, 52]. For a host this is a highly advantageous strategy, by simultaneously 
using interference and priming, the CRISPR interference effect is amplified while the 
chance that invaders evade immunity through point mutations in their protospacers 
is reduced. Even though it remains to be seen how priming is coordinated in the 
presence of the remaining Cas protein machinery (Cas1, Cas2 and Cas3), the relatively 
short time that Cascade spends on a target in the priming mode suggests that other 
factors might stabilize this relatively weak interaction. 
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Finally, in CRISPR-Cas/I-E systems priming is a DNA strand dependent process 
in which approximately 90% of new spacers are integrated from the same strand 
as the spacer triggering priming [53]. Our results with Mut[PAM] and Mut[S5-6] in 
Figure 2.4 are consistent with this strand bias. In contrast, primed spacer acquisition 
in Type I-B and I-F systems does not exhibit such strand bias [27, 28]. Interestingly, for 
protospacers mutated in the PAM and segments 1 and 2 (Mut[PAM+S1-2]), including 
the seed, we observed a higher degree of spacer acquisition without the typical 
strand bias, suggesting that these types of targets lead to a priming behavior in which 
strand specificity is lost.

2.4.4 Conclusion
Faithful copying and decoding of genetic information is central to the most impor-
tant processes in the cell, including DNA replication [8], RNA transcription [54], 
and protein translation [12]. But high fidelity always comes at the cost of reduced 
processing speed. Here we show how a crRNA guided complex solves this dilemma 
by employing both high and low fidelity target-DNA recognition modes. While the 
high fidelity mode ensures destruction of only perfectly matching targets, the low 
fidelity priming mode enables detection of a whole range of mutated invaders to 
initiate the priming process. The unique combination of these two properties in a 
single RNA-guided complex not only makes CRISPR immunity robust, but also reveals 
versatility of adaptive immunity against rapidly mutating pathogens.

2.5 Experimental Procedures
2.5.1 Preparation of Cascade, biotinylated Cascade, and Cas3
Cascade was expressed in E. coli BL21 (DE3) using plasmids listed in Table S2.3 and 
purified as described [16]. Elution buffer contained 20 mM HEPES pH 7.5, 75 mM 
NaCl, 1 mM DTT, 2 mM MgCl2 (storage buffer) with 4 mM desthiobiotin. Primers 
for cloning are listed in Table S2.1. The nuclease-helicase Cas3 was produced and 
purified as described previously [17] with the following modifications. BL21-AI cells 
were used for over expression, and protein expression was induced with 0.5 mM 
IPTG and 0.2% L-Arabinose. The purification process was stopped after size exclusion 
chromatography and before the proteolytic removal of the Maltose Binding Protein 
(MBP) using the Tobacco Edge Virus protease [35]. MBP-Cas3 was flash frozen in 
liquid nitrogen and stored at -80 °C.

For site-specific Cascade labeling, plasmid pWUR706 (Cse1 with an N-terminal 
LCTPSR FGE recognition motif) was co-expressed with plasmid #16132 (fge gene, 
Addgene) [57], pWUR656 (CasBCDE) and pWUR630 (CRISPR J3). A solution of 45 
μL purified Cascade (1.5 mg/ml) was mixed with 45 μL potassium acetate (0.5 M 
(pH 5.5)) and 40 μL Hydrazide-LC-Biotin (50 mM in DMSO, Thermo Scientific) and 
incubated overnight at room temperature. Labeled Cascade was purified by size 
exclusion chromatography (Superdex-200 HR 10/30 (GE Healthcare)). Fractions were 
concentrated using Vivaspin (50 kDa) spin columns and stored at 4 °C in storage 
buffer or at -20 °C in storage buffer containing 50% glycerol.
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2.5.2 Preparation of DNA constructs
All the target dsDNA substrates that we used were 50 base pairs in length, bearing 
a protospacer, PAM, and a 15 bp sequence upstream of the PAM (Figure 2.1B, Table 
S2.2). These synthetic DNA targets (Integrated DNA Technologies) were internally 
labeled with a monoreactive acceptor dye (Cy7, GE Healthcare) at dT-C6 on the 
target strand (complementary to the crRNA) and a monoreactive donor dye (Cy3, GE 
Healthcare) at dT-C6 on the non-target strand (Figure 2.1B). After labeling, the ssDNA 
strands were annealed, which was followed by PAGE purification of the dsDNA 
constructs. To determine the initial FRET values of these constructs (Figure 2.1F), 
an additional 18 bp flank was added target strand downstream of the protospacer 
(Table S2.1). This flank allowed for hybridization with a 80 nt biotinylated poly(T)-linker 
that was used for immobilization of these constructs on a PEG-passivated surface.

2.5.3 Single-molecule FRET
Biotinylated Cascade complexes were anchored to polyethylene glycol-coated 
quartz microscope slides by biotin-streptavidin linkage Dye-labeled (Cy3 and Cy7) 
dsDNA targets  were added to the immobilized Cascade complexes and detected 
by a prism-type TIRF microscope. In a typical field of view, 200-300 molecules 
were detected. dsDNA targets were excited with a 532 nm laser and fluorescence 
emissions from Cy3 and Cy7 were separated by dichroic mirrors and imaged onto 
two halves of a CCD camera after passing through various filters. Imaging buffer 
consisted of Cascade buffer (50mM HEPES (pH 7.5), 75mM NaCl, 2mM MgCl2), an 
oxygen scavenging system (1% glucose (v/v), 0.1 mg/mL glucose oxidase (Sigma), 
17 μg/μL Catalase (Roche)) to reduce photobleaching, and 1 mM Trolox (Sigma) to 
reduce photoblinking of the dyes [56]. Imaging was performed at room temperature 
(23± 2 °C). Fluorescence time traces of individual binding events were identified 
in recorded movies and subsequently analyzed using custom software developed 
in IDL and MATLAB, respectively. The FRET value was defined as IA/(ID+IA), where 
ID and IA represent the fluorescence signals detected in the Cy3 and Cy7 channels, 
respectively. 

2.5.4 Single-molecule fluorescence
The fluorescent label Cy3 was imaged using prism-type total internal reflection 
microscopy, through excitation by a 532nm (Compass 215M-50, Coherent). Cy7 
was detected via FRET with Cy3, but if necessary, Cy7 was directly excited using a 
640nm solid-state laser (CUBE 640-100C, Coherent). Fluorescence signals from single 
molecules were collected through a 60x water immersion objective (UPlanSApo, 
Olympus) with an inverted microscope (IX71, Olympus). Scattering of the 532nm 
laser beam was blocked with a 550nm long-pass filter (LP03-532RU-25, SemRock). 
When the 640nm laser was used, 640nm laser scattering was blocked with a notch 
filter (633 ± 12.5nm, NF03-633E-25, SemRock). Subsequently, signals of Cy3 and 
Cy7 were spectrally split with a dichroic mirror (λcutoff = 645 nm, Chroma) and imaged 
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onto to halves of an electron multiplying CCD camera (iXon 897, Andor Technology). 
Given the reduced detection efficiency of the camera for Cy7 compared to Cy3 
(~50%, Andor Technology), the measured Cy7 signal was multiplied by 2 prior to 
further analysis. 

To eliminate non-specific surface adsorption of proteins and nucleic acids to a 
quartz surface (Finkenbeiner), piranha-etched slides were PEG-passivated over two 
rounds of PEGylation as described previously [58]. After assembly of a microfluidic 
flow chamber, slides were incubated for 1 minute with 20 μL streptavidin (0.1 mg/
ml, S-888, Invitrogen) followed by a washing step with 100 μL of the Cascade buffer 
(50 mM HEPES (pH 7.5, AM9851, Ambion), 75 mM NaCl (AM9760G, Ambion), 2mM 
MgCl2 (AM9530G, Ambion). Cascade molecules were end-specifically immobilized 
through biotin-streptavidin linkage by incubating the chamber with 100 μL of 1 nM 
biotinylated Cascade for 5 minutes. Remaining unbound Cascade molecule were 
flushed away with 100 μL Cascade buffer that was substituted with 60 nM J3-CasBCDE 
to reconstitute any Cse1 that lacks of CasBCDE subunits. After 5 minutes of incubation, 
unbound J3-CasBCDE were flushed away with 100 μL Cascade imaging buffer (50 mM 
HEPES (pH 7.5) ,75 mM NaCl, 2mM MgCl2, 0.1 mg/mL glucose oxidase (G2133, Sigma), 
4 μg/ml Catalase (10106810001, Roche) and 1 mM Trolox (((±)-6-Hydroxy-2,5,7,8-te-
tramethylchromane-2-carboxylic acid, 238813, Sigma). Next, 3 nM labelled dsDNA 
substrate was introduced in the chamber while imaging at room temperature (23± 1 
°C) to monitor strand opening in real time. 

A series of CCD images were acquired with the AndorSolis software (Andor Techno-
logy) at a time resolution of 0.3 or 1.5 sec. Fluorescence time traces were extracted with 
an algorithm written in IDL (ITT Visual Information Solutions) that picked fluorescence 
spots above a threshold with a defined Gaussian profile. The extracted time traces 
were analysed using custom written MATLAB algorithms (MathWorks) that selectively 
picked anti-correlated traces above a defined threshold. These selected traces were 
further analyzed using a custom written MATLAB algorithm to extract dwell times and 
initial FRET values upon binding. To obtain histograms for initial FRET values upon 
binding (Figure 2.1F, Figure 2.2B, Figure S2.1E, Figure 2.3B & Figure 2.3E), the first 
five frames (1.5 s) of each binding event were averaged and plotted using MATLAB. 
Histograms were aligned by setting the donor-only signal to zero. Donor-only and 
low-FRET events (falling outside the most sensitive distance-range of FRET) were 
subsequently removed by discarding events with an acceptor intensity below 20% of 
the mean total-dye intensity (sum of the donor and acceptor) over the event.

To measure the initial FRET values upon binding, Cy3 molecules were excited an 
area of 50 x 50 μm2 with a 16% of the full laser power (4 mW) green laser (532nm), 
while the time resolution was set to 0.3 seconds. Under these imaging conditions we 
obtained a high signal-to-noise ratio that allowed us to visualize kinetic intermediates 
while imaging over time periods of 8 min. In contrast, for dwell time measurements, 
Cy3 molecules were excited with 2% of the full laser power (1 mW) green laser (532nm) 
to minimize photobleaching of the donor and acceptor dye during our observation 
time. Meanwhile, the time resolution was set between 1.0 and 1.5 seconds to collect 
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a large enough number of photons per time bin despite the weak excitation. Under 
these imaging conditions we obtained a signal-to-noise ratio that allowed us to visualize 
kinetic intermediates while imaging over long periods of time (30 min).

2.5.5 Target degradation assays
All oligonucleotides are listed in Table S2.1. Target plasmids (pWUR738-pWUR747) 
were constructed using plasmid pGFPuv-Kan as a backbone [26]. PCR amplicons 
of the J3 target were cloned into BspHI and EcoRI sites of the pGFP-Kan plasmid, 
and confirmed sequencing (GATC-Biotech). Plasmids were prepared using GeneJET 
Plasmid Miniprep Kits (Thermo Scientific) and DNA from PCR and agarose gels was 
purified using the Thermo Scientific GeneJET PCR Purification and Gel Extraction 
Kits. Plasmid DNA (3.5 nM) was mixed with purified Cascade (35 nM or 70 nM) in a 
buffer containing 5 mM HEPES, pH 7.5, 60 mM KCl, 10 mM MgCl2, 10 µM CoCl2, and 
2 mM ATP, and incubated at 37 ̊ C for 15 min. After incubation purified Cas3 protein 
was added (70 nM) and incubated at 37 ˚C for 1, 10 or 30 minutes. Reactions were 
stopped by addition of 6x DNA Loading Dye (Thermo scientific). Samples were run 
on 0.8% TAE agarose gels containing SYBR Safe (Invitrogen) for 1h at 100 V. DNA 
band intensities were quantified using GeneTools Software (Syngene).

2.5.6 Direct interference and priming
The construction of E. coli strain KD263 was described previously [53]. The strain 
contains the cas3 gene under the control of the inducible lacUV5 promoter and the 
cse1 – cas2 operon under control of the inducible araBp8 promoter. The KD263 
strains harbors a single CRISPR cassette containing the g8 spacer targeting bacteri-
ophage M13. Plasmid pWUR564 containing the J3 spacer under control of the native 
CRISPR 2.1 promoter [59] was introduced by transformation. E. coli strains were 
grown at 37 °C in Luria Broth (LB; 5 g/L yeast extract, 10 g/L tryptone, 5 g/L NaCl) 
at 180 rpm or on LB-agar plates containing 1.5% (w/v) agar. When required, medium 
was supplemented with the following: ampicillin (Amp; 100 μg/L), chloramphenicol 
(Cam; 25 μg/mL), or kanamycin (Kan; 50 μg/mL). Bacterial growth was assessed 
spectrophotometrically at 600 nm (OD600). To induce cas gene expression, IPTG 
(isopropyl β-D-1 thiogalactopyranoside) and L-arabinose were added to the final 
concentration of 1 mM each when an OD600 of approximately 0.4 was reached.

Direct interference was assessed by determining the transformation efficiency 
of target plasmid series pWUR738-pWUR747 to E. coli strain KD263 containing 
pWUR564. Cas gene expression was induced 30 minutes prior to making cells 
chemically competent. Priming was assessed using plasmid loss assays as described 
[26]. Briefly, E. coli transformants containing the target plasmid (pWUR738-747) were 
grown for 24 h in 5 mL LB in 15 mL tubes (Greiner) at 37 °C with shaking at 180 rpm. 
For further passaging, 100 μL of culture was subcultured into 5 mL LB in 15 mL tubes 
for a further 24 h at 37 °C at 180 rpm. Dilutions were plated on LBA and loss of 
fluorescence of individual colonies detected under mild UV light as described [26]. 
GFP-negative colonies were screened for spacer integration by colony PCR using 
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DreamTaq Green DNA polymerase (Fermentas). Briefly, acquisition of spacers in 
the former CRISPR 2.1 locus containing the g8 spacer was assessed by PCR using 
primers BG5301 and BG5302 for strains KD263. PCR products were visualized on 
2% (wt•vol−1) agarose gels and stained with SYBR-safe (Invitrogen). Newly acquired 
spacers were sequenced using primer BG5301 (Table S2.1). Spacer sequences were 
strand specifically mapped onto the target plasmid sequence to verify priming.
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Figure S2.1: Cascade biotinylation efficiency; dye-labeling and surface-immobilization 
controls for single-molecule assay
(A) Efficiency of site-specific labeling of Cascade with a biotin on the Cse1 subunit. 50 nM of Cascade 
from the labeling reaction (see Extended Experimental Procedures) was incubated with 5 nM of a 
Cy5-labeled complementary oligo (TJ3_15 bona fide (+9), Table S2.2) and 500 nM Streptavidin in 
Cascade buffer. After 30 minutes of incubation at the room temperature, the protein/DNA solution 
was run on a 5% TBE PAGE gel at 100V for 1 hour, and imaged with Typhoon Trio scanner. Labeling 
efficiency was quantified with Imagequant software (GE Healthcare). Wild-type refers to unmodified 
Cascade. CasBCDE refers to wildtype Cascade lacking the Cse1 subunit. (B) A FRET histogram 
obtained after equilibration of a bona fide DNA target (target strand labeled with Cy7 (red star), 
non-target strand labeled with Cy3 (green star)) with immobilized Cascade. Peak centered at EO 
(0.44) was derived from Gaussian fit (black line) (same data as Figure 2.1E, for reference). (C) Similar 
to [B] with Cy7 and Cy3 exchanged: target strand labeled with Cy3 (green star), non-target strand 
labeled with Cy7 (red star). Peak centered at EO (0.44) was derived from Gaussian fit (black line). 
Data obtained from 5 fields of view (~200 molecules per field). (D) A FRET histogram obtained 
after immobilization of biotinylated Cascade and bona fide target DNA (Cy3 target strand, Cy7 
non-target strand) which were pre-incubated in Cascade buffer for 30 min at room temperature 
(23 ± 1 °C) prior to immobilization. Peak centered at EO (0.44) was derived from Gaussian fit (black 
line). Data obtained from 5 fields of view. (E) A histogram of initial FRET upon binding of a construct 
without complementarity (Mut [1-6]) to the crRNA. (F) EMSA of dsDNA constructs with different 
labeling positions (indicated by numbering, where the PAM sequence occupies positions -1, -2, 
and -3. Target strand was labeled with Cy7 (red star) and the non-target strand was labeled with 
Cy3 (green star). CasBCDE refers to wildtype Cascade lacking the Cse1 subunit. Cascade (50 nM) 
and dye-labeled dsDNA or ssDNA (5 nM) were incubated in Cascade buffer for 30 minutes at room 
temperature (23± 1 °C) and subsequently run on a 5% polyacrylamide TBE gel (Bio-Rad) at 100 V 
for 1 hour. This gel was imaged with a Typhoon Trio scanner (GE Healthcare).
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Figure S2.2: Binding dwell-time distributions and EMSAs of all DNA constructs
(A) Dwell-time (Δτ) histograms of bona fide and mutated target dsDNA binding to Cascade. The 
graph of the bona fide target shows the survival rate of events that start at EI (0.84). Data was fitted 
using a single (light blue line) and a double (black line) exponential curve. The double exponential 
fit resulted in two characteristic times (25.9 and 1040 sec). The dwell time of the binding events of 
the mutant constructs was determined from a single exponential fit (black line). Error represents 
the standard deviation of 3 data sets from 3 different days. (B) EMSAs of DNA constructs. Mutants 
with an interference permissive PAM (5’-CAT-3’) or an escape mutant PAM (5’-CGT-3’) are indicated 
with a purple or light blue box, respectively. CasBCDE refers to wild-type Cascade lacking the Cse1 
subunit. Cascade (50 nM) and dyelabeled dsDNA or ssDNA (5 nM) were incubated in Cascade buffer 
for 30 minutes at room temperature (23± 1 °C) and subsequently run on a 5% polyacrylamide TBE 
gel (Bio-Rad) at 100 V for 1 hour. This gel was imaged with a Typhoon Trio scanner (GE Healthcare). 
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Figure S2.3:  Short-lived binding of Mut[S5-6] exhibits two FRET states
A representative time trace exhibiting the short-lived binding of Mut[S5-6] exhibits two FRET states, 
EO (0.44) and EI (0.84). The duration of each state is measured as the dwell time (Δτ).

Figure S2.4: DNA degradation requires bona fide target
CRISPR interference reconstituted in vitro.Target plasmids (3.5 nM) harboring different target 
sequences (bona fide, Mut[S1], Mut[S1-2], Mut[S5-6], and Mut[S4-6], see schematics at top) with 
an interfering (purple outline, top row) or a priming (light blue outline, bottom row) PAM were 
incubated with Cascade (35 nM) for 15 min prior to addition of Cas3 (70 nM), which subsequently 
incubated for 1, 10, or 30 min. Reactions were run on a 0.8% agarose gel and stained for imaging. 
Degradation of the bona fide target can be seen a diffuse band at the bottom of the gel that 
increases in intensity with time.
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Construct 
(label pos.)

Sequencea

(5’ →  3’)
Descriptionb

TJ3_15-18 bona fide 

target (+9)

TTTGGTCTGCTCAATTTTGACAGCCCACATGGCATTCCACT/

iAmMC6T/ATCACTGGCATCCTTCCACACTCCTG Oligo for immobilisation

nTJ3_15 bona fide 

(+17)

CAGGAGTGTGGAAGGATGCCAGTGATAAGTGGAA/iAmMC6T/

GCCATGTGGGCTGTC Oligo for immobilisation

80nt biotin linker

AAAATTGAGCAGACCAAA(PolyT)
62
- Biotin

Oligo for immobilisation

BG3903

CACCGGCCATGGCACTGTGCACACCATCGCGGAATTTGCTTATT-

GATAACTGGATCCCTGTACGCC Fw for N-term FGE tag CseI 

(NcoI)

BG3904

CCGGTGGGTACCTCAGCCATTTGATGGCCCTCCTTGCGGTTT-

TAACTCCC Rv CseI (KpnI)

BG4225

TTTGAATTCGCGCTGCATGCCTATTTG

Fw KmR in pRSF-1b (EcoRI)

BG5157

TTTTCCATGGGACAGCCCACATGGCATTCCACTTATCACTGGCAT-

CCTTCCACACTCCTGTTAGAAAAACTCATCGAGCATC Rv KmR in pRSF-1b with J3 

protospacer (NcoI)

BG5158

TTTTCCATGGACGGTGAGACATGGCATTCCACTTATCACTGGCAT-

CCTTCCACACTCCTGTTAGAAAAACTCATCGAGCATC Rv KmR in pRSF-1b with J3 

protospacer (MutS5-6) (NcoI)

BG5159

TTTTCCATGGACGGTGAGCACGCACATTCCACTTATCACTGGCAT-

CCTTCCACACTCCTGTTAGAAAAACTCATCGAGCATC Rv KmR in pRSF-1b with J3 

protospacer (MutS4-6) (NcoI)

BG5160

TTTTCCATGGGACAGCCCACATGGCATTCCACTTATCACTGGCGT-

CCTTCCACACTCCTGTTAGAAAAACTCATCGAGCATC Rv KmR in pRSF-1b with J3 

protospacer (MutPAM) (NcoI)

BG5161

TTTTCCATGGACGGTGAGACATGGCATTCCACTTATCACTGGCGT-

CCTTCCACACTCCTGTTAGAAAAACTCATCGAGCATC Rv KmR in pRSF-1b with J3 

protospacer (MutPAM S5-6) (NcoI)

2.6.2 Supplementary tables

a  Underlined sequence indicates Nco1 restriction site.
b  Fw stands for forward, Rv stands for reverse, FGE stands for formylglycine generating enzyme

Table S2.1: Oligos used for target DNA immobilization, and PCR
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Construct 
(label pos.)

Sequencea

(5’ →  3’)
Descriptionb

TJ3_15-18 bona fide 

target (+9)

TTTGGTCTGCTCAATTTTGACAGCCCACATGGCATTCCACT/

iAmMC6T/ATCACTGGCATCCTTCCACACTCCTG Oligo for immobilisation

BG5162

TTTTCCATGGACGGTGAGCACGCACATTCCACTTATCACTGGCGT-

CCTTCCACACTCCTGTTAGAAAAACTCATCGAGCATC Rv KmR in pRSF-1b with J3 

protospacer (MutPAM S4-6) (NcoI)

BG5163

TTTTCCATGGGACAGCCCACATGGCATTCCACTTATACGGCCCAT-

CCTTCCACACTCCTGTTAGAAAAACTCATCGAGCATC Rv KmR in pRSF-1b with J3 

protospacer (MutS1) (NcoI)

BG5164

TTTTCCATGGGACAGCCCACATGGCATTCCCGGTGCACGGCCCAT-

CCTTCCACACTCCTGTTAGAAAAACTCATCGAGCATC Rv KmR in pRSF-1b with J3 

protospacer (MutS1-2) (NcoI)

BG5165

TTTTCCATGGGACAGCCCACATGGCATTCCACTTATACGGCCCGT-

CCTTCCACACTCCTGTTAGAAAAACTCATCGAGCATC Rv KmR in pRSF-1b with J3 

protospacer (MutPAM-S1) (NcoI)

BG5166

TTTTCCATGGGACAGCCCACATGGCATTCCCGGTGCACGGCCCGT-

CCTTCCACACTCCTGTTAGAAAAACTCATCGAGCATC Rv KmR in pRSF-1b with J3 

protospacer (MutPAM S1-2) (NcoI)

BG5301

AAGGTTGGTGGGTTGTTTTTATGG

Fw Oligonucleotide annealing 

to the CRISPR 2.1 leader

BG5302

GGATCGTCACCCTCAGCAGCG

Rv Oligonucleotide annealing 

to spacer g8
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Table S2.2: DNA oligos used in single-molecule studies of PAM-distal and PAM-proximal 
mutations

Construct 
(label pos.)

Sequencea

(5’ →  3’)

TJ3_15 bona fide (+9)

GACAGCCCACATGGCATTCCACT/iAmMC6T/ATCACTGGCATCCTTCCACACTCCTG

nTJ3_15 bona fide (+17)

CAGGAGTGTGGAAGGATGCCAGTGATAAGTGGAA/iAmMC6T/GCCATGTGGGCTGTC

TJ3_15 MutS5-6 (+9)

ACGGTGAGACATGGCATTCCACT/iAmMC6T/ATCACTGGCATCCTTCCACACTCCTG

nTJ3_15 MutS5-6 (+17)

CAGGAGTGTGGAAGGATGCCAGTGATAAGTGGAA/iAmMC6T/GCCATGTCTCACCGT

TJ3_15 MutS4-6 (+9)

ACGGTGAGCACGCACATTCCACT/iAmMC6T/ATCACTGGCATCCTTCCACACTCCTG

nTJ3_15 MutS4-6 (+17)

CAGGAGTGTGGAAGGATGCCAGTGATAAGTGGAA/iAmMC6T/GTGCGTGCTCACCGT

TJ3_15 MutS3-6 (+9)

ACGGTGAGCACGCAGACCGGACT/iAmMC6T/ATCACTGGCATCCTTCCACACTCCTG

nTJ3_15 MutS3-6 (+17)

CAGGAGTGTGGAAGGATGCCAGTGATAAGTCCGG/iAmMC6T/CTGCGTGCTCACCGT

TJ3_15 MutS1-6 (+9)

ACGGTGAGCACGCAGACCGGCGG/iAmMC6T/GCACGGCCCATCCTTCCACACTCCTG

nTJ3_15 MutS1-6 (+17)

CAGGAGTGTGGAAGGATGGGCCGTGCACCGCCGG/iAmMC6T/CTGCGTGCTCACCGT

TJ3_15 MutPAM (+9) 

GACAGCCCACATGGCATTCCACT/iAmMC6T/ATCACTGGCGTCCTTCCACACTCCTG

nTJ3_15 MutPAM (+17)

CAGGAGTGTGGAAGGACGCCAGTGATAAGTGGAA/iAmMC6T/GCCATGTGGGCTGTC

TJ3_15 MutPAM+S5-6 (+9)

ACGGTGAGACATGGCATTCCACT/iAmMC6T/ATCACTGGCGTCCTTCCACACTCCTG

nTJ3_15 MutPAM+S5-6 (+17)

CAGGAGTGTGGAAGGACGCCAGTGATAAGTGGAA/iAmMC6T/GCCATGTCTCACCGT

TJ3_15 MutPAM+S4-6 (+9)

ACGGTGAGCACGCACATTCCACT/iAmMC6T/ATCACTGGCGTCCTTCCACACTCCTG

nTJ3_15 MutPAM+S4-6 (+17)

CAGGAGTGTGGAAGGACGCCAGTGATAAGTGGAA/iAmMC6T/GTGCGTGCTCACCGT

TJ3_15 MutPAM+S3-6 (+9)

ACGGTGAGCACGCAGACCGGACT/iAmMC6T/ATCACTGGCGTCCTTCCACACTCCTG

a “/iAmMC6T/” refers to an amino-modified thymine base at the indicated position
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Construct 
(label pos.)

Sequencea

(5’ →  3’)

nTJ3_15 MutPAM+S3-6 (+17)

CAGGAGTGTGGAAGGACGCCAGTGATAAGTCCGG/iAmMC6T/CTGCGTGCTCACCGT

TJ3_15 MutS1 (+9)

GACAGCCCACATGGCATTCCACT/iAmMC6T/ATACGGCCCATCCTTCCACACTCCTG

nTJ3_15 MutS1 (+17)

CAGGAGTGTGGAAGGATGGGCCGTATAAGTGGAA/iAmMC6T/GCCATGTGGGCTGTC

TJ3_15 MutS1-2 (+9)

GACAGCCCACATGGCATTCCCGG/iAmMC6T/GCACGGCCCATCCTTCCACACTCCTG

nTJ3_15 MutS1-2 (+17)

CAGGAGTGTGGAAGGATGGGCCGTGCACCGGGAA/iAmMC6T/GCCATGTGGGCTGTC

TJ3_15 MutS1-3 (+9)

GACAGCCCACATGGGACCGGCGG/iAmMC6T/GCACGGCCCATCCTTCCACACTCCTG

nTJ3_15 MutS1-3 (+17)

CAGGAGTGTGGAAGGATGGGCCGTGCACCGCCGG/iAmMC6T/CCCATGTGGGCTGTC

TJ3_15 MutS1-4 (+9)

GACAGCCCCACGCAGACCGGCGG/iAmMC6T/GCACGGCCCATCCTTCCACACTCCTG

nTJ3_15 MutS1-4 (+17)

CAGGAGTGTGGAAGGATGGGCCGTGCACCGCCGG/iAmMC6T/CTGCGTGGGGCTGTC

TJ3_15 MutPAM+S1 (+9)

GACAGCCCACATGGCATTCCACT/iAmMC6T/ATACGGCCCGTCCTTCCACACTCCTG

nTJ3_15 MutPAM+S1 (+17)

CAGGAGTGTGGAAGGACGGGCCGTATAAGTGGAA/iAmMC6T/GCCATGTGGGCTGTC

TJ3_15 MutPAM+S1-2 (+9)

GACAGCCCACATGGCATTCCCGG/iAmMC6T/GCACGGCCCGTCCTTCCACACTCCTG

nTJ3_15 MutPAM+S1-2 (+17)

CAGGAGTGTGGAAGGACGGGCCGTGCACCGGGAA/iAmMC6T/GCCATGTGGGCTGTC

TJ3_15 MutPAM+S1-3 (+9)

GACAGCCCACATGGGACCGGCGG/iAmMC6T/GCACGGCCCGTCCTTCCACACTCCTG

nTJ3_15 MutPAM+S1-3

CAGGAGTGTGGAAGGACGGGCCGTGCACCGCCGG/iAmMC6T/CCCATGTGGGCTGTC

TJ3_15 MutPAM-S1-4 (+9)

GACAGCCCCACGCAGACCGGCGG/iAmMC6T/GCACGGCCCGTCCTTCCACACTCCTG

nTJ3_15 MutPAM+S1-4 (+17)

CAGGAGTGTGGAAGGACGGGCCGTGCACCGCCGG/iAmMC6T/CTGCGTGGGGCTGTC

a “/iAmMC6T/” refers to an amino-modified thymine base at the indicated position
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Plasmid Description and order of genes 
(5’-->  3’)

Restriction
sites

Primers Source

pWUR408 cse1 in pRSF-1b, no tags [60]

pWUR564 CRISPR containing J3 spacer in pACYCDuet-1. Derivative 

of pWUR477

[61]

pWUR610 pUC-3xJ3; pUC19 3 copies of the J3-protospacer, corres-

ponding to a sequence derived from phage Lambda.

[59]

pWUR630 CRISPR poly J3, GA0936818 in pACYCDuet-1 NcoI/KpnI [59]

pWUR656 cse2 with Strep-tag II (N-term)-cas7-cas5-cas6e in 

pCDF-1b

NcoI/NotI [16]

pWUR706 cse1 containing an N-terminal LCTPSR FGE recognition 

sequence

BG3903/ 

BG3904

This study

pWUR738 J3 target plasmid. derivative of pGFPuv NcoI(BspHI)/

EcoRI

BG4225/ 

BG5157

This study

pWUR739 Mutant J3 target plasmid (MutS5-6) derivative of pGFPuv 

(Clontech)

NcoI(BspHI)/

EcoRI

BG4225/ 

BG5158

This study

pWUR740 Mutant J3 target plasmid (MutS4-6) derivative of pGFPuv 

(Clontech)

NcoI(BspHI)/

EcoRI

BG4225/ 

BG5159

This study

pWUR741 Mutant J3 target plasmid (MutPAM) derivative of pGFPuv 

(Clontech)

NcoI(BspHI)/

EcoRI

BG4225/ 

BG5160

This study

pWUR742 Mutant J3 target plasmid (MutPAM S5-6) derivative of 

pGFPuv (Clontech)

NcoI(BspHI)/

EcoRI

BG4225/ 

BG5161

This study

pWUR743 Mutant J3 target plasmid (MutPAM S4-6)  derivative of 

pGFPuv (Clontech)

NcoI(BspHI)/

EcoRI

BG4225/ 

BG5162

This study

pWUR744 Mutant J3 target plasmid (MutS1) derivative of pGFPuv 

(Clontech)

NcoI(BspHI)/

EcoRI

BG4225/ 

BG5163

This study

Table S2.3: Plasmid constructs
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Plasmid Description and order of genes 
(5’-->  3’)

Restriction
sites

Primers Source

pWUR745 Mutant J3 target plasmid (MutS1-2) derivative of pGFPuv 

(Clontech)

NcoI(BspHI)/

EcoRI

BG4225/ 

BG5164

This study

pWUR746 Mutant J3 target plasmid (MutPAM S1) derivative of pGFPuv 

(Clontech)

NcoI(BspHI)/

EcoRI

BG4225/ 

BG5165

This study

pWUR747 Mutant J3 target plasmid (MutPAMS1-2) derivative of pGFPuv 

(Clontech)

NcoI(BspHI)/

EcoRI

BG4225/ 

BG5166

This study

pWUR748 pMAT11-MBP-Cas3 EcoRI/XhoI [17]

#16132 pBAD/myc-his A Rv0712 (FGE) Addgene
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3.1 Abstract
CRISPR-Cas loci provide an RNA-guided adaptive immune system that mediates 
defense against invading genetic elements. Interference in type I systems relies 
on the RNA-guided surveillance complex Cascade for target recognition and the 
trans-acting Cas3 helicase/nuclease protein for target degradation. Even though 
the biochemistry of CRISPR interference has been well understood, the biophysics 
of DNA unwinding and coupling of the helicase and nuclease domains of Cas3 
remain elusive. Here we employed single-molecule FRET to probe the helicase 
activity with a high spatiotemporal resolution. We show that Cascade and Cas3 
remain tightly associated, while Cas3 unwinds target DNA in distinctive steps of 
3 basepairs with an underlying translocation step size of 1-nt. Unwinding is highly 
repetitive, allowing Cas3 to repeatedly present the intrinsically inefficient nuclease 
domain with unwound DNA. Our study reveals an unanticipated level of complexity, 
in which the discontinuous and burst-like helicase properties of Cas3 are the driving 
force behind CRISPR interference. 
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3.2 Introduction

Prokaryotes mediate defense against invading genetic elements using RNA 
guided adaptive immune systems that are encoded by CRISPR (clustered 
regularly interspaced short palindromic repeats)-Cas (CRISPR-associated) loci 

[1, 2]. In the type I system, the most ubiquitous CRISPR-Cas system [3], foreign DNA 
targets (called protospacers) are recognized by the CRISPR RNA (crRNA)-guided 
surveillance complex Cascade [4]. Recognition of double stranded DNA targets 
results in the formation of an R-loop, in which the crRNA hybridizes with the comple-
mentary target strand and the non-complementary strand of the DNA is displaced 
(nontarget strand) [5–8]. This R-loop formation triggers a conformational change in 
the Cascade complex [6, 9, 10] and leads to the recruitment of the Cas3 protein for 
subsequent target degradation [11–13].

The E. coli Cas3 protein consists of two domains: a N-terminal metal-dependent 
histidine-aspartate (HD) nuclease domain and a C-terminal superfamily 2 helicase 
domain [3, 11, 14–17]. Cas3 is activated by the Cascade-marked R-loop, where it 
cleaves the displaced nontarget strand ~11 nucleotides into the R-loop region [14, 
18]. Driven by ATP, Cas3 then moves along the nontarget strand in a 3’ to 5’ direction, 
while it catalyzes cobalt-dependent DNA degradation [12, 14, 18, 19]. Subsequently, 
Cas3 generates degradation products that are close to spacer length and enriched 
for NTT in their 3’ ends [20]. This makes a considerable fraction of the degradation 
products suitable substrates for integration by the Cas1-Cas2 integrases into the 
CRISPR locus [20]. Yet, the biophysics of DNA unwinding by Cas3 remains elusive 
In particular, it is not understood how the putative exonuclease HD domain can 
create degradation products of length suitable for spacer integration and how this 
process takes place in concert with Cascade. 



76

3

Figure 3.1: Single-molecule visualisation of the interaction between Cas3 and Cascade
(A) Schematic of two distinct model for DNA unwinding by Cas3. In the translocation model (left), 
Cas3 breaks its contacts with Cascade while it unwinds DNA. This results in translocation away from 
the Cascade target site. During DNA looping (right), Cascade and Cas3 remain tightly associated 
while Cas3 pulls on the DNA. The appearance of FRET during translocation or loop formation is 
indicated by the size of the star: low FRET, large green star) or high FRET, large red star. (B) Schematic 
of a single-molecule FRET assay used to probe the interaction between Cas3 and Cascade. (C) A 
representative time trace of the initial interaction between Cas3 and Cascade bound to a cognate 
target. (D) A representative time trace of the initial interaction between Cas3 and Cascade bound 
to a nicked target. 
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3.3 Results
3.3.1 Single-molecule observation of DNA unwinding by Cas3
We set out to understand how Cas3 unwinds dsDNA substrates. To date, two 
models prevail for DNA unwinding by the Cas3 helicase: a translocation model 
and a looping model. In the translocation model, Cas3 breaks its contacts with the 
Cascade complex while unwinding the DNA. Thereby Cas3 translocates away from 
the Cascade binding site and degrades single-stranded DNA fragments along the 
way  (Figure 3.1A) [11–14, 19, 21]. In the looping model, Cas3 and Cascade remain in 
tight contact while Cas3 unwinds the DNA, which may result in loops in the target 
strand (Figure 3.1A) [19]. To distinguish between these two models, we sought to 
visualize the DNA unwinding activity of Cas3 with a high spatiotemporal resolution.

To visualize DNA unwinding by Cas3, we developed an assay based on single-mo-
lecule Förster resonance energy transfer (smFRET). In brief, anti-maltose binding 
protein (MBP) antibodies were anchored to the surface of a polyethylene glycol 
(PEG)-coated slide through biotin-streptavidin linkage followed by tethering of 
MBP-fused Cas3 monomers (Figure 3.1B & Figure S3.1A to Figure S3.1C). Notably, 
the immobilization of Cas3 did not appreciably affect its capability to degrade 
dsDNA substrates (Figure S3.1C to Figure S3.1G). Next, the antibody-tethered 
Cas3 molecules were presented to Cascade complexes bound to dye-labeled 
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dsDNA substrates and their interactions were probed in real time using total internal 
reflection fluorescence (TIRF) microscopy (Figure 3.1B). We first explored the inter-
action of Cas3 with Cascade complexes that were bound to a fully complementary 
dsDNA target. When the complexes were introduced in absence of cobalt, transient 
interactions were observed with a dwell-time (Δτ) of 1.63 ± 0.236 s, which reflect 
the initial interaction between the Cse1 subunit of the Cascade complex and the 
Cas3 protein (Figure 3.1C & Figure S3.2A) [13]. This finding is consistent with DNA 
curtain experiments where no stable interaction between Cascade and Cas3 was 
observed when cobalt was omitted from the assay [19].

When the same experiment was repeated with a partial dsDNA construct that 
mimicked the nicked R-loop reaction intermediate formed by Cas3 (Figure 3.2A), 
a stable interaction was observed between Cascade and Cas3. This interaction 
lasted throughout the time course of the experiment and followed photo bleaching 
kinetics (Figure 3.1D & Figure S3.2B). This suggest that the initial nick made by Cas3 
facilitates loading of the helicase domain, which stabilizes the interaction between 
Cas3 and the Cascade complex. Notably, the appearance of fluorescence signals 
was not observed when Cascade was omitted from the assay, confirming that Cas3 
exclusively interacts with DNA in a Cascade-dependent manner (Figure S3.2C & 
Figure S3.2D) [8, 12, 13]. 

To focus on the mechanism by which Cas3 unwinds DNA, experiments were 
continued with the partial dsDNA construct that allowed for synchronized initiation 
of DNA unwinding. The DNA substrate was labelled with a donor (Cy3) and an 
acceptor (Cy5) dye that were positioned such that it could report on loop formation 
in the target strand via an increase in FRET (Figure 3.1A, Figure 3.2A & Table S3.1). 
The fluorescent probes where conjugated to the DNA using an amino-C6-linker 
(thymine-5-C6 amino linker), which has been shown not to interfere with the tran-
slocation and unwinding by helicases [22–25]. The target strand was labelled with 
Cy5 at nucleotide -7, which position is fixed near the Cascade complex [8]. The Cy3 
dye was positioned further upstream of the PAM at position -52 such that high 
FRET would be observed upon loop formation in the target strand by Cas3 (Figure 
3.1A). In absence of ATP, no FRET was observed between the donor and acceptor 
fluorophore, resulting in FRET values that were indistinguishable from background 
signals (E = 0.18) (Figure 3.1B & Figure S3.2E).

Upon introduction of ATP into the microfluidic chamber, a large fraction of the 
Cas3 molecules (201 out of 438 molecules) showed a gradual increase in FRET, 
which is consistent with loop formation (Figure 3.2B & Figure S3.3A). For remaining 
molecules, FRET stayed within background levels (E = 0.18). We hypothesize that 
these molecules either failed to initiate unwinding within our observation time 
(3.5 min) or form small loops outside the FRET range of approximately 20 base 
pairs (bp) (Figure S3.8A & Figure S3.8B). Consistent with the second hypothesis, 
the probability of unwinding scaled exponentially with the distance to the target-
site (Figure 3.3D). This data shows that Cas3 remains anchored to Cascade while 
unwinding DNA. Notably, translocation of Cas3 away from the Cascade target site 
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[11–14, 19, 21] was not observed under our experimental conditions, which would 
have been manifested by a rapid loss of the total fluorescence signal (Figure 3.1A). 
Instead, loss of fluorescence was negligible and followed only the photo bleaching 
kinetics (Figure S3.2B).

To confirm loop formation, we tested various alternative immobilization and 
labelling schemes. When the DNA (Figure S3.3C & Figure S3.3D) or Cascade (Figure 
S3.3E & Figure S3.3F) was immobilized or when the donor and acceptor dyes were 
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Figure 3.2: Real-time observation of DNA unwinding by Cas3
(A) Partial duplex DNA constructs consist of a PAM (orange), protospacer (green) and two flanks 
of 50 nt and 15 nt (black). Cy5 (red star) was attached to position -7 of the target strand and Cy3 
(green star) to position -52 of the nontarget strand. (B) A representative time trace of donor (Cy3, 
green) and acceptor (Cy5, red) fluorescence and corresponding FRET (blue) exhibiting multiple 
unwinding events. ATP (2 μM) was added at t = 20s (dashed gray line). (C) A representative time 
trace for a construct with Cy5 (red star) attached to position -7 of the target strand and Cy3 (green 
star) to position -5 of the nontarget strand. ATP (2 μM) was added at t = 20s (dashed gray line). (D) 
A histogram representing the number of unwinding cycles for each molecule. Error represents the 
standard error of the mean (SEM) from three independent measurements (N=3). (E) Quantification 
of the number of unwinding cycles per molecule at various ATP concentrations. Error bars repre-
sent the SEM (N=3). (F) Representative time traces of donor (Cy3, green) and acceptor (Cy5, red) 
fluorescence and corresponding FRET (blue) obtained by tracking the interactions by Cas3 and 
Cascade in real time. Cascade bound DNA, ATP (500 μM) and Co2+ (10 μM) were added at t = 20s. 
(G) Quantification of the number of productive binding events for three distinct DNA constructs. 
Cy5 (red star) was attached to position -7 of the target strand and Cy3 (green star) to position -52 
of the nontarget strand. Black triangle indicates the position of the nick (11 nt away from PAM).
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swapped (Figure S3.4A & Figure S3.4D), identical behavior was observed. Next, an 
alternative labelling scheme with a donor and acceptor dye at position -5 of the 
nontarget strand and -7 of the target strand, respectively (Figure S3.2F), was tested. 
This construct initially yielded high FRET (E = 0.8, Figure S3.2F) and should lead to a 
decrease in FRET when unwinding is triggered. In agreement with our expectation, 
FRET decreased upon introduction of ATP (Figure 3.2C & Figure S3.3B). The same 
observation was made using PIFE (protein-induced fluorescence enhancement) 
(Figure S3.3G). In contrast, when a construct was used that was designed to detect 
loop formation on the nontarget strand (Cy3 position -52 target strand and Cy5 
position -7 nontarget strand, Figure S3.4B) or when the PAM proximal and PAM distal 
flank were swapped (Figure S3.4C), a change in FRET was not observed (Figure S3.4E 
& Figure S3.4F). These control experiments support the model that Cas3 remains 
anchored to Cascade when pulling on the 3’ end of nontarget strand, which results 
in DNA loops in the target strand during unwinding.

Our real-time analysis of DNA unwinding by Cas3 revealed, that Cas3 could go 
through multiple cycles of unwinding on a single substrate, by slipping back to 
its initial location (Figure 3.2B & Figure 3.2C). Analysis of this repetitive behavior 
showed that Cas3 undergoes an average of 1.8 ± 0.1 cycles per substrate (Figure 
3.2D). Interestingly, the number of unwinding cycles per molecule decreased with 
an increase of ATP, reaching average unwinding frequency of 1.2 ± 0.1 cycles per 
molecule at saturating levels of ATP (Figure 3.2E). This data suggests that Cas3 is 
more effective in displacing the nontarget strand away from the Cas3-Cascade 
complex at higher levels of ATP, which is likely a result of using short DNA oligo’s. 
Consistent with this hypothesis, the dwell time of the looping population that reached 
the end of the substrate was ~3 times shorter as compared to the seemingly stattic 
population (Figure S3.2B).

3.3.2 Cas3 exhibits sparse nuclease activity
Previous bulk experiments have shown that Cas3 degrades the nontarget strand 
while it moves along the DNA [14, 18]. Therefore, we hypothesized that activation of 
the nuclease domain, by the addition of cobalt, would result in a stark decrease in 
the number of unwinding cycles per molecule. However, no change in the number of 
cycles per molecule was observed when the nuclease domain was activated (Figure 
S3.3H), indicating that little nicking had occurred. Moreover, the addition of free 
Cas3 into the assay did not alter the behavior of Cas3 (data not shown). 

To obtain a more quantitative estimate on the cleavage activity of Cas3, the 
initial interaction between Cas3 and Cascade was probed (Figure 3.2F). When 
Cascade bound to a full target substrate, without the initial nick, was introduced, 
only 0.7 ± 0.1% of the binding events resulted in DNA unwinding (Figure 3.2F & 
Figure 3.2G). However, when Cascade bound to a substrate mimicking the nicked 
intermediate was introduced (Figure 3.2A), the number of productive unwinding 
events increased with an order of magnitude (6.9 ± 1.1%, Figure 3.2F & Figure 3.2G). 
This suggest that the HD nuclease domain intrinsically exhibits a sparse nuclease 
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Figure 3.3: Velocity and processivity of the Cas3 helicase
(A) Representative FRET traces obtained at various ATP concentrations. (B) Michaelis-Menten fit 
(black line) of the velocity (bp/s) plotted against the ATP concentration (1, 2, 4, 8, 16, 32, 64, 200 
and 1000 μM ATP). Error bars represent the 95% confidence interval obtained through bootstrap 
analysis. (C) Schematic overview of constructs used to determine the mean unwinding distance. Cy5 
(red star) was attached to position -7 of the target strand and Cy3 (green star) was positioned at the 
end of the nontarget strand. The FRET range is indicated by the dashed gray lines filled with red 
gradient. (D) Unwinding probability over the distance to target-site at various ATP concentrations. 
Error bars represent the SEM (N=3). Solid lines represent a single-exponential fit used to determine 
the mean translocation distance. (E) Bar plot with average translocation distance (nt) at various ATP 
concentrations. Error bars represent the SEM (N=3).
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activity, which contradicts previously published bulk data [12–14, 18, 20, 26]. Those 
bulk measurements were performed using a 10- to 500-fold excess of Cas3 [12–14, 
18, 20, 26] that facilitated initial nicking and loading of the Cas3 helicase whereas 
here we used Cas3 in nano-molar concentrations.  Our findings imply that the Cas3 
protein compensates for the sparse nuclease activity by repeatedly feeding ssDNA 
in the HD nuclease domain, which ensures DNA cleavage.

3.3.3 Dynamics of DNA loop formation by Cas3
Next, we explored the molecular dynamics of DNA loop formation by Cas3. To deter-
mine the unwinding rate of Cas3, we performed DNA unwinding assays at various 
ATP concentrations (Figure S3.5D to Figure S3.5F). For every ATP concentration, 
the dwell time (Δτ) of each unwinding event was extracted (Figure 3.3A), followed 
by fitting of the histograms with a gamma distribution (Figure S3.5A to Figure 
S3.5C). Consistent with other helicases [22, 24, 27], the effective rate (keffective, 1/Δτ) 
increased with increasing amounts of ATP, indicating that the unwinding velocity 
increases with ATP (Figure 3.3B). When ATP was replaced with a non hydrolyzable 
ATP analog ATP-γ-S, the unwinding activity of Cas3 was completely abrogated 
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(Figure S3.6A). To estimate the maximum velocity (Vmax) of Cas3, the effective rate 
was converted to apparent velocity in base pairs per second (bp/s, see 3.5.5 on page 
86). By plotting the velocity over the ATP concentration and fitting the data with 
a Michaelis-Menten fit (Figure 3.3B), a Vmax = 22.8 ± 2.7 bp/s and Km = 14.4 ± 4.5 μM 
was obtained. Notably, only a marginal change in velocity was observed when the 
nuclease domain was activated (Figure S3.5G), suggesting that the unwinding activity 
of the helicase domain dominates over the DNA degradation by the nuclease domain.

Recent DNA curtain experiments suggested that Cas3 is a highly processive 
molecular motor [19]. However, given that the Cas3 nuclease exhibits sparse activity, 
a highly processive motor would lead to single-stranded fragments that are much 
longer than the previously reported fragment size that is smaller than 200 nucleo-
tides [14, 20]. Therefore, we sought to determine the average unwinding distance 
of Cas3 at saturating concentrations of ATP. To estimate the unwinding distance, a 
series of DNA substrates with an increasing length of the PAM proximal flank were 
used, while moving the donor dye towards the end of each substrate (Figure 3.3C). 
This set of constructs allowed for the determination of the probability that a Cas3 
molecule reached the end of a DNA substrate within the observation time of 3.5 min. 

Upon introduction of ATP, each construct yielded traces with identical behavior 
(Figure S3.7). However, we observed a decrease in the number of unwinding events 
with an increase in the flank length, suggesting that the unwinding probability 
decreased (Figure 3.3D). When the length of the flank was increased to 150 nt, the 
unwinding probability decreased to 0.13 ± 0.1 (Figure 3.3D), suggesting that the 
majority of molecules formed loops smaller than 150 nt. To estimate the average 
unwinding distance, the unwinding probability was plotted over the ATP concen-
tration, followed by fitting each data series with a single-exponential decay. This 
yielded an average unwinding distance of 95 ± 3 nt at a saturating ATP concentration 
(Figure 3.3E).  A decrease in the average unwinding distance was observed when 
the ATP concentration was lowered (Figure 3.3E). Notably, the addition of SSB did 
not alter the processivity of Cas3 (data not shown), implying that Cas3 may shelter 
the looped target strand. These observations are in good agreement previously 
reported bulk biochemical data, that showed Cas3 generates degradation products 
in the range of 30 to 150 nucleotides and become smaller at low ATP concentrations 
[14, 20, 28]. Taken together, these results suggest that the helicase domain of Cas3 
limits the fragment size by repeatedly generating a distribution ssDNA fragments 
with an average size of ~90 nt.
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3.3.4 Cas3 unwinds DNA in uniform steps
To understand what feature of the Cas3 helicase limits the unwinding distance, 
we sought to understand the molecular mechanism by which Cas3 unwinds the 
DNA. Close inspection of the FRET events revealed that FRET increased with 
a distinct pattern, marked by plateaus at specific FRET levels (Figure 3.4A). To 
elucidate this behavior, we employed an automated step-finder algorithm [29] 
(See Chapter 6 on page 177) that yielded the average FRET value for each 
plateau and the size of each step in between the plateaus (Figure 3.4A). Analysis 
of average the FRET value for each plateau, resulted in a histogram with four 
distinct peaks that were evenly separated (ΔE=0.15) (Figure 3.4B). To correlate 
these FRET values to distance in bp, we designed a series of DNA constructs, 
in which the distance between the dyes was systematically decreased (Figure 
S3.8A & Figure S3.8B). The calibration experiment yielded a conversion factor, 
in which 1-bp corresponds to a ΔE=0.05 FRET change. This conversion factor 
is in line with previously published work by [30]. Conversion of the FRET values 
suggests that Cas3 may move along the DNA with regular 3-bp steps. 

To further characterize the stepping behavior of Cas3, a histogram was plotted 
with the distribution of step-sizes, the distance between each plateau. The 
distribution of the step-sizes exhibited a major peak centered at a step-size 
of approximately 3-bp (Figure 3.4C & Figure S3.8A to Figure S3.8C), which 
is consistent with the histogram of average the FRET value for each plateau 
(Figure 3.4B). Apart from the major peak at 3-bp, minor peaks that represented 
a multiplicity of this step-size (e.g. 6-bp) were observed (Figure 3.4C), which 
became more prominent when the ATP concentration was increased (Figure 
S3.8D). These larger steps are likely a result of a series of events that occur 
faster than our time resolution. Consistent with this hypothesis, a histogram of 
the average FRET levels at saturating concentration of ATP was skewed towards 
the high FRET states (Figure S3.8E). We confirmed the 3-bp step by designing a 
set of constructs in which the donor dye was shifted by 1, 2 or 3 nt (ΔN=1, ΔN=2 
& ΔN=3) from the standard construct (ΔN=0) and observing 3-nt periodicity 
in FRET histograms (Figure 3.4D). These experiments provide strong evidence 
that Cas3 moves along the DNA in distinct steps of 3-bp at a time.

Apart from steps that led to an increase in FRET, we also observed slipping 
events where the FRET signal abruptly dropped to intermediate levels (Figure 
3.4A). These events were represented as a negative value in our step-size analysis 
and showed a major peak centered at -3-bp (Figure 3.4C). Besides the slipping 
events to intermediate levels, we also observed slipping events that returned 
to their initial FRET state (Figure 3.2B & Figure 3.2C).  We speculate that these 
slipping events occur through miscoordination of the RecA-like domains of the 
Cas3 helicase [16, 17], leaving the DNA to zip back over a short or long distances. 
The short and long-range slipping events result in discontinuous and burst-like 
unwinding behavior, that allows Cas3 to repeatedly feed ssDNA fragments into 
the nuclease domain for further processing.  
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Figure 3.4: Cas3 unwinds DNA in uniform steps
(A) Representative FRET trace (dark blue) fitted with a step-finder algorithm (Orange). (B) Distribution 
of FRET levels obtained through the step-finder algorithm. Black lines represent a Gaussian fit. (C) 
Distribution of step-sizes obtained through a step-finder algorithm. Black lines represent a Gaussian 
fit. Dashed grey lines indicate the centre of each peak. Positive values represent processive unwinding 
whereas negative values represent slipping. (D) Location of the FRET levels for various positions of 
the donor dye. Given the remarkable regularity in the unwinding pattern of Cas3, we hypothesized 
that when moving the donor dye from its original position (ΔN=0) by one or two nucleotides (ΔN=1 
& ΔN=2, respectively) would shift the position of the observed plateaus at specific FRET levels. In 
contrast, moving the donor dyes by three nucleotides (ΔN=3) locates the dye at a similar position as 
ΔN=0 (inset) and should yield identical FRET levels. Consistent with our hypothesis, the constructs 
with a donor dye at position ΔN=1 & ΔN=2 shifted the peak positions towards lower FRET values, 
whereas the construct with a dye at position ΔN=3 yielded identical FRET levels as ΔN=0 (Extended 
Data Fig. 8f). (E) Dwell-time distributions of the FRET levels at various ATP concentrations. Data 
was fitted with a gamma distribution (solid line) to obtain the number of hidden steps (n) and rate 
(k). Error represents the 95% confidence interval obtained through bootstrap analysis. (F) Bar plots 
representing the number of hidden steps (n) and rate (k) that was obtained through fitting dwell-
time histograms with a gamma distribution. Error represents the 95% confidence interval obtained 
through bootstrap analysis.

Finally, we questioned if the observed 3-bp steps would correspond to the 
elementary step-size of the Cas3 helicase. If Cas3 would unwind 3-bp upon the 
hydrolysis of a single ATP molecule, the dwell time (Δτ, Figure 3.4A) histogram of 
the FRET levels would follow a single-exponential decay. However, a dwell time 
histogram of the FRET levels showed non-exponential behavior and followed 
a gamma distribution (Figure 3.4E). A fit of the histogram yielded a statistical 
description of the number of underlying hidden steps (n) and the rate per step (k) 
(Figure 3.4E). At various ATP concentrations, we obtained n values that remained 
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Figure 3.5: Model for CRISPR interference medi-
ated DNA unwinding by Cas3
Model for CRISPR interference by Cas3. Interfe-
rence starts with loading of the Cas3 protein onto 
the Cascade-DNA complex. Given the inherently 
sparse nuclease activity of Cas3 this may require 
multiple docking events. Once Cas3 nicks the 
R-loop, the loading of the helicase domain is 
facilitated that allows Cas3 and Cascade to form 
a stable complex. Upon hydrolysis of ATP, Cas3 
initiates DNA unwinding that takes place in distinct 
spring-loaded steps and underlies an elementary 
step size of 1-bp. Cas3 repeatedly feeds ssDNA into 
its nuclease domain, which generates a distribution 
of degradation products with an average size of 
~90 nt.

close to three hidden steps, whereas the 
rate increased with an increase of ATP 
(Figure 3.4E, Figure 3.4f & Figure S3.9A 
to Figure S3.9H). This analysis shows 
that each 3-bp step is composed of 
three hidden steps of 1-bp, suggesting 
that the elementary step-size of Cas3 
is 1-nt. From this analysis, the model 
emerges that Cas3 successively unwinds 
three base pairs in 1-nt steps, using its 
RecA-like domains [16, 17]. During these 
successive 1-nt translocation events, 
the DNA is held in place by the Cas3 
protein, resulting in an abrupt 3-bp burst 
upon release (Supplemental movie 1). 

3.4 Discussion
CRISPR interference in the type I systems, 
relies on the interplay of multiple 
proteins to convey resistance against 
invading mobile genetic elements. 
Based on our results we propose a 
model for CRISPR interference, were 
the transacting Cas3 helicase/nuclease 
remains tightly anchored to the Cascade 
effector complex while reeling in the 
invader DNA (Figure 3.5). Together with 
the sparse nuclease activity of Cas3, this 
anchoring mechanism acts as a fail-safe 
to prevent the toxic effects of off-target 

DNA cleavage. Our data suggests that, Cas3 moves its RecA-like domains in an “inch-
worm” like fashion, breaking open the dsDNA helix 1-bp at a time (Figure 3.5, inset & 
Supplemental movie 1). While unwinding the DNA in 1-bp steps, the DNA is held in 
place by the Cas3 protein until three of such steps have taken place. Unwinding of the 
third nucleotide triggers the release of the DNA, resulting in a spring-loaded burst that 
moves the helicase by three base pairs (Supplemental movie 1). Such spring-loaded 
unwinding has been observed for both helicases with a RecA-like fold (e.g. NS3) [23] 
and nucleases [31, 32] and presumably reflects a general feature of Cas3 proteins [15]. 
Finally, our data suggests that Cas3 limits its translocation distance through slipping 
(Supplemental movie 2), which allows Cas3 to compensate for its low nuclease activity 
by repeatedly feeds ssDNA into the nuclease domain. We speculate that the joined 
action of repetitive unwinding by the helicase domain and the intrinsically inefficient 
DNA degradation by the nuclease domain generates ssDNA fragments of ~90 nt, 
suitable as new templates for integration by the Cas1-Cas2 spacer integration complex.



858585

3

3.5 Experimental Procedures
3.5.1 Protein Purification
Cascade was expressed in E. coli BL21 (DE3) and purified using strep-tag affinity 
chromatography, as described previously [5]. Purified Cascade complexes were 
aliquoted and flash frozen in liquid nitrogen for long-term storage at -80 °C. The 
nuclease-helicase Cas3 was produced and purified as described previously [14] 
with the following modifications. BL21-AI cells were used for over-expression, and 
protein expression was induced with 0.5 mM IPTG and 0.2% L-Arabinose. The 
purification process was stopped after size exclusion chromatography and before 
the proteolytic removal of the Maltose Binding Protein (MBP) using the Tobacco 
Edge Virus protease [13]. MBP-Cas3 was aliquoted and flash frozen in liquid nitrogen 
before storage at -80 °C.

3.5.2 Cas3 degradation Assays
After purification, Cas3 nuclease activity was initially tested by a non-specific degra-
dation assay on M13mp8 single-stranded circular DNA (Figure S3.1B). Non-specific 
nuclease activity was stimulated using Ni+2 ions as described previously [14]. To 
test specific degradation plasmid-based assays were performed in the presence 
of Cascade, ATP,  Mg+2 and  Co+2 ions (Figure S3.1C to Figure S3.1E), described 
previously by [14, 20]. Similar conditions were used for oligo based degradation 
assays (Figure S3.1H).  In brief, 5 nM DNA was incubated with 50 nM Cascade and 
100 nM Cas3 in buffer R (+10 μM CoCl2 and 2 mM ATP) for 30 minutes at 37ºC. 
Samples were immediately quenched by adding stop solution (20 mM Tris-HCl pH 
8.0, 2% SDS, 50 mM EDTA), after which protein was removed by incubating the 
samples for 1 hour with 10 μg/ ml proteinase K (Sigma) at 50°C. Subsequently, DNA 
was precipitated with ethanol and and loaded on 10% denaturing PAGE gels (8M 
urea) with formamide. Gels were run for 2.5 hour at 350 V, followed by imaging with 
the Typhoon trio (GE healthcare).

3.5.3 DNA preparation
All the target dsDNA substrates that we used were bearing a protospacer, PAM, and 
two flanks of 50 and 15 nt (Figure 3.2A, Table S3.1). These synthetic DNA targets 
(Ella Biotech GmbH) were internally labelled with a monoreactive acceptor dye (Cy5, 
GE Healthcare) at dT-C6 on the target strand (complementary to the crRNA) and 
a monoreactive donor dye (Cy3, GE Healthcare) at dT-C6 on the nontarget strand 
(Figure 3.2A). After labelling, the ssDNA strands were annealed using a thermocycler 
(Biorad). To determine the initial FRET values of these constructs (Figure S3.2E to 
Figure S3.2F & Figure S3.4A to Figure S3.4C), Cascade bound DNA was docked on 
the surface immobilized Cas3 molecules in absence of ATP. 
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3.5.4 Single-molecule fluorescence data acquisition
The fluorescent label Cy3 and Cy5 were imaged using prism-type total internal 
reflection microscopy as described previously [6] with slight modifications. After 
assembly of a microfluidic flow chamber, slides were incubated for 10 minutes 
with 5% Tween20 to further improve slide quality [33]. Next, the chamber was 
incubated with 20 μL streptavidin (0.1 mg/ml, S-888, Invitrogen) for 5 minutes 
followed by a washing step with 100 μL of buffer R. Anti-Maltose Binding Protein 
(anti-MBP) antibodies (M2155-09P, US biological life sciences) were specifically 
immobilized through biotin-streptavidin linkage by incubating the chamber with 40 
μL of 10 µg/ ml anti-MBP antibodies for 5 minutes. Remaining unbound anti-MBP 
antibodies were flushed away with 100 μL buffer R. Subsequently, 100 μL of 10 
nM Cas3-MBP was incubated in the chamber, allowing the Cas3-MBP molecules 
to bind the surface immobilized anti-MBP antibodies. After 5 minutes of incu-
bation, unbound Cas3-MBP molecules were flushed away with 100 μL buffer 
Rimaging (50 mM HEPES (pH 7.5), 60 mM KCl, 10 mM MgCl2, 0.1 mg/mL glucose 
oxidase (G2133, Sigma), 4 μg/ml Catalase (10106810001, Roche) and 1 mM Trolox 
(((±)-6-Hydroxy-2,5,7,8-tetramethylchromane-2-carboxylic acid, 238813, Sigma). 

Cascade was incubated with 5 nM labelled dsDNA substrate with 50 nM 
Cascade for 5 minutes at 37°C. For docking experiments, pre-bound Cascade-DNA 
complexes were introduced in the chamber with 500 μM ATP and 10 μM Co2+ 
while imaging at room temperature (23 ± 1 °C) and binding events were moni-
tored in real time. For DNA unwinding assays the Cascade-DNA complexes were 
incubated for 5 minutes, allowing the complexes to form a stable interaction with 
the surface immobilized Cas3 molecules. Unwinding was initiated by introducing 
ATP into the chamber while imaging at room temperature (23 ± 1 °C), allowing 
for visualisation of the dynamics of Cas3 in real time. To visualize the dynamics of 
Cas3, Cy3 molecules were excited an area of 50 x 50 μm2 with a 28% of the full 
laser power (9 mW) green laser (532 nm), while the time resolution was set to 0.1 
second. Under these imaging conditions we obtained a high signal-to-noise ratio 
that allowed us to visualize kinetic intermediates while imaging over time periods 
of 3.5 min. Under these conditions photobleaching of the donor and acceptor dye 
during our observation time was minimized. 

3.5.5 Single-molecule fluorescence data analysis
A series of CCD images were acquired with laboratory-made software at a time 
resolution of 0.1 sec. Fluorescence time traces were extracted with an algorithm 
written in IDL (ITT Visual Information Solutions) that picked fluorescence spots 
above a threshold with a defined Gaussian profile. The extracted time traces were 
analysed using custom written MATLAB (MathWorks) and python algorithms. FRET 
efficiency was defined as the ratio between the acceptor intensity and the sum 
of the acceptor and donor intensities. The crosstalk between the two detection 
channels was not corrected to minimize any artefact in using the step-finder 
algorithm. 
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For dwell-time (Δτ) analysis, the start and end of each unwinding event was determined 
(Figure 3.3A). The start of each event was marked by an abrupt decrease in the donor 
signal, whereas the end of each event was marked by an abrupt increase in the donor 
signal (Figure 3.2B & Figure 3.2C). Selecting the start and end of each event yielded the 
duration of each event, which was plotted in a histogram. These dwell-time distributions 
were fitted with a gamma distribution using maximum-likelihood estimations, which 
yielded an estimation of the number of hidden steps (N) and the rate per step (k). To 
obtain the global change in the velocity of Cas3 the number of hidden steps (N) and 
the rate per step (k) were converted to the effective rate (keffective, 1/Δτ). The effective rate 
(keffective, 1/Δτ) was obtained by dividing the rate per step (k) by the number of steps (N). 
Next, this effective rate was converted to velocity (bp/ s) by multiplying the effective rate 
by the FRET range of 22 base pairs (Figure S3.8A & Figure S3.8B). The 95% confidence 
intervals (errors) of the dwell-times were obtained by empirical bootstrap analysis as 
described by [34]. 

The step-size was characterized by adopting an automated step-finder algorithm, 
described previously by [23, 29]. The step-finder algorithm yielded the average FRET 
value for each plateau, the size of each step in between the plateaus and the duration/
dwell-time (Δτ) of each plateau. To be able to correlate the size of each step in FRET to 
distance in base pairs, a set of constructs was generated where the distance between 
donor and acceptor was systematically increased (Figure S3.8A & Figure S3.8B). The 
slope of this calibration curve yielded a conversion factor, in which a change of ΔE=0.05 
corresponds to a distance of one base pair. This allowed direct conversion of the step-size 
in FRET to distance in base pairs.  

The dwell-time distributions for each step were fitted with a gamma distribution using 
maximum-likelihood estimations (MLE), which yielded an estimation of the number of 
hidden steps (N) and the rate per step (k). During MLE, each data point is weighted with 
equal importance. As a consequence, the minor populations in the tail of the distribution 
are given a substantial amount of priority during minimization of the fit. This causes the 
fit to widen, which results in an under-estimation of the number of steps and thereby 
an over-estimation of the rate per step. To correctly interpret data, only the data in the 
peak of the distribution was fitted, through the use a threshold (Figure S3.9A to Figure 
S3.9G).  Notably, the minor populations in the tail of the distribution may represent stalled 
helicases or enzymes that have a significantly slower velocity due to static disorder [24].
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Figure S3.1: Purification and control experiments for Cas3 nuclease activity in bulk
(A) Gel filtration chromatogram of affinity purified Cas3-MBP. The two peaks correspond to Cas3-MBP 
and MBP. (B) Cas3 nuclease activity assay on single-stranded M13mp18 DNA. (C) Cas3 plasmid 
degradation assay. Negatively super-coiled (nSC), Nicked and linear DNA are indicated with the 
purple, cyan and orange arrows, respectively. (D) Cas3 plasmid degradation assay in presence of 
600 nM anti-MBP antibody. Negatively super-coiled (nSC), Nicked and linear DNA are indicated with 
the purple, cyan and orange arrows, respectively. (E) Cas3 plasmid degradation assay in presence of 
1x oxygen scavenging system. Negatively super-coiled (nSC), Nicked and linear DNA are indicated 
with the purple, cyan and orange arrows, respectively. (F) Comparison of the plasmid degradation 
efficiency in absence and presence of 600 nM anti-MBP antibody. Negatively super-coiled (nSC), 
Nicked and linear DNA are indicated with the purple, cyan and cyan bars, respectively. (G) Compa-
rison of the plasmid degradation efficiency in absence and presence of 1x oxygen scavenging 
system. Negatively super-coiled (nSC), Nicked and linear DNA are indicated with the purple, cyan 
and cyan bars, respectively. (H) Cas3 degradation assay on dye-labelled oligonucleotides. The 
partial duplexed oligonucleotides (see Figure 3.2A) consist of a PAM, protospacer and two flanks 
of 50 nt and 15 nt. Cy5 was attached to position -7 of the target strand and Cy3 to position -52 of 
the nontarget strand.

3.6 Supplementary information
3.6.1 Supplementary figures
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Figure S3.2: Dwell-times, representative traces and initial FRET values
(A) Dwell-time distribution of the interaction between Cas3 and Cascade bound to a cognate target, 
in absence of ATP and Co2+. Black line indicates a single-exponential fit. Error represents the 95% 
confidence interval obtained by bootstrap analysis. (B) Survival probability of fluorescence signals 
in absence of ATP (bleaching curve, orange circles), Survival probability of the traces that displayed 
looping behaviour (purple circles) and the molecules that did not show looping behaviour (cyan 
circles). The lines represent a single-exponential fit. Error bars indicate the 95% confidence interval 
obtained by bootstrap analysis. (C) Dwell-time distribution of the interaction between Cas3 and 
a cognate target, in absence of Cascade. (D) A representative time trace of the initial interaction 
between Cas3 and a cognate target. (E) Initial FRET efficiency of a construct labelled at position -7 
(Cy5, red star) of the target strand and at position -52 (Cy3, green star) of the nontarget strand. (F) 
Initial FRET efficiency of a construct labelled at position -7 (Cy5, red star) of the target strand and 
at position -5 (Cy3, green star) of the nontarget strand.
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Figure S3.3: Representative traces and alternative immobilisation schemes
(A) A representative time trace of donor (Cy3, green) and acceptor (Cy5, red) fluorescence and 
corresponding FRET (blue) exhibiting a single unwinding event. ATP (2 μM) was added at t = 20s 
(dashed gray line). (B) A representative time trace for a construct with Cy5 (red star) attached to 
position -7 of the target strand and Cy3 (green star) to position -5 of the nontarget strand. ATP (2 
μM) was added at t = 20s (dashed gray line). (C) Schematic of an alternative single-molecule FRET 
assay used to probe the loop formation by Cas3. In brief, DNA was immobilized using biotin-strep-
tavidin conjugation, followed by the addition of 10 nM Cascade. After incubation, Cas3 and ATP 
were introduced and the dynamics were followed in real-time. (D) A representative time trace for 
the immobilisation scheme depicted in [C]. ATP (2 μM) together with Cas3 (10 nM) were added at t 
= 20s (dashed gray line). (E) Schematic of an alternative single-molecule FRET assay used to probe 
the loop formation by Cas3. In brief, biotinylated Cascade complexes were immobilized using 
biotin-streptavidin conjugation, followed by the addition of the DNA substrate. After incubation, 
Cas3 and ATP were introduced and the dynamics were followed in real-time. (F) A representative 
time trace for the immobilisation scheme depicted in [e]. ATP (2 μM) together with Cas3 (10 nM) 
were added at t = 20s (dashed gray line). (G) A representative time trace of a construct labelled 
with a donor (Cy3, green) on the tracking strand, displaying PIFE. ATP (2 μM) was added at t = 20s 
(dashed gray line). (H) Quantification of the number of unwinding cycles per molecule at various 
Co2+ concentrations. Error bars represent the SEM (N=3).
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Figure S3.4: Controls for unwinding directionality by Cas3
(A) Initial FRET efficiency of a construct labelled at position -7 (Cy3, green star) of the target strand 
and at position -52 (Cy5, red star) of the nontarget strand. (B) Initial FRET efficiency of a construct 
labelled at position -52 (Cy5, red star) of the target strand and at position -7 (Cy3, green star) of the 
nontarget strand. (C) Initial FRET efficiency of a construct labelled at position +36 (Cy5, red star) of 
the target strand and at position +81 (Cy3, green star) of the nontarget strand. Black triangle indicates 
a nick at position +11. (D) A representative time trace for a construct labelled at position -7 (Cy3, 
green star) of the target strand and at position -52 (Cy5, red star) of the nontarget strand (see Figure 
S3.4A). ATP (2 μM) was added at t = 20s (dashed gray line). (E) A representative time trace for a 
construct labelled at position -52 (Cy5) of the target strand and at position -7 (Cy3) of the nontarget 
strand. (Figure S3.4B). ATP (2 μM) was added at t = 20s (dashed gray line). (F) A representative time 
trace for a construct labelled at position +36 (Cy5) of the target strand and at position +81 (Cy3) of 
the nontarget strand (Figure S3.4C). ATP (2 μM) was added at t = 20s (dashed gray line).
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Figure S3.5: Dwell-time distributions and representative traces from ATP and cobalt titration
(A-C) Dwell-time (Δτ) distributions obtained by performing unwinding assays at various ATP concen-
trations. Data is fitted with a gamma distribution (solid line) to obtain the effective rate (keff, 1/ Δτ). 
Error represents the 95% confidence interval obtained through bootstrapping. (D-E) Representative 
time traces of donor (Cy3, green) and acceptor (Cy5, red) fluorescence and corresponding FRET 
(blue) obtained at various ATP concentrations (2, 8, 1000 μM). (G) Quantification of the velocity at 
various Co2+ concentrations and 2 μM ATP. Error bars represent 95% confidence intervals obtained 
through bootstrap analysis. 
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Figure S3.6: Characterisation of Cas3 unwinding activity in the presence of a non-hy-
drolysable ATP analogue
(A) A representative time trace of donor (Cy3, green) and acceptor (Cy5, red) fluorescence and 
corresponding FRET (blue). ATP-γ-S (2 μM) was added at t = 20s (dashed gray line). (B) Representative 
FRET traces obtained at various ratios of ATP-γ-S and ATP. ATP was kept constant at 2 μM, whereas 
the concentration ATP-γ-S was increased. (C) Velocity of Cas3 at various ratios of ATP-γ-S and ATP.
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Figure S3.7: Representative traces from the length dependence experiment
(A-E) Representative time traces of donor (Cy3, green) and acceptor (Cy5, red) fluorescence and 
corresponding FRET (blue) obtained from constructs with various flank lengths (30, 50, 70, 100 and 
150 bp).
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Figure S3.8: Calibration and distributions of the FRET levels and step-sizes obtained through 
a step-finder algorithm
(A-B) Distance dependence of FRET on double stranded DNA. For this control experiment, a series 
of DNA constructs were synthesized with different dye labelling positions. DNA was immobilized in 
either the presence of Cascade and Cas3 [a] or through direct immobilization of the DNA [B]. For 
both immobilization schemes, the FRET between donor and acceptor show a linear dependence 
on over a large FRET range. (C) Distribution of step-sizes in FRET obtained in the presence of 10 
µM ATP through the use of a step-finder algorithm. Black lines represent a Gaussian fit. Dashed 
grey lines indicate the centre of each peak. Positive values represent processive unwinding whereas 
negative values represent slipping. (D) Distribution of step-sizes in FRET obtained in the presence 
of 200 µM ATP through the use of a step-finder algorithm. Black lines represent a Gaussian fit. 
Dashed grey lines indicate the centre of each peak. Positive values represent processive unwinding 
whereas negative values represent slipping. (E) Distribution of FRET levels obtained in the presence 
of 200 µM ATP through the use of a step-finder algorithm. Black lines represent a Gaussian fit. (F) 
Distribution of the FRET levels for various positions of the donor dye. ΔN=0 indicates the original 
dye position, whereas ΔN=1, 2 or 3 indicates by how many nucleotides the donor dyes has moved 
from its original position. Markedly, peak 1 shows a less prominent shift compared to the other 
peaks (Figure 3.4D), whereas peak 4 broadens for the constructs with a donor dye at position 
ΔN=1 & ΔN=2. Given that these two peaks are located on the lower and upper boundary of the 
FRET range, the subtle changes in the peak position and shape reflect the detection limit of FRET.
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Figure S3.9: Calibration and distributions of the FRET levels and step-sizes obtained through 
a step-finder algorithm
(A-G) Dwell-time (Δτ) distributions per FRET level at various ATP concentrations. Data is fitted with 
a gamma distribution (black line) to obtain an estimate of the number of hidden steps (n) and the 
rate per step (k). The red dashed line indicates the threshold that was used to prevent fitting of 
the minor populations in the tail of the distribution. Error represents the 95% confidence interval 
obtained through bootstrap analysis. (H) The effective rate (Keff) of individual plateaus at various ATP 
concentrations. Error represents the 95% confidence interval obtained through bootstrap analysis.
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3.6.2 Supplementary tables

Table S3.1: List of used synthetic oligos for this study

Construct 
(label pos.)

Sequencea

(5’ →  3’)
Description

TJ3_15_tar_30       
(-7) TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTAT-

CACTGGCATTAT/iAmMC6T/GATCGTTCGTATTCTGCTGAC-

GATAG

Substrate used for varying the 
length of flanking sequence

nTJ3_15_tar_30   
(-32)

C/iAmMC6T/ATCGTCAGCAGAATACGAACGATCAATAATGC-

CAGTGATAAG

Substrate used for varying the 
length of flanking sequence

TJ3_15_tar_50       
(-7)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTAT-

CACTGGCATTAT/iAmMC6T/GATCGTTCGTATTCTGCTGAC-

GATTGTAACGACAGTTCTGTTGAAT

Substrate to show loop forma-
tion

nTJ3_15_tar_50   
(-52)

A/iAmMC6T/TCAACAGAACTGTCGTTACAATCGTCAGCAGAAT-

ACGAACGATCAATAATGCCAGTGATAAG

Substrate to show loop forma-
tion

nTJ3_15_tar_50     
(-5)

ATTCAACAGAACTGTCGTTACAATCGTCAGCAGAATACGAAC-

GATCAA/iAmMC6T/AATGCCAGTGATAAG

Control substrate to verify loop 
formation

TJ3_15_tar_70       
(-7)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTAT-

CACTGGCATTAT/iAmMC6T/GATCGTTCGTATTCTGCTGACG-

GTCGTAACGACAGTTCTGTTGTTTTATCACTGGTACAATCCAAC

Control substrate to verify loop 
formation

nTJ3_15_tar_70   
(-72)

G/iAmMC6T/TGGATTGTACCAGTGATAATTCAACAGAACTGT-

CGTTACGACCGTCAGCAGAATACGAACGATCAATAATGCCAGT-

GATAAG

Substrate used for varying the 
length of flanking sequence

TJ3_15_tar_100     
(-7)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTAT-

CACTGGCATTAT/iAmMC6T/GATCGTTCGTATTCTGCTGACG-

GTCGTAACGACAGTTCTGTTGTTTTATCACTGGTACAATCCACT-

GCAACTGACACGATACTGTATCAATAATAG

Substrate used for varying the 
length of flanking sequence

nTJ3_15_tar_100 
(-102)

C/iAmMC6T/ATTATTGATACAGTATCGTGTCAGTTGCAGTGGAT-

TGTACCAGTGATAATTCAACAGAACTGTCGTTACGACCGTCAG-

CAGAATACGAACGATCAATAATGCCAGTGATAAG

Substrate used for varying the 
length of flanking sequence

TJ3_15_tar_150     
(-7)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTAT-

CACTGGCATTAT/iAmMC6T/GATCGTTCGTATTCTGCTGACG-

GTCGTAACGACAGTTCTGTTGTTTTATCACTGGTACAATCCACT-

GCAACTGACACGATACTGTATCAATAATAGGTTCACCAACAGT-

CGATACTGAATGTCACACAGCACAGACAAATCACAAC

Substrate used for varying the 
length of flanking sequence

a  /iAmMC6T/ refers to an amino-modified thymine base at the indicated position.
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Construct 
(label pos.)

Sequencea

(5’ →  3’)
Description

TJ3_15_tar_30       
(-7)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTAT-

CACTGGCATTAT/iAmMC6T/GATCGTTCGTATTCTGCTGAC-

GATAG

Substrate used for varying the 
length of flanking sequence

nTJ3_15_tar_150 
(-152)

G/iAmMC6T/TGTGATTTGTCTGTGCTGTGTGACATTCAGTAT-

CGACTGTTGGTGAACCTATTATTGATACAGTATCGTGTCAGTTG-

CAGTGGATTGTACCAGTGATAATTCAACAGAACTGTCGTTACG-

ACCGTCAGCAGAATACGAACGATCAATAATGCCAGTGATAAG

Substrate used for varying the 
length of flanking sequence

TJ3_15_tar_50       
(-52)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTAT-

CACTGGCATTATAGATCGTTCGTATTCTGCTGACGATTGTAACG-

ACAGTTCTGTTGA/iAmMC6T/T

Control substrate to verify loop 
formation

nTJ3_15_tar_50     
(-7)

AATCAACAGAACTGTCGTTACAATCGTCAGCAGAATACGAAC-

GATC/iAmMC6T/ATAATGCCAGTGATAAG

Control substrate to verify loop 
formation

TJ3_50_tar_15       
(+36)

TAAGTTGTCTTGACAGCAATGTTAGCAGTCGTCTTATGCTT-

GCTAG/iAmMC6T/TATGACAGCCCACATGGCATTCCACTTAT-

CACTGGCATAGGATGAGAATGAAT

Control substrate to verify direc-
tionality of Cas3

nTJ3_50_tar_15     
(+81) (I)

TGTGGGCTGTCATAACTAGCAAGTATAAGACGACTGCTAACA-

TTGCTGTCAAGACAACT/iAmMC6T/A

Control substrate to verify direc-
tionality of Cas3

nTJ3_50_tar_15       
(II)

ATTCATTCTCATCCTATGCCAGTGATAAGTGGAATGCCA Control substrate to verify direc-
tionality of Cas3

TJ3_15_tar_50       
(-7)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTATCACT-

GGCATTAT/iAmMC6T/GATCGTTCGTATTCTGCTGACGATTG-

TAACGACAGTTCTGTGAATT

Control substrate to verify 3-bp 
periodicity

nTJ3_15_tar_50   
(-51)

AA/iAmMC6T/TCACAGAACTGTCGTTACAATCGTCAGCAGAATAC-

GAACGATCAATAATGCCAGTGATAAG

Control substrate to verify 3-bp 
periodicity

TJ3_15_tar_50       
(-7)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTATCACT-

GGCATTAT/iAmMC6T/GATCGTTCGTATTCTGCTGACGATTG-

TAACGACAGTTCTGGAATTT

Control substrate to verify 3-bp 
periodicity

nTJ3_15_tar_50   
(-50)

AAA/iAmMC6T/TCCAGAACTGTCGTTACAATCGTCAGCAGAATAC-

GAACGATCAATAATGCCAGTGATAAG

Control substrate to verify 3-bp 
periodicity

a  /iAmMC6T/ refers to an amino-modified thymine base at the indicated position.
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Construct 
(label pos.)

Sequencea

(5’ →  3’)
Description

TJ3_15_tar_30       
(-7)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTAT-

CACTGGCATTAT/iAmMC6T/GATCGTTCGTATTCTGCTGAC-

GATAG

Substrate used for varying the 
length of flanking sequence

TJ3_15_tar_50       
(-7)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTATCACT-

GGCATTAT/iAmMC6T/GATCGTTCGTATTCTGCTGACGATTG-

TAACGACAGTTCTGAAGTTT

Control substrate to verify 3-bp 
periodicity

nTJ3_15_tar_50   
(-49)

AAAC/iAmMC6T/TCAGAACTGTCGTTACAATCGTCAGCAGAATAC-

GAACGATCAATAATGCCAGTGATAAG

Control substrate to verify 3-bp 
periodicity

TJ3_15_tar_33       
(-7)

TAAGTAAGAGTAGGAGACAGCCCACATGGCATTCCACTTATCACTG-

GCATTA/iAmMC6T/TGAACGATCATAATCAGCAGCAGTATA

Control substrate for FRET based 
ruler

nTJ3_15_tar_33       
(-10)

TATACTGCTGCTGATTATGATCG/iAmMC6T/TCAATAATGCCAGT-

GATAAG

Control substrate for FRET based 
ruler

nTJ3_15_tar_33       
(-13)

TATACTGCTGCTGATTATGA/iAmMC6T/CGTTCAATAATGCCAGT-

GATAAG

Control substrate for FRET based 
ruler

nTJ3_15_tar_33       
(-16)

TATACTGCTGCTGATTA/iAmMC6T/GATCGTTCAATAATGCCAGT-

GATAAG

Control substrate for FRET based 
ruler

nTJ3_15_tar_33       
(-19)

TATACTGCTGCTGA/iAmMC6T/TATGATCGTTCAATAATGCCAGT-

GATAAG

Control substrate for FRET based 
ruler

nTJ3_15_tar_33       
(-22)

TATACTGCTGC/iAmMC6T/GATTATGATCGTTCAATAATGCCAGT-

GATAAG

Control substrate for FRET based 
ruler

nTJ3_15_tar_33       
(-25)

TATACTGC/iAmMC6T/GCTGATTATGATCGTTCAATAATGCCAGT-

GATAAG

Control substrate for FRET based 
ruler

nTJ3_15_tar_33       
(-28)

TATAC/iAmMC6T/GCTGCTGATTATGATCGTTCAATAATGCCAGT-

GATAAG

Control substrate for FRET based 
ruler

nTJ3_15_tar_33       
(-31)

TA/iAmMC6T/ACTGCTGCTGATTATGATCGTTCAATAATGCCAGT-

GATAAG

Control substrate for FRET based 
ruler

Biotin_linker       AAAATTGAGCAGACCAAA(PolyT)
62
- Biotin Biotin linker used for immobil-

isation

a  /iAmMC6T/ refers to an amino-modified thymine base at the indicated position.
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4.1 Abstract
Terminal uridylyl transferases (TUTs) function as integral regulators of microRNA 
(miRNA) biogenesis. Using biochemistry, single-molecule, and deep sequencing 
techniques, we here investigate the mechanism by which human TUT7 (also known as 
ZCCHC6) recognizes and uridylates precursor miRNAs (pre-miRNAs) in the absence 
of Lin28. We find that the overhang of a pre-miRNA is the key structural element 
that is recognized by TUT7 and its paralogues, TUT4 (ZCCHC11) and TUT2 (GLD2/
PAPD4). For group II pre-miRNAs, which have a 1 nt 3’ overhang, TUT7 restores 
the canonical end structure (2 nt 3’ overhang) through mono-uridylation, thereby 
promoting miRNA biogenesis. For pre-miRNAs where the 3’ end is further recessed 
into the stem (as in 3’ trimmed pre-miRNAs), TUT7 generates an oligo-U tail that leads 
to degradation. In contrast to Lin28-stimulated oligo-uridylation, which is processive, 
a distributive mode is employed by TUT7 for both mono- and oligo-uridylation in 
the absence of Lin28. The overhang length dictates the frequency (but not duration) 
of the TUT7-RNA interaction, thus explaining how TUT7 differentiates pre-miRNA 
species with different overhangs. Our study reveals dual roles and mechanisms of 
uridylation in repair and removal of defective pre-miRNAs.
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4.2 Introduction

MicroRNAs (miRNAs) are generated by multiple maturation steps that consist of 
two endonucleolytic reactions [1]. First, the nuclear RNase III Drosha cleaves 
a primary miRNA transcript (pri-miRNA) and releases a ~70 nt hairpin-shaped 

RNA (pre-miRNA) with a 2 nt 3’ overhang [2]. The pre-miRNA is exported to the cy-
toplasm by exportin 5 [3–5] and is processed by another RNase III Dicer into a mature 
miRNA duplex [6–10]. The mature miRNA duplex is loaded onto an Argonaute (Ago) 
protein to form an effector complex called RNA-induced silencing complex (RISC) [11, 12]. 

In addition to the canonical miRNA biogenesis pathway, noncanonical cleavage of 
pre-miRNA has been reported [1, 13].  Pre-miRNAs are often heterogeneous at their 
3’ ends, indicating that they are cleaved or trimmed after Drosha processing [14–17]. 
Ago2 contributes to the production of truncated species by cleaving pre-miRNAs 
in the middle of the 3’ strand. This results in truncated hairpins called Ago-cleaved 
pre-miRNAs (ac-pre-miRNAs) [18]. There is little evidence that ac-pre-miRNAs generate 
mature miRNAs with an exception of ac-pre-miR-451 that is shorter than others and 
trimmed further into mature miRNA [19–22]. Thus, it remains unclear whether ac-pre-
miRNAs have a certain biological role in general or whether they are mostly degradation 
intermediates. Additional nucleases have been reported to cleave pre-miRNAs [23–25]. 
However, the molecular mechanism of how the truncated pre-miRNAs are removed is 
largely unknown. 

Accumulating evidence indicates the importance of RNA tailing in the control of RNA 
stability and function [26–29]. Uridylation is one of the most frequent types of RNA tailing 
that occurs on diverse RNA species including miRNAs and mRNAs [29–33]. Uridylation is 
carried out by a group of noncanonical poly(A) polymerases (PAPs), also called terminal 
uridylyl transferases (TUTases or TUTs), which belong to DNA polymerase β superfamily 
[34]. TUTs are conserved throughout most eukaryotes [28, 29, 35–37]. Seven TUTs with 
distinct substrate specificity, localization and functions have been described in humans. 

Recent studies have revealed that TUT4 (also known as ZCCHC11), TUT7 (ZCCHC6), 
and TUT2 (GLD2/PAPD4) play crucial roles in let-7 miRNA biogenesis in mammals [15]. 
In embryonic stem cells and cancer cells, TUT4 and TUT7 (TUT4/7) have been shown to 
oligo-uridylate precursors of let-7 family miRNAs in concert with the processivity factor 
Lin28 [38–42]. The oligo-U tail inhibits pre-miRNA processing by Dicer and promotes 
degradation by 3’ to 5’ exonuclease DIS3L2 [39, 43, 44]. In contrast, in somatic cells 
where Lin28 is not expressed, TUT7, TUT4, and TUT2 (TUT7/4/2) mono-uridylate group 
II pre-miRNAs redundantly to enhance Dicer processing [15]. Unlike prototypical group 
I pre-miRNAs which have an optimal 2 nt 3’ overhang for Dicer processing, group 
II pre-miRNAs have a shorter and defective overhang (1 nt 3’) due to a conserved 
bulge at the Drosha cleavage site. Mono-uridylation by TUT7/4/2 restores the optimal 
2 nt 3’ overhang of group II pre-miRNAs resulting in efficient Dicer processing [15]. 
Between the two contrasting roles that TUTs play in miRNA biogenesis, Lin28-dependent 
oligo-uridylation by TUT4/7 has been intensively characterized via biochemical and 
structural studies [38–42, 45–47] whereas mechanism of mono-uridylation has been 
largely unknown. 
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In this study, we delineate the molecular mechanism of uridylation of pre-miRNAs 
with various structures. By mapping out the interactions between TUT7 and 
pre-miRNA, we show that the overhang of a pre-miRNA is the key structural element 
that TUT7 recognizes. Sensing the overhang structure, TUT7 preferentially uridylates 
3’ truncated pre-miRNAs as well as group II pre-miRNA. Uridylation leads to two 
opposing consequences. Mono-uridylation of intact group II pre-let-7s (with a 1 nt 3’ 
overhang) restores functional pre-miRNAs (with a 2 nt 3’ overhang). On the contrary, 
recognition of pre-miRNAs with 5’ overhang (ac-pre-miRNA or trimmed decay 
intermediates) leads to oligo-uridylation and RNA degradation. Our single-molecule 
study further reveals that TUT7 employs a distributive mode for both uridylation 
pathways, and that TUT7 discriminates its substrates by interacting with them at 
different frequencies.

4.3 Results
4.3.1 TUT7 domains required for mono-uridylation
To map the interactions between TUTs and pre-miRNA, we first sought to identify 
the minimal domains used for pre-miRNA recognition and mono-uridylation. TUTs 
share a common catalytic motif consisting of a nucleotidyl transferase (Ntr) and 
the poly(A) polymerase-associated (PAP) domain [35, 48]. The Ntr domain contains 
three catalytic aspartates whereas the PAP domain provides nucleotide specificity 
through its contact with the base in the active site [35, 49–51]. While TUT2 has only 
one catalytic motif, TUT7 and TUT4 (TUT7/4) have a duplication of the catalytic motif 
at their N-terminus although it is inactive due to the lack of one of the catalytic 
aspartates (Figure S4.1A). Additionally, TUT7/4 possess a CCHH zinc finger motif 
at their N-terminus and three CCHC zinc finger motifs around the catalytic motif. 

We focused on TUT7 as it is the major enzyme for pre-let-7 mono-uridylation (Heo 
et al, 2012). We generated three deletion mutants of TUT7 by deleting domains 
from the N-terminus of TUT7 (ΔZF1, ΔNtr1, and ΔPAP1) (Figure 4.1A). In addition, we 
produced Ntr2-PAP2 (NP) mutant that consists of only the active catalytic motif. The 
truncated proteins were immunopurified and incubated with unmodified pre-let-7a-1 
(with a 1 nt 3’ overhang) or its mono-uridylated counterpart (+U, with a 2 nt 3’ over-
hang) (Figure 4.1B). The ΔZF1, ΔNtr1, and ΔPAP1 mutants mono-uridylated unmodi-
fied pre-let-7a-1 selectively and as efficiently as the full-length (FL) TUT7. However, 
NP mutant did not show any detectable activity in spite of its higher expression level 
than that of full-length TUT7 (Figure 4.1B & Figure S4.1B). It seems that NP mutant 
cannot uridylate RNA substrates, possibly because surrounding regions of catalytic 
motif are required to bind RNA and/or to maintain proper protein structure. These 
results indicate that the N-terminal half of TUT7 is dispensable while the C-terminal 
domains including the catalytic motif are required for pre-miRNA mono-uridylation. 
As the C-terminal half of TUT7 (ΔPAP1) is fully active, we generated recombinant 
TUT7 (rTUT7) encompassing 951-1495 a.a (Figure 4.1A) [33]. In vitro uridylation assays 
demonstrated that rTUT7 can mono-uridylate pre-let-7a-1 and that it has the same 
substrate preference as the immunopurified full-length TUT7 does (Figure 4.1C). This 
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Figure 4.1: C terminal-half of TUT7 is sufficient to mono-uridylate pre-let-7a-1 specifically 
(A) Domain organization of full-length (FL), recombinant TUT7 951-1495 (rTUT7) and deletion mutants 
(ΔZF1, ΔNtr1, ΔPAP1, and NP) of human TUT7. Yellow, CCHH-type zinc finger; hatched red, inactive 
nucleotidyl transferase domain due to a sequence variation; green, PAP-associated domain; orange, 
CCHC-type zinc finger; red, nucleotidyl transferase domain. (B) In vitro uridylation of unmodified 
pre-let-7a-1 and mono-uridylated pre-let-7a-1 (+U) by immunopurified full-length TUT7 and deletion 
mutants (15 min reaction). Deletion mutants except for NP showed mono-uridylation activity and the 
same substrate preference as that of full-length TUT7; they mono-uridylate unmodified pre-let-7a-1 
with a 1 nt 3’ overhang more efficiently than pre-let-7a-1 +U with a 2 nt 3’ overhang. NP mutant lost 
its uridylation activity. (C) In vitro uridylation of unmodified pre-let-7a-1 and +U by rTUT7. rTUT7 
exhibited mono-uridylation activity and the same substrate preference as full-length TUT7.

suggests that the residues 951-1495 are sufficient for mono-uridylation activity by 
TUT7. Note that prolonged incubation leads to “oligo”-uridylation (Figure 4.1C, lanes 
4 and 8) due to multiple rounds of distributive “mono”-uridylation (see 4.4 on page 
113 for further explanation). Given that the recombinant protein was produced in 
E. coli and purified to homogeneity, our result indicates that TUT7 does not require 
any additional cofactors for pre-miRNA mono-uridylation (Figure 4.1B & Figure 4.1C). 
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4.3.2 RNA motifs that are recognized by TUT7
To investigate which parts of pre-miRNA are recognized by TUT7, we generated 
mutants of pre-let-7a-1, a pre-miRNA that belongs to group II. Pre-let-7a-1 is divided 
up into three parts; a 27 nt terminal loop (green), a 21 bp base-paired stem (black), 
and a 1 nt 3’ overhang (red) (Figure 4.2A, left). First, we designed a terminal loop 
mutant (L4) by reducing the loop size from 27 nt to 4 nt (Figure 4.2A, center). 
Immunopurified full-length TUT7 failed to uridylate the L4 mutant efficiently, which 
suggested that TUT7 recognizes the terminal loop for mono-uridylation (Figure 4.2, 
lanes 1-4). Next, to test whether a stem of a certain length is necessary, we generated 
a stem mutant (S14) by shortening the stem from 21 bp to 14 bp (Figure 4.2A, right). 
The S14 mutant was uridylated as efficiently as the unmodified pre-let-7a-1, indicating 
that the overall length of the stem is not critical for pre-miRNA mono-uridylation by 
TUT7 (Figure 4.2A, lanes 1-2 and 5-6).

To find out how the overhang structure influences the mono-uridylation activity 
of TUT7, we designed six overhang variants of pre-let-7a-1 by shortening nucleo-
tides from the 3’ end (Figure 4.2B). We included ac-pre-let-7a-1 (Ac-pre) with a 10 
nt 5’ overhang, which is known to be uridylated in humans and mice [14, 16–18]. 
The substrates with a blunt end or a 5’ overhang were uridylated with comparable 
efficiency to (if not more efficiently than) unmodified pre-let-7a-1 by immunopurified 
full-length TUT7 (Figure 4.2C). To our surprise, RNAs containing a long 5’ overhang 
(ΔCUUUC and Ac-pre) were strongly oligo-uridylated. Similar results were obtained 
with rTUT7 951-1495 (Figure S4.2A & Figure S4.2B). These data indicate that TUT7 
acts efficiently on 3’ truncated pre-miRNAs in the absence of any cofactor.

As TUT7/4/2 can act redundantly to mono-uridylate group II pre-let-7s (Heo et 
al, 2012), we also performed in vitro uridylation using immunopurified full-length 
TUT4 and TUT2 (TUT4/2) to compare their substrate preferences. By and large, 
TUT7/4/2 are highly similar to each other in specificity but they also displayed some 
distinct characteristics (Figure 4.2, Figure S4.2C & Figure S4.2D). For example, 
unlike TUT7, TUT4/2 uridylated the terminal loop mutant (L4) as efficiently as unmo-
dified pre-let-7a-1, indicating that TUT4/2 do not interact with the terminal loop for 
mono-uridylation (Figure 4.2A & Figure S4.2C). Moreover, while TUT7 and TUT4 
showed a strong oligo-uridylation activity on pre-miRNAs with a long 5’ overhang 
(pre-let-7a-1 ΔCUUUC and Ac-pre), TUT2 did not show such activity (Figure 4.2C & 
Figure S4.2D). Taken together, the primary cis-acting element recognized commonly 
by TUT7/4/2 is the overhang structure of pre-miRNA.

4.3.3 Differentiation of pre-miRNAs at the binding step
To further investigate the molecular mechanism by which TUT7 recognizes structural 
elements of its substrates, we employed single-molecule fluorescence spectros-
copy. For long-term single-molecule observations, rTUT7 fused to a 6X-His tag was 
immobilized on a PEGylated quartz surface using anti-His antibodies (Figure 4.3A). 
Fluorescently labeled pre-let-7a-1 molecules were introduced to the microfluidic 
chamber, and the interactions between TUT7 and RNAs were monitored in real time. 



109109109109

4

Figure 4.2: TUT7 recognizes overhang and terminal loop of pre-let-7a-1
(A) (top) Structure of unmodified pre-let-7a-1, terminal loop mutant (L4), and stem mutant (S14). 
Green, terminal loop; black, stem; red, overhang. Asterisks mark radio-labeled terminal phosphates. 
Red arrows indicate the length of the terminal loop or the stem of pre-let-7a-1 L4 or S14, respectively. 
(bottom) In vitro uridylation of unmodified pre-let-7a-1 and mutants by immunopurified full-length 
TUT7 (13 min reaction). Ablating the terminal loop (L4) dramatically reduced the mono-uridylation 
efficiency while shortening the stem (S14) did not affect the mono-uridylation efficiency. (B) Structure 
of unmodified pre-let-7a-1 and six overhang variants. Red, overhang. Asterisks mark radio-labeled 
terminal phosphates and red arrows indicate the net length of overhang. (C) In vitro uridylation of 
unmodified pre-let-7a-1 and overhang variants by immunopurified full-length TUT7 (15 min reaction). 
TUT7 uridylated blunt end or 5’ overhang variants efficiently and showed enhanced activity to the 
long 5’ overhang variants (ΔCUUUC and Ac-pre). The average length of U-tail is shown below each 
band. See “4.5 Experimental Procedures” on page 116 for quantification method.

1 2

L4
(49 nt)

Unmodified
(72 nt)

(27 nt)

4 nt
U
U

U

U

U

U

U

U

U

U

U

U

U

U

G

G

G

G

G

G

G

A

A

A

A

A
A

A

A

A

A

A

A

C

AC

C

C

C

C

C
C
A
C
A
C
U
G
G
G
A
U
U

C
C
A
C
U
G
G
G
A
G
A
U

U
G U

G

U U
C

U
U

U

U

U

U

U

U

U

U

U

U

U

U

G

G

G

G

G

G

G

A

A

A

A

A
A

A

A

A

A

A

A

C

C

C

C

C

U
U

A
U

U
G U

G

U U
C5′

3′ 5′
3′**

S14 
(58 nt)

14 bpU

U

U
U

U

U

U
U

G

G

G

G

G

G

A

A

A
A

A

A

C

C

C

C

U
G U

G

U U
C

ACC
C
A
C
A
C
U
G
G
G
A
U
U

C
C
A
C
U
G
G
G
A
G
A
U

5′ 3′*

(21 bp)

Terminal
 Loop

Stem

Overhang

– +Flag-TUT7 :

72 nt
73 nt

Net overhang : 1 nt 3′

49 nt
50 nt

1 nt 3′

58 nt
59 nt

1 nt 3′

– + – +

3 4 5 6

Ac-pre
(61 nt)

U

U
U

G

G

G

G

G

A

A

A

A

C

U
G

U
5′

3′

*

10 nt

ΔC
(71 nt)

U

U
U

U

U

U
U

G

G

G

G

G

A

A

A

A

A

C

C

C

U
G U

G

U U
5′ 3′*

ΔCUUUC
(67 nt)

U

U
U

U

U
G

G

G

G

G

A

A

A

A

A

C

C

U
G U

G

U
5′

3′

*
4 nt

ΔUUUC
(68 nt)

U

U
U

U

U
G

G

G

G

G

A

A

A

A

A

C

C

C

U
G U

G

U
5′

3′

*
3 nt

ΔUUC
(69 nt)

U

U
U

U

U

U

G

G

G

G

G

A

A

A

A

A

C

C

C

U
G U

G

U
5′

3′

*
2 nt

ΔUC
(70 nt)

U

U
U

U

U

U
U

G

G

G

G

G

A

A

A

A

A

C

C

C

U
G U

G

U
5′

3′
*

1 nt

Unmodified
(72 nt)

U

U
U

U

U

U
U

G

G

G

G

G

A

A

A

A

A

C

C

C

U
G U

G

U U
C5′
3′* 1 nt– +

10 nt 5′ 4 nt 5′ 3 nt 5′ 2 nt 5′ 1 nt 5′ blunt 1 nt 3′

Flag-TUT7 :

Net overhang :

Ac-pre
(61 nt)

ΔCUUUC
(67 nt)

ΔUUUC
(68 nt)

ΔUUC
(69 nt)

ΔUC
(70 nt)

ΔC
(71 nt)

Unmodified
(72 nt)

– + – + – + – + – + – +

(nt)
90

80

70

60

73 nt

10 nt 5′Net overhang :

Net overhang :

Net overhang :

4 nt 5′ 3 nt 5′

2 nt 5′ 1 nt 5′ blunt

1 nt 3′

: Average U-tail length6.71 5.95 1.34 1.43 1.17 1.26 1.31
1 2 3 4 5 7 8 9 10 11 12 13 146

A

C

B



110

4

As shown in representative time traces (Figure 4.3B & Figure 4.3C), the interaction of 
rTUT7 with RNA molecules was marked with a sudden increase and subsequent rapid 
decrease in the fluorescence intensity. This brief interaction suggests that uridylation 
by TUT7 is distributive. This is similar to Lin28-independent mono-uridylation by TUT4, 
which we previously reported to be distributive [42]. Control experiments showed that 
neither dye-labeling of pre-let-7a-1 nor immobilization of rTUT7 affected its uridylation 
efficiency (Unpublished observations). 

Using this experimental system, we questioned at which kinetic step TUT7 discri-
minates between different RNA substrates. We first determined the dissociation rate 
(koff) by analyzing the dwell time of interaction (Δτ, the inverse of koff) between TUT7 
and unmodified pre-let-7a-1. The dwell time distribution from a total of 8,943 binding 
events followed a single-exponential decay with a time scale of 0.36 ± 0.03 s (Figure 
S4.3A). This indicates that dissociation of an RNA substrate from TUT7 is a single-step 
process. To gain more insights into the molecular mechanism of TUT7, we repeated this 
measurement for mono-uridylated pre-let-7a-1 (+U) and the terminal loop mutant (L4). 
Intriguingly, the dwell-time of the +U substrate (0.35 ± 0.05 s, 17,003 events; Figure 4.3D) 
was similar to that of unmodified substrate within an error whereas that of the terminal 
loop mutant showed a slight increase (0.54 ± 0.03 s, 8,012 events; Figure 4.3D). These 
results suggest that the binding strength between TUT7 and RNA (Figure S4.3B) is not 
a dominant factor in distinguishing between different RNA substrates, although the 
terminal loop might play a role in the release of the substrate.

Next, we asked whether the binding rate (kon) might govern the substrate preference 
of TUT7. For this measurement, unmodified pre-let-7a-1 and a variant (e.g. +U) were 
labeled with spectrally separated fluorescent dyes (Cy3 and Cy5, respectively) and 
introduced together into a microfluidic chamber. Unmodified pre-let-7a-1 served as a 
reference. By monitoring the interactions between immobilized rTUT7 and two RNA 
substrates simultaneously, we were able to compare kon of a variant to that of unmodified 
pre-let-7a-1 (Figure 4.3A & Figure 4.3C). This frequency measurement revealed that the 
mono-uridylated substrate (+U) binds less frequently than unmodified substrate does 
(k+U

on/k
Unmodified

on = 0.44 ± 0.07, Figure 4.3E), which indicates that the addition of a single 
uridine suppresses the TUT7-RNA interaction. Stronger suppression was observed with 
the terminal loop mutant (L4) (kL4

on/k
Unmodified

on = 0.24 ± 0.01). This is consistent with the 
decrease in uridylation efficiency observed in Figure 4.2A. Taken together, TUT7 may 
discriminate between the substrates during the binding step rather than after binding 
to RNA (Figure S4.3B). 

Our biochemical study (Figure 4.2C) indicated that TUT7 oligo-uridylates truncated 
pre-let-7a-1 effectively under the condition where unmodified pre-let-7a-1 is mono-uri-
dylated. We questioned whether uridylation is changed from a distributive to a proces-
sive mode in the presence of the 5’ overhang, or whether the 5’ overhang increases 
the frequency of the distributive interaction. We repeated our single-molecule kinetic 
measurements for two pre-let-7a-1 mutants with different 5’ overhang (ΔCUUUC with 
4 nt 5’ overhang and Ac-pre with 10 nt 5’ overhang). Intriguingly, the dwell times (Δτ = 
1/koff) of pre-let-7a-1 ΔCUUUC and Ac-pre were within the error comparable to that of 
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Figure 4.3: TUT7 distinguishes pre-miRNA substrates at binding step 
(A) Schematic overview of the single-molecule assay. Recombinant TUT7 951-1495 (rTUT7) fused 
to a 6X-His were immobilized on a PEGylated surface using anti-His tag antibodies. Afterwards, 
fluorescently labeled RNA substrates were introduced into the chamber. (B) Representative time 
trajectory for the dwell time analysis. Δτ, dwell time of interaction; kon, binding rate. (C) Representative 
time trajectory for binding frequency measurements. kon, binding rate. (D) Average dwell time of 
pre-let-7a-1 +U and L4 mutants (n=3). Pre-let-7a-1 +U showed similar dwell time to unmodified 
pre-let-7a-1. Pre-let-7a-1 L4 yielded slightly increased dwell time (P-value 9.0x10-3, two-tailed t-test). 
Error bars represent standard error. (E) Binding frequency of pre-let-7 +U and L4 mutants relative to 
unmodified pre-let-7a-1 (n=3). Pre-let-7a-1 +U and L4 mutants showed much lower binding frequency 
compared to unmodified pre-let-7a-1 (P-values 3.7x10-3 and 7.8x10-8, respectively, two-tailed t-test). 
Error bars represent standard error. (F) Average dwell time of pre-let-7a-1 ΔCUUUC and Ac-pre 
mutants (n=3). Pre-let-7a-1 ΔCUUUC and Ac-pre had similar dwell times compared to unmodified 
pre-let-7a-1. Error bars represent standard error. (G) Binding frequency of pre-let-7 ΔCUUUC and 
Ac-pre mutants relative to unmodified pre-let-7a-1 (n=3). Pre-let-7a-1 ΔCUUUC and Ac-pre mutants 
displayed much higher binding frequency compared to unmodified pre-let-7a-1 (P-values 2.4x10-3 
and 4.0x10-5, respectively, two-tailed t-test). Error bars represent standard error. (D-G) All data 
sets are normally distributed (Shapiro-Wilk test, P>0.1). All the datasets of the binding frequency 
measurements showed equality in variance (F-test). For the dwell-time measurements some data 
sets did not show equality in variance (+U and ΔCUUUC) in F-test, we have adjusted our two-tailed 
t-tests accordingly.

unmodified pre-let-7a-1 (ΔCUUUC, 0.37 ± 0.02 s, 3,495 events; Ac-pre, 0.38 ± 0.03 s, 
10,308 events; Figure 4.3F). This suggests that the uridylation mode remains distributive 
(Figure 4.3F). Thus, in the absence of the processivity factor Lin28, TUT7 exclusively uses 
a distributive mode for both mono-uridylation and oligo-uridylation. 
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We next assessed kon and compared the binding frequency of these RNAs with that of 
unmodified pre-let-7a-1. Indeed, TUT7 interacted with ΔCUUUC and Ac-pre substrates 
with a higher frequency than with the unmodified substrate (kΔCUUUC

on/k
Unmodified

on = 3.33 ± 
1.01, kAc-pre

on/k
Unmodified

on = 5.91 ± 1.00; Figure 4.3G). Moreover, binding frequency increased 
as the length of 5’ overhang got longer (from 4 nt to 10 nt). These results collectively hint 
that TUT7 distinguishes between its substrates at the binding step. 

We further validated the distributive mode of TUT by an in vitro uridylation assay with 
dilution. The reaction mixture with recombinant TUT4 267-1312 (rTUT4, Figure S4.4A & 
Figure S4.4B) and RNA (unmodified pre-let-7a-1 or ac-pre-let-7a-1) was either not diluted 
or diluted four times with reaction buffer after 20 seconds, which should lower the uridy-
lation efficiency in case of distributive uridylation. As a control for processive reaction, 
uridylation assay with rTUT4 and rLin28b was included. Of note, we used rTUT4 (267-1312) 
instead of rTUT7 (951-1495) because rTUT4 interacts with Lin28 while rTUT7 lacks the first 
zinc finger motif known to mediate the interaction with Lin28 [41]. We failed to produce 
soluble full-length rTUT7 protein. In the presence of Lin28b, rTUT4 oligo-uridylated 
unmodified pre-let-7a-1, which was not affected by dilution (Figure S4.4C, lanes 7-8). This 
is consistent with our previous single-molecule data that Lin28-mediated oligo-uridyla-
tion is a processive reaction [42]. In contrast, oligo-uridylation of ac-pre-let-7a-1 (Figure 
S4.4C, lanes 1-3) and mono-uridylation of unmodified pre-let-7a-1 (Figure S4.4C, lanes 
4-6) was strongly reduced after dilution (Figure S4.4C, lanes 1-6). This result suggests 
that TUTases act distributively in the absence of Lin28, supporting our conclusion from 
single molecule measurements (Figure 4.3).

4.3.4 Uridylation of 3’ trimmed pre-miRNAs in cells
It is interesting that TUT7 is capable of oligo-uridylating pre-miRNAs with a blunt 
end or 5’ overhangs in vitro (Figure 4.2C). To investigate whether the 3’ truncated 
pre-miRNAs are indeed uridylated by TUT7 in cells, we carried out pre-miRNA deep 
sequencing in HeLa cells with or without TUT7/4/2 knockdown (Figure 4.4A & Figure 
S4.5). We depleted TUT7, TUT4, and TUT2 simultaneously due to their redundant 
activities [15]. Pre-miRNA library was constructed by size fractionation, 3’ adapter 
ligation, reverse transcription followed by PCR using primers specific to pre-miRNAs 
(Figure 4.4A). We selected 55 pre-miRNAs whose miRNAs are abundant in HeLa 
cells and/or those reported to produce ac-pre-miRNAs [14, 16, 18] (Table S4.1). 

Knockdown of TUT7/4/2 resulted in a decrease of uridylation in the vast majority 
of pre-miRNAs, suggesting that TUT7/4/2 can uridylate most pre-miRNAs to some 
degrees (Figure 4.4B & Table S4.2). Adenylation was not affected significantly, 
confirming that TUT7/4/2 work mainly as uridylyl transferases on pre-miRNAs (Figure 
4.4B & Table S4.2). Note that any terminal residue matching genomic sequence was 
considered as templated, so the modification rates are underestimated. To observe 
the effect of TUT7/4/2 knockdown, we first investigated mono-uridylation pattern 
of group I and group II pre-let-7s (Figure 4.4C). Consistent with the previous study 
[15], a significant portion (36.2%) of group II pre-let-7s is mono-uridylated in control 
cells while mono-uridylation decreased to 7.0% upon TUT7/4/2 knockdown. On the 
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other hand, group I pre-let-7s were rarely mono-uridylated (1.08%) in the control 
HeLa cells (Figure 4.4C). Notably, trimmed pre-miRNAs accumulated more than 2 
fold in both group I and group II pre-let-7s when TUT7/4/2 are depleted, suggesting 
that TUT7/4/2 may act to facilitate removal of trimmed pre-miRNAs. 

To observe trimming and uridylation pattern of pre-let-7s in detail, we drew dot 
plots which show the fractions of pre-miRNAs that were trimmed of specific length 
(x-axis) and gained a U-tail of certain size (y-axis) (Figure 4.4D). Although the majority 
of pre-let-7a-1 (group II) was mono-uridylated in control cells, uridylation reduced 
dramatically upon TUT7/4/2 knockdown (Figure 4.4D, right). We also observed that 
shorter pre-let-7a-1 species increased upon TUT7/4/2 knockdown. Pre-let-7e (group 
I) was not strongly affected by TUT7/4/2, yet we detected a modest decrease of 
uridylation and an accumulation of trimmed pre-let-7e (Figure 4.4D, left). 

Next, we analyzed 54 pre-miRNAs that yielded sufficient reads for analysis (>400 
total reads), including pre-let-7s. For most pre-miRNAs, a substantial fraction of reads 
corresponded to the 3’ truncated fragments (Figure 4.4E, left, 16.7% in control cells 
and 32.7% in TUT knockdown cells, median). A significant portion of the trimmed 
fragments was uridylated in control cells (Figure 4.4E, right, 16.3%, median). For 
some pre-miRNAs (7 of 54 pre-miRNAs), more than 40% of trimmed reads were 
uridylated (Table S4.3). When TUT7/4/2 were depleted, the uridylation frequency 
decreased to less than half (Figure 4.4E, right, 6.3%, median). These results indicate 
that uridylation is not restricted to the let-7 family.

Figure 4.4F presents pre-miR-26a-2 as an example. Nearly 33% of pre-miR-26a-2 
reads were recessed from the 3’ end by 10-12 nt. U-tails are found mostly on the 
recessed pre-miR-26a-2; about 70% of 10 nt trimmed reads carried an oligo-U tail in 
control cells. In TUT7/4/2-depleted cells, uridylation was reduced (from 70% to 24%) 
and, at the same time, shorter reads (11 or 12 nt trimmed) accumulated more than 
twice (12 nt, from 9.2% to 18.7%; 13 nt, from 13.2% to 35.5%). Many other pre-miRNAs 
including pre-miR-191 showed similar patterns to that of pre-miR-26a-2 (Table S4.3). 
Thus, our results suggest that TUTases uridylate 3’ trimmed pre-miRNAs in general, 
which may lead to destabilization of defective pre-miRNAs. Of note, accumulation 
of trimmed pre-miRNAs upon TUT7/4/2 knockdown does not greatly affect the 
mature miRNA levels in general [15, 41, 52] because 3’ trimmed pre-miRNAs are 
defective for Dicer processing.

4.4 Discussion
Our work demonstrates that there are three distinct pathways of pre-miRNA uridy-
lation (Figure 4.5A). (1) In embryonic cells and certain cancer cells, TUT4 (and TUT7, 
to a lesser extent) associates with Lin28 and oligo-uridylates pre-let-7 specifically. 
Lin28-mediated oligo-uridylation blocks pre-let-7 processing and promotes degra-
dation by DIS3L2. (2) In the absence of Lin28, TUT7/4/2 mono-uridylate group II 
pre-miRNAs (with a 1 nt 3’ overhang) which include most of pre-let-7 members. 
Mono-uridylation of group II pre-miRNAs shapes an optimal 3’ end overhang for 
efficient processing. (3) In this study, we uncover another pathway in which oligo-U 
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Figure 4.4: 3’ trimmed pre-miRNAs are uridylated by TUT7/4/2 in vivo

(A) Scheme of pre-miRNA deep sequencing. (B) Box plot of uridylation ratio and adenylation ratio 
of 78 pre-miRNAs which are sequenced in both control sample and TUT7/4/2 knockdown cells. 
Dark red line indicates the median. TUT7/4/2 knockdown suppressed uridylation specifically. (C) 
Mono-uridylation of group I (let-7a-2, let-7c, and let-7e) and group II (let-7a-1, let-7a-3, let-7b, let-7d, 
let-7f-1, let-7f-2, let-7g, let-7i, and miR-98) pre-let-7s in control and TUT7/4/2 knockdown (TUTKD) 
HeLa cells. A considerable portion of intact group II pre-let-7s was mono-uridylated (‘Mono-U’) in 
control. Upon TUT7/4/2 knockdown, mono-uridylation of intact group II pre-let-7s substantially 
decreased. The reads whose length of trimming are >0 were defined as ‘Trimmed’. The reads 
whose length of trimming are = 0 with none non-templated addition were defined as ‘Intact’. The 
reads whose length of trimming are = 0 with one non-templated uridine were defined as ‘Mono-U’. 
The rest reads were defined as ‘Other’. The percentage was calculated by normalizing with total 
read. (D) Dot plots of pre-let-7e (group I) and pre-let-7a-1 (group II). The status of 3’ trimming and 
3’ U-tailing for each pre-miRNA read is represented by a circle on a two-dimensional matrix. The 
x-axis represents the length of 3’ trimming and the y-axis represents the length of U-tail. Area of 
a circle is proportional to the relative abundance of the pre-miRNA reads. Reference sequence of 
the hairpin is shown below the dot plot. Position 0 indicates the 3’ end of genomic sequence of 
most abundant read in control HeLa cells. Pre-let-7e was rarely mono-uridylated in control and was 
not affected by TUT7/4/2 knockdown. In contrast, about half of pre-let-7a-1 was mono-uridylated 
in control, and the mono-uridylated reads almost disappeared upon TUT7/4/2 knockdown. (E) Box 
plot of trimmed ratio and uridylation ratio of trimmed species of 54 pre-miRNAs which have more 
than 400 reads. Dark red line indicates the median. Uridylation of trimmed pre-miRNAs decreased 
while trimmed pre-miRNA reads increased upon TUT7/4/2 knockdown (TUTKD). (F) Dot plots and 
representative reads of pre-miR-26a-2. Representative reads are union of top 10 abundant reads in 
control or TUT7/4/2 knockdown (TUTKD) sample. Red letter, non-templated uridine; green letter, 
non-templated adenine; yellow box, non-templated tailing. Proportion (%) of each pre-miRNA 
species is indicated in each sample and fold change was calculated by dividing the proportion of 
TUTKD (%) by the proportion of Control (%). Trimmed pre-miR-26a-2 were substantially uridylated. 
In TUT7/4/2 knockdown cells, trimmed pre-miRNA reads increased.

tails are added by TUT7/4 to truncated pre-miRNAs with a 5’ overhang. TUT2 seems 
to be less active than TUT7/4 (Figure 4.2C & Figure S4.2D). The oligo-U tails on the 
trimmed pre-miRNAs may promote rapid degradation of nonfunctional pre-miRNA 
species. 

This study reveals the molecular mechanism of uridylation of group II pre-miRNA 
(Figure 4.5). Our results indicate that TUT7 distinguishes pre-miRNA substrates at 
the binding step by recognizing the cis-acting elements. Pre-let-7a-1 with a 2 nt 3’ 
overhang is not efficiently uridylated due to infrequent binding of RNA to TUT7. 
Ablation of the terminal loop of pre-let-7a-1 also reduced the binding frequency, 
indicating that TUT7 recognizes both the overhang and the terminal loop. Given 
that TUT4/2 do not recognize the terminal loop (Figure S4.2C), TUT7 may be used 
preferentially to uridylate pre-let-7s while TUT4/2 may have a broader specificity.

We have drawn the energy landscape that explains kinetics of group II pre-miRNA 
mono-uridylation (Figure S4.6A & Figure S4.6B). RNA binding is represented as a 
transition from a ‘free TUT7’ state to ‘RNA-bound TUT7’ (termed RNA+TUT7). The 
structural motif of RNA is probed by TUT7 at the transient state, (RNA+TUT7)*. 
The energy barrier (ΔG, then ΔΔG = -RT ln(kvariant

on/k
Unmodified

on)) between the ‘free 
TUT7’ state and the transient state becomes higher by 2.0 ± 0.5 or by 3.5 ± 0.1 
(kJ/mol) if pre-let-7a-1 is mono-uridylated (pre-let-7a-1 +U) or if the terminal loop 
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is removed from the RNA substrate (pre-let-7a-1 L4), respectively (Figure S4.3B). In 
contrast, the energy barrier becomes lower when a pre-let-7a-1 variant contains a 
long 5’ overhang (ΔΔG(ΔCUUUC) = -2.7 ± 0.9 kJ/mol; and ΔΔG(Ac-pre) = -4.3 ± 
0.6 kJ/mol) (Figure S4.3B). However, the energy barrier between (RNA+TUT7) and 
(RNA+TUT7)* does not appear to change as significantly as the energy barrier of 
binding does. In summary, in the energy landscape of the TUT7-RNA interaction, 
it is the transient state at which TUT7 probes two cis-acting elements (the terminal 
loop and the overhang) and discriminates its RNA substrates.

Noncanonical overhang structures of pre-miRNAs (e.g. 1 nt 3’ overhang or 5’ over-
hang) increase uridylation efficiency. TUT7 oligo-uridylates 3’ trimmed pre-miRNAs 
at a much higher rate than unmodified pre-let-7a-1 due to enhanced binding (Figure 
4.2C, Figure 4.3G & Figure 4.5C). Intriguingly, unlike the processive reaction observed 
with Lin28-dependent oligo-uridylation of pre-let-7 [42], oligo-uridylation of 3’ 
trimmed pre-miRNAs results from successive uridylation in a distributive mode 
(Figure 4.5A and Figure 4.5C). This explains why apparent “oligo”-uridylation is 
observed even for unmodified pre-let-7a-1 when a large amount of TUT enzyme is 
used or when reaction time is extended (Figure 4.1C and Figure S4.2). The distri-
butive activity of human TUT7 is consistent with a recent structural study which 
showed that Cid1, homolog of TUT7 in S. pombe, uridylates single-stranded RNA 
in a distributive manner [53].

Deep sequencing results suggest that TUT7 (and its paralogues) uridylates 3’ 
trimmed pre-miRNAs in vivo as well as in vitro, and that the uridylation is likely to 
induce degradation of the 3’ trimmed pre-miRNAs. This result is consistent with a 
recent finding by Mourelatos and colleagues that defective Ago-bound pre-miRNAs 
are uridylated by TUT7/4 and degraded by exosome (DIS3 and RRP6) in mouse 
embryonic fibroblasts [52]. They also reported that TUT7/4 associate with exosome 
and this interaction may facilitate degradation of pre-miRNA. Our study confirms 
and expands the role of uridylation in removal of defective pre-miRNAs, and further 
provides with mechanistic insights into the differential uridylation by TUTs. Moreover, 
our work explains their intrinsic preference for trimmed pre-miRNAs at the molecular 
level. Sensing the overhang structure, TUTs can employ multiple modes of action and 
thereby have versatile consequences of either repairing or removing pre-miRNAs 
depending on the molecular and cellular contexts.

4.5 Experimental Procedures
4.5.1 Cell culture and transfection
HeLa and HEK293T (mycoplasma-free) cells were maintained in DMEM (Welgene) 
supplemented with 9% fetal bovine serum (Welgene). For RNAi, HeLa cells were 
transfected with 42 nM of siRNA by using Lipofectamine 2000 (Life Technologies). 
For simultaneous knockdown of three TUTs, equal amounts (14 nM) of siTUT7, siTUT4, 
and siTUT2 were combined. Transfection was performed two times over 4 days. 
For ectopic expression of proteins, HEK293T cells were transfected with plasmids 
by calcium-phosphate method. The sequences of siRNA are listed in Table S4.4
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Figure 4.5: Models for pre-miRNA uridylation by TUT7
(A) Pre-miRNA uridylation by TUT7/4/2 in microRNA biogenesis pathway. (1) In embryonic cells and 
certain cancer cells, Lin28 recruits TUT4 (and TUT7, to a lesser extent) to pre-let-7 for oligo-uridylation. 
This reaction is processive. Oligo-uridylated pre-let-7 cannot be processed to mature miRNA and 
instead degraded by Dis3l2. (2) Group II pre-miRNA with a 1 nt 3’ overhang is mono-uridylated by 
TUT7/4/2, which creates an optimal end structure for Dicer-mediated processing. TUT7 plays a major 
role in HeLa cells but TUT4/2 also contribute to mono-uridylation. The reaction is distributive and 
the interaction between TUT and pre-let-7 is infrequent. (3) Trimmed pre-miRNAs are uridylated by 
TUT7 and TUT4 which promote their degradation. TUT2 seems to be less active than TUT7/4. As 
the interaction between enzyme and substrate is frequent, multiple cycles of distributive uridylation 
result in oligo-uridylation. (B) Cis-acting elements of pre-let-7a-1 for mono-uridylation by TUT7. 
The overhang and the terminal loop are recognized by the C-terminal half of TUT7. (C) Model of 
interaction between TUT7 and its RNA substrates. For 3’ trimmed pre-miRNAs, binding rate to TUT7 
increased, resulting in enhanced uridylation activity.
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4.5.2 Mutagenesis of TUT7
To prepare TUT7 deletion mutants, PCR products of TUT7 deletion mutants were 
subcloned into FLAG-pCK vector for expression in human cells, at the BamHI and 
NotI sites. Primer sequences used for PCR are as follows. For ΔZF1, 5’-GGCATTGC-
CATTGACAAAGTGGTAC-3’ (forward) and 5’-TCATGATTCCTGCTGGGTCCTC-3’(re-
verse) were used. For ΔNTr1, 5’-CCTGAAGAAGGAGGTCTGCCACC-3’ (forward) and 
5’-TCATGATTCCTGCTGGGTCCTC-3’ (reverse) were used. For ΔPAP1, 5’-CACTT-
TACCCACTCAGTACAGGGCC-3’ (forward) and 5’-TCATGATTCCTGCTGGGTCCTC-3’ 
(reverse) were used. For NTr2-PAP2, 5’-CAGCTAGAACCTCTGCCACCATTAAC-3’ 
(forward) and 5’-GTCCTTTGGAAATCCCTTGACAGG-3’ (reverse) were used.

4.5.3 Immunoprecipitation and in vitro uridylation
For immunoprecipitation of FLAG-TUTases, HEK293T cells grown on 15 cm dishes 
were collected 48hr after transfection of FLAG-TUTase expression plasmids. The 
cells were incubated with buffer D (200 mM KCl, 20 mM Tris [pH 8.0], 0.2 mM 
EDTA) containing protease inhibitor for 20 min followed by sonication on ice and 
centrifugation for 30 min at 4 ˚C. The supernatant was incubated with 10 ul of anti-
FLAG antibody-conjugated agarose beads (anti-FLAG M2 affinity gel, Sigma) with 
constant rotation for 2 hr at 4 ˚C. The beads were washed three times with buffer 
D. The reaction was performed in a total volume of 15 ul in 3.2 mM MgCl2, 1 mM 
DTT, 0.25 mM UTP, 20 U RNasin® Ribonuclease Inhibitor (Promega), 5’ end labeled 
RNA of 0.2 nM, and 7.5 ul of immunopurified TUTases in buffer D. When uridylation 
assay was done with recombinant TUT7 (951-1495 a.a), 6.7 nM of rTUT7 was used in 
Figure 4.1C and Table S4.2A; 13.4nM of rTUT7 was used in Table S4.2B. The reaction 
mixture was incubated at 37 ̊ C for 30 sec - 20 min. For in vitro uridylation assay with 
dilution experiment (Figure S4.4C), 26.7nM of recombinant TUT4 (rTUT4, 267-1312 
a.a) and 53.6 nM of recombinant Lin28b (rLin28b) were used. The reaction mixture 
was diluted four times with prewarmed reaction buffer after 20 seconds. The RNA 
was purified from the reaction mixture by phenol extraction and analyzed on 6% 
urea polyacrylamide sequencing gel with 7M urea (20x40 cm, 0.4 mm thick). The 
gel was directly exposed to Phosphor Imaging Plate (Fujifilm) and was read with the 
Typhoon FLA 7000. Unmodified pre-let-7a-1 and variants were synthesized by ST 
pharm. The pre-miRNAs were labeled at the 5’ end with T4 polynucleotide kinase 
(Takara) and (γ-32P) ATP. The sequences of pre-miRNAs are listed in Table S4.4.

4.5.4 Quantification of in vitro uridylation data
In vitro uridylation data are quantified as described in (Lim et al, 2014). The signal 
intensity profiles (20 pixels/mm) were calculated from the whole blot phosphorimages 
using Fujifilm MultiGauge v3.0. For each lane, background signal is estimated using 
the arithmetic mean of the 25th and the 50th percentiles of the signal intensities. 
The signal intensities were subtracted by the estimated background level, then 
clipped to zero so that all intensities have zero or positive values. For the alignment 
of size marker bands, the signals from a marker lane were transformed to the first 
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and second derivatives using Savitzky-Golay filter (window=31 pixels, order=3). The 
marker positions were detected by searching points where the sign of first derivative 
turns from positive to negative, and the second derivative is smaller than −100. The 
detected positions of marker bands were verified by visual inspection. The function 
between physical position in the gel and RNA size was defined using cubic spline 
interpolation. The density of RNA amount in size space was calculated using the first 
order discrete differences of equal-width samples (0.1 nt) from cumulative density 
of the original intensity values. For the average length of extensions, the position 
having maximum signal intensity in the 0 min sample is used as a reference position. 
The average length of extension was derived from an equation, 

where x is the average length of extension, p is a position in the gel (by 0.1 nt-wide 
intervals), sp is the RNA size in nucleotides count for position p, r is the reference 
size of unextended RNA, and Ip is signal intensity for position p. We excluded signals 
from degraded products (shorter than the reference size by 3 nt) in the calculation 
of average extension.

4.5.5 Western blotting analysis
Proteins were resolved with 10% SDS-polyacrylamide gels and transferred to Immo-
bilon-P transfer membrane (Millipore). Primary antibodies used were rabbit anti-FLAG 
(Sigma, F7425, 1:1000).

4.5.6 Purification of recombinant proteins
Recombinant TUT7 951-1495 (rTUT7) and His-rTUT7 were prepared as previously 
described [33]. For purification of recombinant TUT4 protein, human TUT4 267-1312 
was inserted into a self-modified pMAL expression vector which fuses a hexa-His 
tag plus a Maltose-Binding Protein tag at the N-terminus to the target protein. The 
plasmid was transformed into E. coli BL21(DE3)-RIL strain (Stratagene). The cells 
were cultured at 37 °C until OD600 reached 1.0, and then the protein expression 
was induced with 1 mM IPTG at 16 °C overnight. The hexa-His-MBP tagged protein 
was purified using a HisTrap FF column (GE Healthcare). The tag was cleaved by TEV 
protease and further removed by a second step HisTrap FF column (GE Healthcare) 
purification. The target protein was further purified by a Heparin FF column (GE 
Healthcare) and a Hiload Superdex G200 16/60 column (GE Healthcare). Recombinant 
Lin28b was prepared as previously described [42].
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4.5.7 Sample preparation and RNA labeling for single- molecule measurements
RNA samples were labeled and prepared as previously described [42].

4.5.8 Single-molecule fluorescence microscopy
The fluorescent label Cy3 was imaged using prism-type total internal reflection 
microscopy, through excitation by a 532nm (Compass 215M-50, Coherent). Cy5 
was imaged using a 640 nm solid-state laser (CUBE 640-100C, Coherent). Fluores-
cence signals from single molecules were collected through a 60x water immersion 
objective (UPlanSApo, Olympus) with an inverted microscope (IX71, Olympus). 
Scattering of the 532 nm and 640 nm laser beams was blocked with a 488/532/635 
nm notch filter (NF01-488/532/635, Chroma). Subsequently, signals of Cy3 and Cy5 
were spatially split with a dichroic mirror (λcutoff = 645 nm, Chroma) and recorded.

4.5.9 Slide preparation and single-molecule assays
To eliminate non-specific surface adsorption of proteins and nucleic acids to a quartz 
surface (Finkenbeiner), piranha-etched slides were PEGylated over two rounds of PEGy-
lation as described previously [54]. After assembly of a microfluidic chamber, slides 
were incubated for 1 minute with 20 μL streptavidin (0.1 mg/ml, S-888, Invitrogen) 
followed by a washing step with 100 μL of buffer A (12.5 mM Tris-HCl (pH 8.0, AM9855G, 
Ambion), 150 mM NaCl (AM9760G, Ambion), 1 mM DTT (D9779, Sigma). Anti-6X His 
tag antibodies were specifically immobilized through biotin-streptavidin linkage by 
incubating the chamber with 20 μL of 300 nM biotinylated Anti-6X His tag antibodies 
(ab27025, Abcam). After 5 minutes of incubation, remaining unbound anti-6X His tag 
antibodies were flushed away with 100 μL buffer A. Next, 30 μL of 200 nM recombinant 
TUT7 951-1495 fused to a 6X-His (His-rTUT7) was incubated on the slide, allowing the 
His-rTUT7 molecules to bind the surface immobilized antibodies. After 5 minutes of 
incubation, unbound His-rTUT7 molecules were flushed away with 100 μL imaging buffer 
A (0.5x buffer A substituted with, 0.1 mg/mL glucose oxidase (G2133, Sigma), 4 μg/ml 
Catalase (10106810001, Roche), 1 mM Trolox (((±)-6-Hydroxy-2,5,7,8-tetramethylchro-
mane-2-carboxylic acid, 238813, Sigma) and 0.1 mM UTP (18333-013, Ambion). Next, 
1 nM labeled RNA substrate(s) was/ were introduced in the chamber while imaging at 
room temperature (23 ± 1 °C) to monitor the interaction of TUT7 with RNA in real time.

The frequency measurement requires an accurate ratio between the concentrations 
of a sample of interest and a reference sample. To account for differences in concen-
tration, we adsorbed RNA molecules to a positively charged surface as follows. KOH 
etched quartz slides were coated with a layer of positively charged Poly-L-lysine. After 
5 minutes of incubation with 20 μL 0.01% Poly-L-lysine (P4707, Sigma), the chamber was 
washed with 100 μL of buffer A. After washing, two fluorescently labeled RNA substrates 
(Unmodified-Cy3, Variant-Cy5) were introduced into the microfluidic chamber. After 5 
minutes of incubation, the remaining unbound substrate was washed away with 100 μL 
of imaging buffer A and data was obtained from 20 fields of view. For each construct this 
procedure was repeated with three individual dilutions on three different slides. Mean 
number of counts was used to correct the relative binding frequency for concentration.
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4.5.10 Single-molecule data acquisition and analysis
A series of CCD images were acquired with lab-made imaging software at a time 
resolution of 0.03–0.1 sec. Fluorescence time traces were extracted with an algorithm 
written in IDL (ITT Visual Information Solutions) that picked fluorescence spots 
above a threshold with a defined gaussian profile. The extracted time traces were 
analysed using lab-made Matlab algorithms (MathWorks) that selectively picked 
anticorrelated traces above a defined threshold. These selected traces were further 
analyzed using a lab-made Matlab algorithm to extract dwell times and the number 
of binding events per trace. The relative binding frequency plots were generated by 
correcting the total number of binding events of each construct was divided with 
the correction factor obtained from the poly-L-lysine experiment, after which the 
variant was normalized against the unmodified construct.

To measure the binding frequency, Cy3 molecules were simultaneously excited 
over an area of 50 x 50 μm2 with 16% of the full laser power of the (4 mW) green laser 
(532nm) and red laser (640nm), while the time resolution was set to 0.03 seconds. 
Under these imaging conditions we obtained a high signal-to-noise ratio that faci-
litated the automated analysis. For dwell time measurements, Cy5 molecules were 
excited with 8% of the full laser power (4 mW) green laser (640 nm) to minimize 
photobleaching of the Cy5 dye during our observation time. Meanwhile, the time 
resolution was set between at 0.1 seconds to collect a large enough number of 
photons per time bin. 

4.5.11 Pre-miRNA library preparation
To prepare pre-miRNA cDNA library, total RNA was separated on 15% urea-PAGE 
and RNAs of 40-120 nt were gel-purified. Size fractionated RNAs were ligated to 
3’ adaptor by using T4 RNA ligase 2, truncated (NEB). The 3’ adaptor-ligated RNA 
was separated on 12.5% urea-PAGE and RNAs of 60-140 nt were gel-purified. Size 
fractionated RNAs were reverse transcribed with a RT primer that is complementary 
to the 3’ adaptor by using SuperScript III (Life Technologies), followed by two-step 
PCR amplification. cDNA was firstly amplified with the RT primer and miRNA specific 
forward primers for 10 cycles and secondly amplified for 10 cycles (12 let-7 family 
primers) or 13 cycles (43 other miRNA primers) with Phusion DNA polymerase (NEB). 
The sequences of miRNA specific primers are shown in Table S4.1. The cDNA libraries 
were separated on 6% native polyacrylamide gel and DNAs of 150-225 bp were 
gel-purified. The library was sequenced on Illumina MiSeq (110 x 59 paired end run) 
with 50% of the PhiX control library (Illumina, FC-110-3001). All adapters and primers 
are synthesized by IDT. Oligonucleotide sequences except for miRNA specific forward 
primers are shown in Table S4.4.
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4.5.12 Processing for Pre-miRNA Sequencing
We used miRBase release 21 [55] and the UCSC hg38 genome assembly for the 
reference sequences of human pre-miRNAs and flanking regions. To reduce misa-
lignments near the ends of miRBase hairpin sequences, we extended the miRNA 
precursor spans by 10 bp to both ends. The sequences were extended and retrieved 
from the genome assembly using BEDTools [56] slop and getfasta commands. 
The cDNA library was sequenced for 110 cycles with the small RNA workflow in 
Illumina MiSeq. Sequences were processed using Cutadapt [17] to trim the 5’-most 
fifteen nucleotides and clip 3’ adapter sequences out. The sequence at the 5’-end 
was removed because they originate from PCR primers for specific enrichment 
of pre-miRNAs and often include significant number of mismatches to known 
pre-miRNA sequences. Short sequences (<15 nt) after trimming and clipping, and 
sequences without a 3’ adapter part were removed from the further analyses. The 
remaining sequences were aligned to 10bp-extended miRBase hairpins explained 
above using BLAT with options “-noTrimA -tileSize=8 -stepSize=4 -minI-
dentity=70 -out=pslx” [57]. From the output alignments, the best alignments 
among multi-mapped reads were chosen by following criteria in order: maximum 
matched bases, minimum mismatch, minimum number of gaps in query of alignment, 
minimum number of gaps in target of alignment, minimum number of gapped bases 
in query of alignment, minimum number of gapped bases in target of alignment 
(preferred first). For the selected alignments, all unaligned bases in 3’-ends of local 
alignments were regarded as non-templated additions. We additionally “rescued” 
the non-templated additions which were matched to the reference sequence by 
ambiguity in A/U-rich sites. First, the regions to be re-examined for the rescue 
were defined as all subsequent bases containing only A or U immediately starting 
from the 3’-end of a sequenced read (/[AU]+$/ in the regular expression). Then, 
all subsequent bases including the first mismatched base in the re-examination 
region were rescued so as to be regarded as non-templated additions. The source 
codes, workflows implemented in Snakemake [57], interactive notebooks in IPython 
Notebook [58] used for the analyses in this study are freely available from https://
github.com/hyeshik/bskim-2015-pre-miRNA.

4.5.13 Determination of length of trimming and length of U-tail
For each pre-miRNA, the most frequent 3’ end position of templated portions of 
reads in the control was considered as the “reference end position”. Six hairpins 
(hsa-mir-16-2, hsa-mir-100, hsa-mir-222, hsa-mir-320a, hsa-mir-1248, and hsa-mir-1291) 
whose reference end positions were offset by more than 3 nt from the 3’ end of the 
mature miRNA from 3’ arm of the hairpin defined in the miRBase were removed 
from the subsequent analyses to exclude artifacts from the statistics. The length of 
trimming of each read was calculated by subtracting the position of last templated 
base in the read from the reference end position (positive for “trimmed”, negative 
for “extended” reads). Length of U-tail was defined as number of U residues in the 
non-templated additions without any other kind of nucleotidyl additions.
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4.5.14 Accession number
Sequenced reads have been deposited in the NCBI Gene Expression Omnibus 
(GEO) database (accession number GSE64482).

4.6 Supplementary information
4.6.1 Supplementary figures
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Figure S4.1: Domain organization of TUT7/4/2 and expression of TUT7 deletion mutants 
(A) Domain organization of human TUT7, TUT4, and TUT2. Yellow, CCHH-type zinc finger; hatched 
red, inactive nucleotidyl transferase domain due to a sequence variation; green, PAP-associated 
domain; orange, CCHC-type zinc finger; red, nucleotidyl transferase domain. (B) Western blotting of 
immunoprecipitated TUT7 full-length (FL) and deletion mutants (ΔZF1, ΔNtr1, ΔPAP1, and NP). Each 
protein is indicated by red arrowheads. Dashed line indicates discontinuous lanes from the same gel.
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Figure S4.2: In vitro uridylation of pre-let-7a-1 mutants by recombinant TUT7 951-1495, 
TUT4, and TUT2
(A) In vitro uridylation of unmodified pre-let-7a-1, terminal loop mutant (L4), and stem mutant (S14) 
by recombinant TUT7 951-1495 (rTUT7) (4 min reaction for lanes 9 - 12). rTUT7 uridylated L4 mutant 
less efficiently than unmodified pre-let-7a-1 but uridylated S14 mutants as efficiently as unmodified 
pre-let-7a-1. (B) In vitro uridylation of pre-let-7a-1 overhang variants by rTUT7. 13.4 nM of rTUT7 
was used. rTUT7 showed the same substrate preference as full-length TUT7. Dashed line indicates 
discontinuous lanes from the same gel. (C) In vitro uridylation of unmodified pre-let-7a-1, terminal 
loop mutant (L4), and stem mutant (S14) by immunopurified full-length TUT4 and immunopurified 
full-length TUT2 (20 min reaction for TUT4 and 15 min reaction for TUT2). TUT4 and TUT2, unlike 
TUT7, uridylated both L4 and S14 mutants efficiently. (D) In vitro uridylation of pre-let-7a-1 over-
hang variants by immunopurified full-length TUT4 and immunopurified full-length TUT2 (20 min 
reaction for TUT4 and 10 min reaction for TUT2). By and large, TUT7/4/2 showed similar substrate 
specificity to overhang variants. Unlike TUT7 and TUT4, TUT2 did not show enhanced uridylation 
to the pre-miRNAs with long 5’ overhangs (ΔCUUUC and Ac-pre).



125125125125

4

0 2 4 6
0

600

1200

1800

0

600

1200

1800

0

600

1200

1800

Time (s)N
um

be
r o

f b
in

di
ng

 e
ve

nt
s

Δ  = 0.362 ± 0.026 s

unmodified pre-let-7a-1

0 2 4 6

Δ  = 0.352 ± 0.045 s

Time (s)N
um

be
r o

f b
in

di
ng

 e
ve

nt
s

pre-let-7a-1 +U

0 2 4 6
Time (s)N

um
be

r o
f b

in
di

ng
 e

ve
nt

s

Δ  = 0.536 ± 0.027 s

pre-let-7a-1 L4

0

600

1200

1800

Time (s)N
um

be
r o

f b
in

di
ng

 e
ve

nt
s

Δ  = 0.369 ± 0.032 s

pre-let-7a-1 ΔCUUUC

0 2 4 6
0

600

1200

1800

0 2 4 6 0 2 4 6
Time (s)N

um
be

r o
f b

in
di

ng
 e

ve
nt

s

Δ  = 0.378 ± 0.034 s

ac-pre-let-7a-1

Time (s)N
um

be
r o

f b
in

di
ng

 e
ve

nt
s

Negative control

0

600

1200

1800

Unmodified +U L4 ΔCUUUC Ac-pre

koff 2.8 ± 0.2 2.9 ± 0.3 1.9 ± 0.1 2.7 ± 0.2 2.7 ± 0.2

ΔΔG 
(kJ/mol) - 2.0 ± 0.5 3.5 ± 0.1 -2.7 ± 0.9 -4.3 ± 0.5

kon
Variant/kon

Unmodified 1 0.4 ± 0.1 0.2 ± 0.0 3.3 ± 1.0 5.9 ± 1.0

A

B

Figure S4.3: Single-molecule assay of unmodified pre-let-7a-1 and variants 
(A) Representative dwell time distributions of unmodified pre-let-7a-1 and variants fitted with a 
single-exponential decay curve. As all RNA substrates followed single-exponential decay, dissociation 
of the RNA substrate from TUT7 is a single-step process. The first data point (grey) was not included 
in the fit due to limited time resolution. Δτ represents average dwell time (n=3) ± standard error. 
Negative control was performed with unmodified pre-let-7a-1 without recombinant TUT7 protein 
immobilized. (B) Table of dissociation rate (koff), binding rate (kVariant

on/k
Unmodified

on) and estimation of 
ΔΔG of unmodified pre-let-7a-1 and mutants. 
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Figure S4.4: In vitro uridylation of pre-let-7a-1 unmodified and ac-pre-let-7a-1 by rTUT4
(A) Domain organization of recombinant protein of human TUT4 267-1312. Yellow, CCHH-type zinc 
finger; hatched red, inactive nucleotidyl transferase domain due to a sequence variation; green, 
PAP-associated domain; orange, CCHC-type zinc finger; red, nucleotidyl transferase domain. (B) 
Coomassie staining of recombinant TUT4 267-1312  resolved on NuPAGE® Bis-Tris gel and silver 
staining of recombinant Lin28b resolved on Bolt® 4-12% Bis-Tris Plus Gel. Each protein is indicated 
by arrowheads. M, size marker. (C) In vitro uridylation assay of ac-pre-let-7a-1 and unmodified 
pre-let-7a-1 by rTUT4 267-1312 with or without rLin28b. Reaction mixture was either not diluted or 
diluted after 20 seconds. While processive oligo-uridylation by rTUT4 and rLin28b was not inhibited 
by dilution, oligo-uridylation of ac-pre-let-7a-1 and mono-uridylation of unmodified pre-let-7a-1 were 
repressed by dilution, indicating that TUT4 is distributive enzyme. Dashed line indicates discontinuous 
lanes from the same gel. For over-exposed bands, image with short exposure is presented below. 
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Figure S4.5: TUT7/4/2 knockdown in HeLa cells for pre-miRNA deep sequencing
The mRNA levels of TUT7, TUT4, and TUT2 were measured by qRT-PCR with sequencing samples. 
The mRNA of all the three TUTs decreased to about 20% upon TUT7/4/2 knockdown. 
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Figure S4.6: Energy landscape of unmodified pre-let-7a-1 and variants
(A, B) Energy landscape of pre-let-7a-1 +U, and L4 (A) and ΔCUUUC, and Ac-pre. (B) (RNA+TUT7)* 
indicates transient state of interaction between TUT7 and RNA substrate. When pre-let-7a-1 is 
mono-uridylated or when the terminal loop is diminished, the energy barrier increased. On the 
contrary, when the 3’ end of pre-let-7a-1 is shortened to have 5’ overhang, the energy barrier 
decreased. TUT7 distinguishes its RNA substrates at transient state.
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Primer name Sequence (5’ →  3’)  5’ Adapter + miRNA specific region

hsa-let-7a-1

GTTCAGAGTTCTACAGTCCGACGATCTGAGGTAGTAGGTTGTATAGTTTAGAATT

hsa-let-7a-3

GTTCAGAGTTCTACAGTCCGACGATCTGAGGTAGTAGGTTGTATAGTTTGG

hsa-let-7b

GTTCAGAGTTCTACAGTCCGACGATCTGAGGTAGTAGGTTGTGTGGTT

hsa-let-7c

GTTCAGAGTTCTACAGTCCGACGATCTGAGGTAGTAGGTTGTATGGTTTAGA

hsa-let-7d

GTTCAGAGTTCTACAGTCCGACGATCAGAGGTAGTAGGTTGCATAGTTTTAG

has-let-7e

GTTCAGAGTTCTACAGTCCGACGATCAGGAGGTTGTATAGTTGAGGAGGAC

hsa-let-7f-1

GTTCAGAGTTCTACAGTCCGACGATCTGAGGTAGTAGATTGTATAGTTGTGG

hsa-let-7f-2

GTTCAGAGTTCTACAGTCCGACGATCTGAGGTAGTAGATTGTATAGTTTTAGGG

hsa-let-7g

GTTCAGAGTTCTACAGTCCGACGATCTGAGGTAGTAGTTTGTACAGTTTGAG

hsa-let-7i

GTTCAGAGTTCTACAGTCCGACGATCTGAGGTAGTAGTTTGTACAGTTTGAG

hsa-miR-98

GTTCAGAGTTCTACAGTCCGACGATCGGTAGTAAGTTGTATTGTTGTGGGGTAG

hsa-miR-100

GTTCAGAGTTCTACAGTCCGACGATCAACCCGTAGATCCGAACTT

hsa-miR-103a-1

GTTCAGAGTTCTACAGTCCGACGATCGGCTTCTTTACAGTGCTGC

hsa-miR-103a-2

GTTCAGAGTTCTACAGTCCGACGATCAGCTTCTTTACAGTGCTGCC

hsa-miR-105-1

GTTCAGAGTTCTACAGTCCGACGATCTCAAATGCTCAGACTCCTGT

hsa-miR-106b

GTTCAGAGTTCTACAGTCCGACGATCTAAAGTGCTGACAGTGCAGATAG

hsa-miR-148b

GTTCAGAGTTCTACAGTCCGACGATCAAGTTCTGTTATACACTCAGGCTG

4.6.2 Supplementary tables

Table S4.1: Pre-miRNA deep sequencing primers
Forward PCR primers used in the 1st PCR step of pre-miRNA deep sequencing. Primer consists of 
5’ adapter and miRNA specific region.
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Primer name Sequence (5’ →  3’)  5’ Adapter + miRNA specific region

hsa-miR-151a GTTCAGAGTTCTACAGTCCGACGATCTCGAGGAGCTCACAGTCTAGTA

hsa-miR-182

GTTCAGAGTTCTACAGTCCGACGATCTTTGGCAATGGTAGAACTCA

hsa-mir-185

GTTCAGAGTTCTACAGTCCGACGATCTGGAGAGAAAGGCAGTTCC

hsa-miR-16-1

GTTCAGAGTTCTACAGTCCGACGATCTAGCAGCACGTAAATATTGGC

hsa-miR-191

GTTCAGAGTTCTACAGTCCGACGATCCAACGGAATCCCAAAAGC

hsa-miR-20a

GTTCAGAGTTCTACAGTCCGACGATCTAAAGTGCTTATAGTGCAGGTAGTG

hsa-miR-21

GTTCAGAGTTCTACAGTCCGACGATCTAGCTTATCAGACTGATGTTGACTG

hsa-miR-221

GTTCAGAGTTCTACAGTCCGACGATCACCTGGCATACAATGTAGATTTC

hsa-miR-222

GTTCAGAGTTCTACAGTCCGACGATCCTCAGTAGCCAGTGTAGATCCTG

hsa-miR-24-1

GTTCAGAGTTCTACAGTCCGACGATCTGCCTACTGAGCTGATATCAGT

hsa-miR-24-2

GTTCAGAGTTCTACAGTCCGACGATCTGCCTACTGAGCTGAAACAC

hsa-miR-26a-1

GTTCAGAGTTCTACAGTCCGACGATCTTCAAGTAATCCAGGATAGGCT

hsa-miR-27b

GTTCAGAGTTCTACAGTCCGACGATCAGAGCTTAGCTGATTGGTGAA

hsa-miR-30a

GTTCAGAGTTCTACAGTCCGACGATCTGTAAACATCCTCGACTGGA

hsa-miR-30c-1

GTTCAGAGTTCTACAGTCCGACGATCTGTAAACATCCTACACTCTCAGCT

hsa-miR-30d

GTTCAGAGTTCTACAGTCCGACGATCTGTAAACATCCCCGACTG

hsa-miR-320a

GTTCAGAGTTCTACAGTCCGACGATCGCCTTCTCTTCCCGGTT

hsa-miR-378a

GTTCAGAGTTCTACAGTCCGACGATCCTCCTGACTCCAGGTCCTG

hsa-miR-7-1

GTTCAGAGTTCTACAGTCCGACGATCTGGAAGACTAGTGATTTTGTTGTT

hsa-miR-93

GTTCAGAGTTCTACAGTCCGACGATCCAAAGTGCTGTTCGTGCA

hsa-miR-31

GTTCAGAGTTCTACAGTCCGACGATCAGGCAAGATGCTGGCATAGC
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Primer name Sequence (5’ →  3’)  5’ Adapter + miRNA specific region

hsa-miR-101-1

GTTCAGAGTTCTACAGTCCGACGATCCAGTTATCACAGTGCTGATGCT

hsa-miR-345

GTTCAGAGTTCTACAGTCCGACGATCGCTGACTCCTAGTCCAGGGC

hsa-miR-9-2

GTTCAGAGTTCTACAGTCCGACGATCTCTTTGGTTATCTAGCTGTATGAGTG

hsa-miR-18a

GTTCAGAGTTCTACAGTCCGACGATCTAAGGTGCATCTAGTGCAGATAGT

hsa-miR-30b

GTTCAGAGTTCTACAGTCCGACGATCTGTAAACATCCTACACTCAGCTGT

hsa-miR-10b

GTTCAGAGTTCTACAGTCCGACGATCTACCCTGTAGAACCGAATTTGTG

hsa-miR-15a

GTTCAGAGTTCTACAGTCCGACGATCTAGCAGCACATAATGGTTTGTGG

hsa-miR-423

GTTCAGAGTTCTACAGTCCGACGATCTGAGGGGCAGAGAGCGA

hsa-miR-183

GTTCAGAGTTCTACAGTCCGACGATCTATGGCACTGGTAGAATTCACTGT

hsa-miR-196a-2

GTTCAGAGTTCTACAGTCCGACGATCTAGGTAGTTTCATGTTGTTGGGATT

hsa-miR-1226

GTTCAGAGTTCTACAGTCCGACGATCGTGAGGGCATGCAGGCC

hsa-miR-1248

GTTCAGAGTTCTACAGTCCGACGATCACCTTCTTGTATAAGCACTGTGC

hsa-miR-1291

GTTCAGAGTTCTACAGTCCGACGATCTGGCCCTGACTGAAGACCA

hsa-miR-1307

GTTCAGAGTTCTACAGTCCGACGATCTCGACCGGACCTCGACC

hsa-miR-148b

GTTCAGAGTTCTACAGTCCGACGATCAAGTTCTGTTATACACTCAGGCTG

hsa-miR-449b

GTTCAGAGTTCTACAGTCCGACGATCAGGCAGTGTATTGTTAGCTGGT



131131131131

4

Control 

hairpin 
Total 
reads 

Uridylated 
reads

Uridylation 
ratio (%) 

Adenylated 
reads

Adenylation 
ratio (%) 

hsa-mir-21 867159 7681 0.89 7010 0.81 

hsa-let-7f-1 834611 373627 44.77 7688 0.92 

hsa-let-7b 238553 94091 39.44 2803 1.18 

hsa-let-7a-3 233797 63023 26.96 1674 0.72 

hsa-mir-423 230535 1807 0.78 328 0.14 

hsa-mir-93 191255 25939 13.56 3523 1.84 

hsa-let-7a-1 148857 68029 45.70 1162 0.78 

hsa-let-7d 143835 1777 1.24 1444 1.00 

hsa-mir-30a 106625 1533 1.44 136 0.13 

hsa-mir-30c-2 89507 100 0.11 485 0.54 

hsa-let-7e 74236 4853 6.54 314 0.42 

hsa-mir-182 69259 86 0.12 649 0.94 

hsa-let-7g 67155 52143 77.65 1146 1.71 

hsa-mir-98 57305 32109 56.03 573 1.00 

hsa-mir-106b 55067 4982 9.05 625 1.13 

hsa-let-7f-2 52256 25562 48.92 439 0.84 

hsa-mir-30c-1 43832 3477 7.93 495 1.13 

hsa-mir-18a 39962 12405 31.04 201 0.50 

Table S4.2: Uridylation ratio and adenylation ratio of pre-miRNAs
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Control 

hairpin 
Total 
reads 

Uridylated 
reads

Uridylation 
ratio (%) 

Adenylated 
reads

Adenylation 
ratio (%) 

hsa-mir-20a 39085 2468 6.31 68 0.17 

hsa-mir-26a-2 36209 3787 10.46 883 2.44 

hsa-mir-27b 34227 13172 38.48 44 0.13 

hsa-mir-191 30486 4651 15.26 778 2.55 

hsa-mir-30d 30172 1445 4.79 300 0.99 

hsa-let-7a-2 28951 812 2.80 141 0.49 

hsa-mir-1226 26450 14292 54.03 8623 32.60 

hsa-let-7c 22036 1819 8.25 152 0.69 

hsa-mir-24-2 21298 448 2.10 98 0.46 

hsa-mir-15a 17914 12342 68.90 567 3.17 

hsa-mir-183 15719 2180 13.87 26 0.17 

hsa-mir-196b 15147 4661 30.77 229 1.51 

hsa-mir-1307 14955 1536 10.27 197 1.32 

hsa-mir-17 8292 1918 23.13 7 0.08 

hsa-mir-148b 7756 5435 70.07 306 3.95 

hsa-mir-26a-1 7629 511 6.70 48 0.63 

hsa-mir-24-1 5635 98 1.74 33 0.59 

hsa-let-7i 5118 2121 41.44 36 0.70 

hsa-mir-103a-1 4918 548 11.14 19 0.39 
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Control 

hairpin 
Total 
reads 

Uridylated 
reads

Uridylation 
ratio (%) 

Adenylated 
reads

Adenylation 
ratio (%) 

hsa-mir-103a-2 4812 195 4.05 3 0.06 

hsa-mir-7-1 3759 594 15.80 7 0.19 

hsa-mir-16-1 3075 135 4.39 7 0.23 

hsa-mir-196a-2 3062 744 24.30 17 0.56 

hsa-mir-101-1 2778 22 0.79 7 0.25 

hsa-mir-185 2144 271 12.64 28 1.31 

hsa-mir-15b 2025 4 0.20 10 0.49 

hsa-mir-105-1 1321 45 3.41 38 2.88 

hsa-mir-105-2 1229 34 2.77 34 2.77 

hsa-mir-3607 1141 0 0.00 7 0.61 

hsa-mir-30b 860 64 7.44 1 0.12 

hsa-mir-345 573 110 19.20 7 1.22 

hsa-mir-221 527 236 44.78 2 0.38 

hsa-mir-449a 506 7 1.38 0 0.00 

hsa-mir-10b 496 15 3.02 0 0.00 

hsa-mir-26b 459 18 3.92 18 3.92 

hsa-mir-31 447 137 30.65 2 0.45 

hsa-mir-10a 116 13 11.21 0 0.00 

hsa-mir-34a 101 0 0.00 3 2.97 
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Control 

hairpin 
Total 
reads 

Uridylated 
reads

Uridylation 
ratio (%) 

Adenylated 
reads

Adenylation 
ratio (%) 

hsa-mir-449c 56 0 0.00 1 1.79 

hsa-mir-107 55 13 23.64 0 0.00 

hsa-mir-320e 46 3 6.52 1 2.17 

hsa-mir-99a 41 0 0.00 0 0.00 

hsa-mir-320c-1 29 8 27.59 4 13.79 

hsa-mir-3653 26 0 0.00 0 0.00 

hsa-mir-744 24 3 12.50 0 0.00 

hsa-mir-6516 12 0 0.00 0 0.00 

hsa-mir-30e 9 0 0.00 0 0.00 

hsa-mir-4521 8 0 0.00 0 0.00 

hsa-mir-18b 6 1 16.67 0 0.00 

hsa-mir-4485 6 0 0.00 0 0.00 

hsa-mir-1229 4 3 75.00 0 0.00 

hsa-mir-664b 4 0 0.00 0 0.00 

hsa-mir-195 3 0 0.00 0 0.00 

hsa-mir-33b 3 0 0.00 0 0.00 

hsa-mir-449b 3 0 0.00 0 0.00 

hsa-mir-339 2 0 0.00 0 0.00 

hsa-mir-6723 2 0 0.00 0 0.00 
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Control 

hairpin 
Total 
reads 

Uridylated 
reads

Uridylation 
ratio (%) 

Adenylated 
reads

Adenylation 
ratio (%) 

hsa-mir-9-1 2 0 0.00 0 0.00 

hsa-mir-126 1 0 0.00 0 0.00 

hsa-mir-6724-4 1 0 0.00 0 0.00 

TUTKD (TUT7/4/2 KD) 

hairpin Total 

reads

Uridylated 

reads

Uridylation 

ratio (%)

Adenylated 

reads

Adenylation 

ratio (%) 

hsa-mir-21 666506 2783 0.42 4194 0.63 

hsa-let-7f-1 1783537 301817 16.92 10938 0.61 

hsa-let-7b 385241 69933 18.15 2923 0.76 

hsa-let-7a-3 375958 16043 4.27 1823 0.48 

hsa-mir-423 120155 292 0.24 144 0.12 

hsa-mir-93 126946 11065 8.72 1625 1.28 

hsa-let-7a-1 473040 23603 4.99 2201 0.47 

hsa-let-7d 152561 1769 1.16 1662 1.09 

hsa-mir-30a 93713 474 0.51 124 0.13 

hsa-mir-30c-2 74924 136 0.18 487 0.65 

hsa-let-7e 39590 935 2.36 302 0.76 

hsa-mir-182 116461 77 0.07 1238 1.06 

hsa-let-7g 35234 13723 38.95 678 1.92 
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TUTKD (TUT7/4/2 KD) 

hairpin Total 

reads

Uridylated 

reads

Uridylation 

ratio (%)

Adenylated 

reads

Adenylation 

ratio (%) 

hsa-mir-98 79126 18401 23.26 955 1.21 

hsa-mir-106b 115677 6217 5.37 2041 1.76 

hsa-let-7f-2 164831 7639 4.63 868 0.53 

hsa-mir-30c-1 37859 1590 4.20 303 0.80 

hsa-mir-18a 97841 4873 4.98 1432 1.46 

hsa-mir-20a 26602 584 2.20 57 0.21 

hsa-mir-26a-2 62552 1199 1.92 1041 1.66 

hsa-mir-27b 16735 1111 6.64 24 0.14 

hsa-mir-191 32783 2159 6.59 688 2.10 

hsa-mir-30d 15414 152 0.99 161 1.04 

hsa-let-7a-2 14769 234 1.58 107 0.72 

hsa-mir-1226 16448 6510 39.58 4353 26.47 

hsa-let-7c 11607 375 3.23 95 0.82 

hsa-mir-24-2 15486 96 0.62 89 0.57 

hsa-mir-15a 24921 3973 15.94 2696 10.82 

hsa-mir-183 21571 1386 6.43 156 0.72 

hsa-mir-196b 8656 640 7.39 281 3.25 

hsa-mir-1307 10234 299 2.92 105 1.03 

hsa-mir-17 6020 432 7.18 18 0.30 



137137137137

4

TUTKD (TUT7/4/2 KD) 

hairpin Total 

reads

Uridylated 

reads

Uridylation 

ratio (%)

Adenylated 

reads

Adenylation 

ratio (%) 

hsa-mir-148b 3639 1431 39.32 98 2.69 

hsa-mir-26a-1 8549 357 4.18 119 1.39 

hsa-mir-24-1 5284 21 0.40 36 0.68 

hsa-let-7i 5933 557 9.39 78 1.31 

hsa-mir-103a-1 3158 93 2.94 26 0.82 

hsa-mir-103a-2 4472 25 0.56 6 0.13 

hsa-mir-7-1 7590 538 7.09 55 0.72 

hsa-mir-16-1 2194 36 1.64 7 0.32 

hsa-mir-196a-2 2111 317 15.02 17 0.81 

hsa-mir-101-1 2544 12 0.47 4 0.16 

hsa-mir-185 987 21 2.13 3 0.30 

hsa-mir-15b 2149 1 0.05 17 0.79 

hsa-mir-105-1 1116 15 1.34 35 3.14 

hsa-mir-105-2 867 8 0.92 46 5.31 

hsa-mir-3607 625 0 0.00 3 0.48 

hsa-mir-30b 1263 41 3.25 7 0.55 

hsa-mir-345 587 50 8.52 8 1.36 

hsa-mir-221 731 113 15.46 3 0.41 

hsa-mir-449a 425 1 0.24 0 0.00 
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TUTKD (TUT7/4/2 KD) 

hairpin Total 

reads

Uridylated 

reads

Uridylation 

ratio (%)

Adenylated 

reads

Adenylation 

ratio (%) 

hsa-mir-10b 332 9 2.71 4 1.20 

hsa-mir-26b 351 4 1.14 9 2.56 

hsa-mir-31 344 52 15.12 1 0.29 

hsa-mir-10a 64 6 9.38 1 1.56 

hsa-mir-34a 74 3 4.05 3 4.05 

hsa-mir-449c 35 1 2.86 1 2.86 

hsa-mir-107 50 0 0.00 0 0.00 

hsa-mir-320e 29 2 6.90 0 0.00 

hsa-mir-99a 42 0 0.00 1 2.38 

hsa-mir-320c-1 31 3 9.68 1 3.23 

hsa-mir-3653 2 0 0.00 0 0.00 

hsa-mir-744 23 3 13.04 0 0.00 

hsa-mir-6516 7 0 0.00 0 0.00 

hsa-mir-30e 6 0 0.00 0 0.00 

hsa-mir-4521 1 0 0.00 0 0.00 

hsa-mir-18b 17 0 0.00 0 0.00 

hsa-mir-4485 2 0 0.00 0 0.00 

hsa-mir-1229 3 3 100.00 0 0.00 

hsa-mir-664b 2 0 0.00 0 0.00 
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Table S4.3: Trimming and uridylation of pre-miRNAs

Control 

Hairpin Total 
reads

Trimmed 
reads

Trimmed 
(%)

Uridylated 
trimmed reads

Uridylated 
trimmed (%)

hsa-mir-21 867159 9638 1.11 3766 39.07

hsa-let-7f-1 834611 226588 27.15 67252 29.68

hsa-let-7b 238553 99129 41.55 31917 32.20

hsa-let-7a-3 233797 81163 34.72 2681 3.30

hsa-mir-423 230535 2963 1.29 300 10.12

hsa-mir-93 191255 76663 40.08 24307 31.71

TUTKD (TUT7/4/2 KD) 

hairpin Total 

reads

Uridylated 

reads

Uridylation 

ratio (%)

Adenylated 

reads

Adenylation 

ratio (%) 

hsa-mir-195 4 0 0.00 0 0.00 

hsa-mir-33b 4 0 0.00 0 0.00 

hsa-mir-449b 2 0 0.00 0 0.00 

hsa-mir-339 5 1 20.00 0 0.00 

hsa-mir-6723 3 0 0.00 0 0.00 

hsa-mir-9-1 4 0 0.00 0 0.00 

hsa-mir-126 1 0 0.00 0 0.00 

hsa-mir-6724-4 3 0 0.00 0 0.00 
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Control 

Hairpin Total 
reads

Trimmed 
reads

Trimmed 
(%)

Uridylated 
trimmed reads

Uridylated 
trimmed (%)

hsa-let-7a-1 148857 66890 44.94 1805 2.70

hsa-let-7d 143835 12074 8.39 577 4.78

hsa-mir-30a 106625 2517 2.36 1337 53.12

hsa-mir-30c-2 89507 4654 5.20 93 2.00

hsa-let-7e 74236 5509 7.42 2447 44.42

hsa-mir-182 69259 1030 1.49 54 5.24

hsa-let-7g 67155 2565 3.82 243 9.47

hsa-mir-98 57305 8678 15.14 2116 24.38

hsa-mir-106b 55067 34440 62.54 1079 3.13

hsa-let-7f-2 52256 22328 42.73 504 2.26

hsa-mir-30c-1 43832 9302 21.22 3477 37.38

hsa-mir-18a 39962 12830 32.11 735 5.73

hsa-mir-20a 39085 11917 30.49 1996 16.75

hsa-mir-26a-2 36209 19666 54.31 3787 19.26

hsa-mir-27b 34227 381 1.11 73 19.16

hsa-mir-191 30486 14521 47.63 4648 32.01

hsa-mir-30d 30172 2359 7.82 228 9.67

hsa-let-7a-2 28951 2291 7.91 809 35.31

hsa-mir-1226 26450 1883 7.12 700 37.17
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Control 

Hairpin Total 
reads

Trimmed 
reads

Trimmed 
(%)

Uridylated 
trimmed reads

Uridylated 
trimmed (%)

hsa-let-7c 22036 3356 15.23 1811 53.96

hsa-mir-24-2 21298 2691 12.63 63 2.34

hsa-mir-15a 17914 4504 25.14 306 6.79

hsa-mir-183 15719 1055 6.71 443 41.99

hsa-mir-196b 15147 1824 12.04 334 18.31

hsa-mir-1307 14955 2710 18.12 423 15.61

hsa-mir-17 8292 886 10.68 177 19.98

hsa-mir-148b 7756 428 5.52 1 0.23

hsa-mir-26a-1 7629 1995 26.15 497 24.91

hsa-mir-24-1 5635 1302 23.11 59 4.53

hsa-let-7i 5118 424 8.28 19 4.48

hsa-mir-103a-1 4918 1313 26.70 233 17.75

hsa-mir-103a-2 4812 901 18.72 71 7.88

hsa-mir-7-1 3759 2149 57.17 591 27.50

hsa-mir-16-1 3075 394 12.81 77 19.54

hsa-mir-196a-2 3062 1745 56.99 744 42.64

hsa-mir-101-1 2778 579 20.84 18 3.11

hsa-mir-185 2144 33 1.54 11 33.33

hsa-mir-15b 2025 30 1.48 3 10.00
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Control 

Hairpin Total 
reads

Trimmed 
reads

Trimmed 
(%)

Uridylated 
trimmed reads

Uridylated 
trimmed (%)

hsa-mir-105-1 1321 150 11.36 23 15.33

hsa-mir-105-2 1229 146 11.88 23 15.75

hsa-mir-3607 1141 16 1.40 0 0.00

hsa-mir-30b 860 388 45.12 8 2.06

hsa-mir-345 573 107 18.67 5 4.67

hsa-mir-221 527 277 52.56 70 25.27

hsa-mir-449a 506 7 1.38 7 100.00

hsa-mir-10b 496 274 55.24 15 5.47

hsa-mir-26b 459 120 26.14 1 0.83

TUTKD (TUT7/4/2 KD) 

Hairpin Total 
reads

Trimmed 
reads

Trimmed 
(%)

Uridylated 
trimmed reads

Uridylated 
trimmed (%)

hsa-mir-21 666506 11043 1.66 2179 19.73

hsa-let-7f-1 1783537 1385900 77.71 241235 17.41

hsa-let-7b 385241 298189 77.40 61390 20.59

hsa-let-7a-3 375958 307254 81.73 4592 1.49

hsa-mir-423 120155 1897 1.58 109 5.75

hsa-mir-93 126946 58714 46.25 10929 18.61
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TUTKD (TUT7/4/2 KD) 

Hairpin Total 
reads

Trimmed 
reads

Trimmed 
(%)

Uridylated 
trimmed reads

Uridylated 
trimmed (%)

hsa-let-7a-1 473040 439060 92.82 7856 1.79

hsa-let-7d 152561 74402 48.77 1691 2.27

hsa-mir-30a 93713 3129 3.34 470 15.02

hsa-mir-30c-2 74924 9239 12.33 136 1.47

hsa-let-7e 39590 9182 23.19 721 7.85

hsa-mir-182 116461 2053 1.76 74 3.60

hsa-let-7g 35234 15450 43.85 1719 11.13

hsa-mir-98 79126 53334 67.40 10266 19.25

hsa-mir-106b 115677 104689 90.50 4693 4.48

hsa-let-7f-2 164831 152765 92.68 1821 1.19

hsa-mir-30c-1 37859 17996 47.53 1590 8.84

hsa-mir-18a 97841 84185 86.04 2334 2.77

hsa-mir-20a 26602 9240 34.73 542 5.87

hsa-mir-26a-2 62552 45143 72.17 1199 2.66

hsa-mir-27b 16735 311 1.86 33 10.61

hsa-mir-191 32783 24502 74.74 2159 8.81

hsa-mir-30d 15414 3807 24.70 54 1.42

hsa-let-7a-2 14769 2690 18.21 234 8.70

hsa-mir-1226 16448 3752 22.81 729 19.43
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TUTKD (TUT7/4/2 KD) 

Hairpin Total 
reads

Trimmed 
reads

Trimmed 
(%)

Uridylated 
trimmed reads

Uridylated 
trimmed (%)

hsa-let-7c 11607 3337 28.75 375 11.24

hsa-mir-24-2 15486 2599 16.78 30 1.15

hsa-mir-15a 24921 21157 84.90 1351 6.39

hsa-mir-183 21571 4565 21.16 1067 23.37

hsa-mir-196b 8656 2830 32.69 134 4.73

hsa-mir-1307 10234 3139 30.67 198 6.31

hsa-mir-17 6020 1903 31.61 198 10.40

hsa-mir-148b 3639 1029 28.28 10 0.97

hsa-mir-26a-1 8549 3853 45.07 355 9.21

hsa-mir-24-1 5284 1466 27.74 8 0.55

hsa-let-7i 5933 2444 41.19 218 8.92

hsa-mir-103a-1 3158 1033 32.71 64 6.20

hsa-mir-103a-2 4472 1351 30.21 8 0.59

hsa-mir-7-1 7590 6698 88.25 538 8.03

hsa-mir-16-1 2194 417 19.01 30 7.19

hsa-mir-196a-2 2111 1346 63.76 317 23.55

hsa-mir-101-1 2544 982 38.60 10 1.02

hsa-mir-185 987 34 3.44 2 5.88

hsa-mir-15b 2149 77 3.58 1 1.30
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Table S4.4: List of oligonucleotides used in this study

  

Oligo 
name 

Sequence 
(5’ →   3’) 

siCont 

 ACGAAAUUGGUGGCGUAGGTT 

siTUT2_1 

 UUAAUCACCAGCACUAACGTT 

siTUT2_2 

 AUUACAUGGAGCUUGAUGUTT 

siTUT2_3 

 UAAAUCACCAUCACUGCUCTT 

siTUT2_4 

 UUGAUCUCAGUUUCUGUUGTT 

TUTKD (TUT7/4/2 KD) 

Hairpin Total 
reads

Trimmed 
reads

Trimmed 
(%)

Uridylated 
trimmed reads

Uridylated 
trimmed (%)

hsa-mir-105-1 1116 232 20.79 13 5.60

hsa-mir-105-2 867 167 19.26 7 4.19

hsa-mir-3607 625 6 0.96 0 0.00

hsa-mir-30b 1263 920 72.84 31 3.37

hsa-mir-345 587 305 51.96 31 10.16

hsa-mir-221 731 648 88.65 96 14.81

hsa-mir-449a 425 1 0.24 1 100.00

hsa-mir-10b 332 209 62.95 9 4.31

hsa-mir-26b 351 92 26.21 3 3.26
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Oligo 
name 

Sequence 
(5’ →   3’) 

siTUT4_1 

 UAUAAAGUCUGAAGCAACCTT 

siTUT4_2 

 UCUUUCUCUUCUUCAUUCCTT 

siTUT4_3 

 UUUCUUAUGUCGUUUCUCCTT 

siTUT4_4 

 AAUUUAAGCAGCUCUAACCTT 

siTUT7_1 

 UUUUCUUGUGCCUCUUUUCTT 

siTUT7_2 

 AUUUCUUUGUCCUCUUUGCTT 

siTUT7_3 

 UUUGACACGAAUACUUAUCTT 

siTUT7_4 

 UAAAUAGGUACUCAUGUUCTT 

pre-let-7a-1 

unmodified 

 UGAGGUAGUAGGUUGUAUAGUUUUAGGGUCACACCCACCACUGGGAGAUAACUAUACAAUCUACUGUCUUUC 

pre-let-7a-1 +U 

 UGAGGUAGUAGGUUGUAUAGUUUUAGGGUCACACCCACCACUGGGAGAUAACUAUACAAUCUACUGUCUUUCU 

pre-let-7a-1 L4 

 UGAGGUAGUAGGUUGUAUAGUUUUAUAACUAUACAAUCUACUGUCUUUC 

pre-let-7a-1 S14 

 UGAGGUAGUAGGUUGUUAGGGUCACACCCACCACUGGGAGAUCAAUCUACUGUCUUUC 

pre-let-7a-1 

∆C 

 UGAGGUAGUAGGUUGUAUAGUUUUAGGGUCACACCCACCACUGGGAGAUAACUAUACAAUCUACUGUCUUU 

pre-let-7a-1 

∆UC 

 UGAGGUAGUAGGUUGUAUAGUUUUAGGGUCACACCCACCACUGGGAGAUAACUAUACAAUCUACUGUCUU 

pre-let-7a-1 

∆UUC 

 UGAGGUAGUAGGUUGUAUAGUUUUAGGGUCACACCCACCACUGGGAGAUAACUAUACAAUCUACUGUCU 

pre-let-7a-1 

∆UUUC 

 UGAGGUAGUAGGUUGUAUAGUUUUAGGGUCACACCCACCACUGGGAGAUAACUAUACAAUCUACUGUC

pre-let-7a-1

∆CUUUC 

 UGAGGUAGUAGGUUGUAUAGUUUUAGGGUCACACCCACCACUGGGAGAUAACUAUACAAUCUACUGU 
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Oligo 
name 

Sequence 
(5’ →   3’) 

Ac-pre-let-7a-1 

 UGAGGUAGUAGGUUGUAUAGUUUUAGGGUCACACCCACCACUGGGAGAUAACUAUACAAUC 

3’ adapter 

 TGGAATTCTCGGGTGCCAAGG 

RT primer 

 CAAGCAGAAGACGGCATACGA 

2nd PCR Forward 

primer 

AATGATACGGCGACCACCGAGATCTACACGTTCAGAGTTCTACAGTCCGA 

2nd PCR Reverse 

primer 

CAAGCAGAAGACGGCATACGAGATCGTGATGTGACTGGAGTTCCTTGGCACCCGAGAATTCCA 
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5.1 Abstract
The genome and transcriptome are constantly modified by proteins in the cell. 
Recent advances in single-molecule techniques allow for high spatial and temporal 
observations of these interactions between proteins and nucleic acids. However, 
due to the difficulty of obtaining functional protein complexes, it remains challen-
ging to study the interactions between macromolecular protein complexes and 
nucleic acids. Here, we combined single-molecule fluorescence with various protein 
complex pull-down techniques and determined the function and stoichiometry of 
ribonucleoprotein complexes. Through the use of three examples from eukaryotic 
cells (Drosha, Dicer, and TUT4 protein complexes), we provide step-by-step guidance 
for using novel single-molecule techniques. Our single-molecule methods provide 
sub-second and nanometer resolution and can be applied to other nucleoprotein 
complexes that are essential for cellular processes. 
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5.2 Introduction

Interactions between protein assemblies and nucleic acids are essential elements 
of cellular processes, such as transcription, translation, and chromatin remodeling. 
A well-known example of such a protein assembly is the spliceosome, a multi-me-

gadalton ribonucleoprotein complex that uses numerous cofactors to catalyze the 
splicing of precursor messenger RNA [1, 2]. The ribonucleoprotein complex called 
RISC (RNA-induced silencing complex) is a key player in RNA interference-a cellular 
process of translational repression [3]. The biogenesis and regulation of microRNA 
(non-coding RNA that mediates RNA interference) involves several protein complexes 
such as human Drosha-DGCR8 [4, 5], human Dicer-TRBP [6, 7], Drosophila Dicer-Loqs 
[8, 9] and human TUTase-Trim25 [10].

A comprehensive analysis of nucleoprotein complexes is a stepping stone to 
understanding cellular processes. Recent advances in analytical and biochemical 
methods have led to numerous breakthroughs in the characterization of multi-
component protein assemblies in complexes with nucleic acids. High-throughput 
approaches, including large-scale tandem affinity purification, the yeast two-hybrid 
system, and mass spectrometry analysis, have been used to identify thousands of 
new protein complexes in yeast [11–15], Drosophila melanogaster [16, 17] and Caenor-
habditis elegans [18]. In parallel, advanced computational methods have emerged 
during the past decade, which made it possible to predict the formation of protein 
complexes [19]. Major advances in sample preparation and detection techniques 
have also enabled crystallographers and electron microscopists to determine the 
structure of large protein complexes interacting with nucleic acid substrates at an 
atomic resolution [20, 21].

Despite the wealth of information acquired from these analytical and biochemical 
methods, there is a need for complementary techniques that allow for real-time 
observations of the assembly and function of nucleoprotein complexes. Recently, we 
and other groups developed such single-molecule fluorescence methods. Hoskins 
et al. revealed the order of spliceosome assembly during pre-mRNA maturation in 
cell extract via single-molecule multi-color fluorescence [22, 23]. Single-molecule 
pull-down FRET allowed Nils et al. to visualize in real time the splicing of pre-mRNA 
by the spliceosome [24, 25]. Lee et al. used a single-molecule co-immunoprecipitation 
approach to investigate weak interactions between different proteins [26, 27]. Jain et 
al. developed single-molecule pull-down techniques to determine the stoichiometry 
of protein complexes [28–33]. We developed a single-molecule pull-down method 
to gain insight into the molecular mechanism of large nucleoprotein complexes 
involved in microRNA uridylation [34].

Here, we describe various single-molecule pull-down approaches and provide 
protocols for the purification and immobilization of ribonucleoprotein complexes 
associated with their native cofactors. Our pull-down methods in combination with 
single-molecule fluorescence allow for real-time visualization of protein complexes 
and RNA interactions. We describe several different strategies used in our labora-
tory and list the challenges that we encountered during the development of these 
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techniques. As a proof-of-concept, we show three examples of protein complexes 
involved in small RNA biogenesis (Drosha-DGCR8, human Dicer-TRBP, Drosophila 
Dicer 2-Loqs-PD, and a TUT4 complex) and illustrate how we elucidate the molecular 
bases of their functions. With this protocol, single-molecule fluorescence can be 
widely used to study nucleoprotein complexes.

5.3 Results & Discussion
5.3.1 Stoichiometry determination: Drosha-DGCR8 protein complex
The microprocessor complex, composed of Drosha and its cofactor DGCR8, plays an 
essential role in the initial stage of microRNA (miRNA) biogenesis. In the nucleus, the 
microprocessor binds to and subsequently cleaves pri-miRNA transcripts, resulting 
in the production of hairpin-structured pre-miRNAs [35]. Drosha hosts catalytic 
sites that are required for cleavage, while its cofactor DGCR8 enhances binding 
to the substrate pri-miRNA [35]. Using a single-molecule pull-down method, we 
determined the stoichiometry of Drosha and its cofactor DGCR8 in naturally formed 
protein complexes.

We advanced a single-molecule pull-down method from Jain et al. [28] by introdu-
cing a biotin-streptavidin conjugation scheme (Figure 5.1). We fused the N-terminus 
of Drosha with the acceptor peptide (AP) (Figure 5.2A), which is covalently coupled 
with biotin by the E. coli enzyme biotin ligase (BirA) [36, 37]. We fused DGCR8 with 
a fluorescent protein (eGFP) to be able to observe interactions between Drosha 
and DGCR8.

We immobilized the Drosha-DGCR8 complexes from the crude cell extract on the 
surface of the microfluidic chamber that was passivated with PEG with two rounds 
of PEGylation, as described by Chandradoss et al. in [38], and afterwards, coated 
with streptavidin (Figure 5.3A). However, we observed a prominent non-specific 
adsorption of cellular proteins to the glass surface. Comparison with a control 
chamber that was not treated with streptavidin, which thus should not show immo-
bilized proteins, revealed little difference in the number of detected molecules (data 
not shown). Tween-20 was recently reported to improve the surface passivation 
[38]. We observed that the additional treatment of the PEGylated surface with 5 % 
Tween-20 reduced the number of non-specific adsorption of cellular proteins by 
factor of two (data not shown). We note that it is not recommended to use BSA 
(bovine serum album) for surface passivation since BSA increases the degree of 
non-specific binding of proteins (unpublished observation).

To determine the stoichiometry of the Drosha-DGCR8 complexes immobilized on 
the surface, we excited eGFP with a laser beam and recorded its fluorescence signal 
until all of the eGFP molecules were photobleached. The number of photobleaching 
steps, defined as a sudden decrease in eGFP fluorescence intensity (Figure 5.3B), 
reflects the number of DGCR8 molecules associated with a single Drosha protein. 
Our photobleaching data Figure 5.3C) show that ~46% (236 among 513 analyzed 
molecules) of the microprocessor complexes are composed of one Drosha and two 
DGCR8 proteins, in agreement with recently published work by Nguyen et al. [39].
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Figure 5.1: Overview of the single molecule 
pull-down techniques

To determine whether the immobilized 
Drosha-DGCR8 complexes were capable 
of binding RNA substrates, we introduced 
Cy5-labeled pri-miRNA, a known substrate 
of Microprocessor [40], into the microfluidic 
chamber (Figure 5.3D). Simultaneous illumi-
nation of eGFP and Cy5 dyes allowed us to 
co-localize RNA bound to Drosha-DGCR8, 
suggesting that the immobilized Micropro-
cessor complexes retained its RNA-binding 
activity.

We emphasize that when attempting 
to immobilize a protein of interest directly 
from the cell extract, it is important to pay 
attention to the high amount of proteins in 
the cell extract. It is crucial to maximize the 
quality of the glass surface and minimize 
the incubation time of the cell extract (we 
recommend an incubation for 30 seconds 
or less). As an alternative, one could employ 
an additional purification step to reduce 
the content of unwanted proteins before 
applying the protein sample to a microf-
luidic chamber. Examples of a tandem 
purification scheme are described in the 
following sections.

5.3.2 Drosophila Dicer-2 associated  
 with Loquacious-PD
Drosophila melanogaster Dicer-2 (dmDicer-2) 
is an endoribonuclease that processes long 
double stranded RNA (dsRNA) molecules 
into 21-nt small interfering RNAs (siRNAs). 
For efficient cleavage of RNA substrates, 
dmDicer-2 requires a cofactor, Loqua-
cious-PD [41]. Loquacious-PD also facili-
tates the loading of dsRNA substrates onto 
dmDicer-2 [42]. To visualize the binding of 
a dsRNA substrate by dmDicer-2 at the 
single-molecule level, we sought to develop 
a single-molecule pull-down assay advancing our previously reported SIMPlex 
technique (Single-molecule approach to Immunoprecipitated Protein complexes) 
[34]. For this purpose, we tested various immobilization schemes.
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Figure 5.2: Plasmid constructs
(A) Illustrated are the constructs 
used for Figure 5.3. AP stands for 
the acceptor peptide that is recog-
nized by BirA. DGCR8 is tagged 
with a fluorescent protein, eGFP. 
(B) Illustrated are the constructs 
used for Figure 5.4. Dicer-2 is 
tagged with the FLAG epitope. 
Loquacious-PD is tagged with the 
1xc-Myc epitope. (C) Illustrated is 
a construct used for Figure 5.5. 
hDicer is tagged with 1xFLAG, 
TEV (Tobacco Etch Virus), and AP. 
(D) Illustrated is a construct used 
for Figure 5.6. TUT4 is tagged with 
FLAG epitope and a fluorescent 
protein (mCherry).

In the first attempt, we immobilized the dmDicer-2/
Loquacious-PD complex from the crude cell extract 
using antibodies. We immobilized a primary biotiny-
lated anti-rabbit IgG antibody, which allowed us to 
immobilize the secondary anti-c-Myc antibody that 
targets the 1xc-Myc tag  fused to Loquacious-PD 
(Figure 5.2B and Figure 5.4A). Upon introduction of a 
70-nt long Cy3-labeled dsRNA substrate, we observed 
a large number of binding events (dark spots on the 
CCD image, Figure 5.4B, left panel). However, a control 
without antibodies also showed a substantial number 
of binding events (CCD image in the Figure 5.4B, right 
panel). These results suggested that other RNA-bin-
ding proteins in the cell extract were non-specifically 
adsorbed on the surface and mediated RNA binding, 
which is consistent with our previous observation [34]. 
We note that the high concentration of proteins in 
the cell extract lead to a non-specific adsorption of 
many proteins on the surface of the imaging chamber, 
among which RNA binding proteins can interact with 
dye-labeled RNA molecules.  

To overcome non-specific adsorption, we prepared 
higher purity immunoprecipitates via two rounds of 
immunoprecipitation. In the first round of immunop-
recipitation, the dmDicer-2/Loquacious-PD complex 
was pulled down using anti-c-Myc coated beads that 
target Loquacious-PD. After elution of the dmDicer-2/
Loquacious-PD complex from the beads, a second 
round of immunoprecipitation was conducted on a 
single-molecule surface coated with a primary bioti-
nylated anti-rabbit IgG antibody and a secondary anti-
FLAG antibody that targeted FLAG-tagged dmDicer-2. 
Upon introduction of the Cy3-labeled dsRNA, we 

observed that this immobilization scheme generated little fluorescence (34.3 ± 9.0 
binding events per field of view; CCD image in Figure 5.4C, left panel). This obser-
vation suggests that two rounds of immunoprecipitation improved the purity of the 
IP, resulting in a reduced background of non-specific interactions. However, the lack 
of Cy3 fluorescence signals indicated that there were few dmDicer-2/Loquacious-PD 
immobilized on the surface. This could be due to the overrepresentation of Loqua-
cious-PD compared to dmDicer-2 in the crude cell extract. Pull-down with anti-c-Myc 
coated beads might have resulted in a large quantity of Loquacious-PD that was not 
associated with dmDicer-2. Alternatively, even if dmDicer-2/Loquacious-PD complex 
was immobilized, the FLAG antibody might have affected the ability of dmDicer-2 to 
bind to RNA substrates.



159159159159159

5

Quartz slide
PEG (biotinylated)
Streptavidin
Biotinylated

Drosha

TIR beam

Cy5
DGCR8-EGFP
pri-miRNA

A

D

B

0 100 200

0

1

2
 DGCR8-EGFP

Ph
ot

ob
le

ac
hi

ng
st

ep
s

Time (s)

C

EGFP Cy5

1 2 3 4 > 4
0.0

0.5

1.0

N
or

m
al

iz
ed

 c
ou

nt

Photobleaching steps

N = 507

Figure 5.3: Single-molecule stoichiometry measurement
(A) Schematic overview of a single-molecule stoichiometry measurement. Biotinylated Drosha-
DGCR8/eGFP complexes were immobilized on a PEGylated surface using biotin-streptavidin conjuga-
tion. Cy5-labeled pri-miRNA molecules were introduced into the imaging chamber. (B) Representative 
time trajectory of eGFP fluorescence. The stoichiometry of DGCR8 molecules associated with Drosha 
molecules was determined by counting the number of eGFP photobleaching steps (indicated with 
dashed lines). (C) Bar plot showing the distribution of the Drosha/DGCR8 stoichiometry. (D) Ability 
of Drosha-DGCR8 complexes to bind RNA molecules was confirmed using the co-localization of 
pri-miRNA and DGCR8. The figure shows a camera screenshot with eGFP molecules in the left 
channel and Cy5 molecules in the right channel. The red circles indicate co-localized DGCR8 (eGFP) 
and pri-miRNA (Cy5).

To enrich the immunoprecipitate with dmDicer-2, we changed the order of the 
purification scheme. We pulled down dmDicer-2 in the first round of immunopreci-
pitation using an anti-FLAG antibody. For the second round of immunoprecipitation 
on the single-molecule surface, we used the anti-c-Myc antibody that targets Loqua-
cious-PD. With this scheme, we observed a large amount of fluorescence signal upon 
introduction of Cy3-labeled dsRNA, suggesting that the immobilized complexes are 
potent for RNA binding (546.0 ± 44.7 binding events per field of view; CCD image in 
Figure 5.4C, right panel). In addition, a control surface without antibodies (data not 
shown) showed hardly any fluorescence signal. These results suggest that a tandem 
purification scheme can be used to purify protein complexes with high purity. In 
summary, it is essential to determine how many rounds of pull-down are required to 
reach purity that is suitable for single-molecule observation, to optimize the order 
of pull-down to obtain protein complexes in a high yield, and to empirically select 
the position of tags that allows for reliable immobilization. 
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Figure 5.4: Single-molecule binding measurement
(A) Schematic overview of a single-molecule pull-down assay for Dicer-RNA interactions. Immunopre-
cipitated dmDicer-2/Loquacious-PD is immobilized on a PEGylated surface using various antibodies. 
Binding of RNA was observed after injecting a 70-nt Cy3 labeled dsRNA. (B) Crude cell extract is 
added on a PEGylated surface coated with a primary biotinylated anti-rabbit IgG antibody bound 
to a secondary anti-c-Myc antibody (left panel) or without a primary biotinylated anti-rabbit IgG 
antibody bound to a secondary anti-c-Myc antibody (right panel). Binding of RNA was observed after 
introducing a 70-nt Cy3 labeled dsRNA. The histogram on the right displays a normalized number 
of dsRNA molecules docked to the surface. (C) Immunoprecipitated dmDicer-2/Loquacious-PD is 
immobilized on a PEGylated surface using biotinylated anti-rabbit IgG antibody bound to anti-FLAG 
antibody (left panel) or using biotinylated anti-rabbit IgG antibody bound to anti-c-Myc antibody 
(right panel). Binding of RNA was observed after introducing a 70-nt Cy3 labeled dsRNA. The 
histogram on the right displays a normalized number of dsRNA molecules docked to the surface.

5.3.3 Human Dicer associated with TRBP
In humans, the endoribonuclease Dicer processes pre-miRNAs into mature miRNAs 
[3]. Dicer is associated with dsRNA-binding protein TRBP. A static picture of 
pre-miRNA maturation by the Dicer complex was provided by structural and bioche-
mical studies, but a more dynamic view of this process remains to be established.

To visualize miRNA processing by the Dicer-TRBP complex at the single-molecule 
level, we employed a tandem purification method that allows the pull-down and 
surface immobilization of protein complexes. To pull down and immobilize TRBP-as-
sociated Dicer on a surface, we cloned FLAG, TEV (tobacco etch virus) and AP tags 
upstream of the human Dicer coding sequence [43]. The three tags were used for 



161161161161161

5

0

5

10

15

20

pr
e-

m
iR

NA
s 

bo
un

d

 Dice
r

 

Dice
r-T

RBP

A B

C
No protein 

pre-let-7a-1

hDicer only hDicer-TRBP 

hDicer-TRBPhDicer

Quartz slide
PEG (biotinylated)
Streptavidin
Biotinylated
human Dicer

TIR beam

pre-let-7a-1
Cy5

0 40 80 120 160 200 240
0

400

800

 In
te

ns
ity

 (a
.u

)

Time (sec)

 

pre-let-7a-1-Cy5
Binding
Dissociation

offΔτ

onΔτ

Figure 5.5: Single-molecule kinetics measurement
(A) Schematic overview of a single-molecule pull-down assay for Dicer-RNA interactions. Immunopre-
cipitated human Dicer-TRBP complexes were immobilized on a PEGylated surface using biotin-strep-
tavidin interaction. Cy5-labeled pre-let-7a-1 was introduced into the imaging chamber by flow. 
Interactions between surface-immobilized Dicer-TRBP and Cy5-labeled pre-let-7a-1 were recorded 
in real time. (B) CCD images display the RNA binding activity of Dicer (middle) and the Dicer-TRBP 
complex (right). Passivated surface without Dicer immobilized was used as negative control (left). 
The histogram on the right displays a normalized number of pre-let-7a-1 stably bound to Dicer 
(white) or to Dicer-TRBP (grey). (C) Representative time trajectory (obtained with a time resolution 
300 ms) displays six binding events of Cy5-labeled pre-let-7a-1 to a single Dicer-TRBP complex. 
The black arrow indicates the binding and the grey arrow indicates the dissociation of pre-let-7a-1.

immunoprecipitation, elution and in vivo biotinylation, respectively (Figure 5.1 & 
Figure 5.2C). BirA enzyme was co-expressed for in vivo biotinylation of the AP tag. 
After the purification process (in vivo biotinylation, FLAG immunoprecipitation and 
TEV elution), the IPs were immobilized on the surface of the imaging chamber via 
biotin-streptavidin conjugation (Figure 5.1 & Figure 5.5A).

We introduced a dye-labeled pre-miRNA into the imaging chamber. After 5 
minutes of incubation, we washed away the unbound pre-miRNA and quantified the 
RNA binding activity of each protein complex by taking snapshots of different fields 
of view (Figure 5.5B). The dark spots on the CCD image represent single Cy5-labeled 
pre-miRNAs that are stably bound to single Dicer proteins. Compared to Dicer 
alone, Dicer-TRBP showed an increase in the RNA binding activity of one order of 
magnitude (Figure 5.5B).  A passivated surface without immobilized Dicer did not 
show any adsorption of RNA, ruling out any nonspecific interactions between RNA 
and the glass surface (Figure 5.5B). This single-molecule approach can be used to 
quantify the previously reported enhancement of RNA binding activity mediated 
by TRBP [44].
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To visualize the interaction between the Dicer-TRBP complex and pre-miRNA in 
real time, we introduced dye-labeled RNA into the imaging chamber while recording 
the binding events. The representative time trace (Figure 5.5C) shows a sudden 
increase of the fluorescence, which reflects the interaction of surface-immobilized 
Dicer-TRBP with the RNA molecule, followed by RNA dissociation that is reflected 
by the loss of the fluorescence signal. The time trace can be further analyzed to 
determine kinetic parameters, including the binding and dissociation rates, which 
allows to draw the energy landscape of substrate recognition and processing by 
Dicer complexes. The average binding dwell-time (<Δτon>) is obtained from a distri-
bution of the interaction time between Dicer complexes and pre-miRNA (Δτon). The 
dissociation rate (koff) is the inverse of <Δτon>. The association rate (kon) is the inverse 
of the average time interval between two successive binding events (Δτoff).

5.3.4 Single-molecule FRET measurements on TUT4 protein complexes
Terminal uridylyl transferases (TUTs) function as integral regulators of miRNA biogenesis.  
Recent studies have shown that TUT4 (ZCCHC11), TUT7 (ZCCHC6) and TUT2 (GLD2/
PAPD4) enhance the maturation of pre-miRNAs through distributive mono-uridylation 
[45, 46]. In contrast, in embryonic stem cells and cancer cells, where Lin28 is enriched, 
TUT4 and TUT7 inhibit pre-miRNA maturation through oligo-uridylation [46–49]. The  
oligo U-tail promotes degradation by the exonuclease DIS3L2 [34, 47, 50, 51]. Although 
the general mechanism of oligo-uridylation has been well established, the underlying 
molecular mechanism remains poorly understood. 
This limited understanding is mainly due to the lack of full-length recombinant TUT4. 
Therefore, we employed our single-molecule pull-down method that makes use of 
tandem purification to obtain high purity full-length TUT4 [34]. In brief, TUT4-FLAG-
mCherry proteins were pulled down from a crude cell extract using beads coated with 
FLAG antibodies, followed by a second round of immunoprecipitation directly in the 
single-molecule chamber (Figure 5.1). This scheme resulted in the immobilization of 
TUT4 through mCherry anti-RFP conjugation (Figure 5.6A). Next, we reconstituted the 
ternary complex required for oligo-uridylation by introducing a Cy5-labeled pre-miRNA 
substrate that was pre-incubated with the processivity factor Lin28b. After equilibration, 
the Lin28b-bound pre-miRNA complex docked to the immobilized TUT4 proteins 
(Figure 5.6A) [34].

To initiate oligo-uridylation by the immobilized ternary TUT4/Lin28b/pre-miRNA 
complex, we injected a solution containing 100 µM UTP into the microfluidic chamber. 
To track the molecular dynamics of oligo-uridylation in real time, we included 10 nM 
Cy3-labeled oligonucleotide dA15 (oligo-dA15). Upon elongation of the U-tail, oligo-dA15 

hybridized with the U-tail, resulting in a stepwise increase of the total fluorescence 
intensity (Figure 5.6B, black line). Intriguingly, we obtained a signal from the Cy5-labeled 
pre-miRNA while exciting the Cy3-labeled oligo-dA15, suggesting that Förster resonance 
energy transfer (FRET) occurred between these two dyes (Figure 5.6B, green and red 
line). Apparent FRET efficiency is the ratio between IA (acceptor signal) and (ID + IA) (total 
signals summing donor and acceptor signals). Upon hybridization of the first oligo-dA15, 
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Figure 5.6: Single-molecule FRET measurement
(A) Schematic overview of a single-molecule FRET assay. Immunoprecipitated TUT4-Flag-mCherry 
proteins were immobilized on a PEGylated surface using anti-RFP antibodies (RFP, red fluorescent 
protein).  Next, Lin28b/pre-let-7a-1 complexes were immobilized to the surface in a TUT4 specific 
manner. Oligo uridylation was tracked in real-time by simultaneously injecting UTP with Cy3-labeled 
oligo dA15. (B) Representative time trajectory of the donor (Cy3, green), acceptor (Cy5, red), total 
fluorescence intensity (black), and the corresponding FRET values are in blue. Thick lines in green 
(Cy3), red (Cy5), and blue represent single-exponential fits of each oligo dA15 hybridization event. 
Thick lines in black represent the mean value of the total intensity during the hybridization of an oligo 
dA15. (C) Contour plot of the evolution of FRET over time, measured with 749 single TUT4 complexes.

we observed an increase in FRET (Figure 5.6B, blue line) that gradually decreased 
during the elongation of the U-tail. When the U-tail had reached a sufficient length, a 
second oligo-dA15 hybridized, leading to another increase in FRET that again gradually 
decreased over time (Figure 5.6B and 6C). This suggests that TUT4 and Lin28 maintain 
a tightly associated complex, which captures the 3’ end of pre-miRNA and brings it 
to its own catalytic domain. This mechanism hints at the formation of a unique closed 
loop of the U-tail during oligo-uridylation by TUT4 (Figure 5.6B).

To obtain a kinetic understanding of the oligo-uridylation process, we analyzed the 
gradually decreasing FRET events (Figure 5.6C). Each oligo-dA15 hybridization event 
was selected using home-written Matlab software. The starting time and the FRET 
values of selected events were normalized such that all the events start with a FRET 
efficiency value 1. To visualize the distribution among the decaying FRET traces, a 
contour plot was made of the normalized FRET data. The kinetic rate was extracted by 
fitting the data from the contour plot with a single-exponential decay, which resulted 
in an average dwell time of 38 sec per oligo-dA15 hybridization event. 
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Our oligo-uridylation data suggest that we were able to obtain functional full-
length TUT4 molecules with high purity through the single-molecule pull-down 
method. In addition, by using FRET, we uncovered that TUT4 and Lin28 remain in tight 
contact while making use of a unique closed loop formation during oligo-uridylation. 
Recent crystal structures of the yeast homolog Cid1 showed that the surface of the 
C-terminal domain of Cid1 is mostly positively charged [52], which might facilitate 
loop formation by wrapping the U-tail around the protein. This suggests that the 
loop formation may be a general feature of TUTs.

5.4 Conclusion
We have shown that when integrated with protein complex pull-down methods, 
single-molecule fluorescence techniques become pertinent tools to obtain mecha-
nistic insights into ribonucleoprotein complexes. These techniques can be applied to 
study the function and stoichiometry of any nucleoprotein that is difficult to obtain 
using traditional biochemical methods. However, special consideration must be given 
to protein complex purification and surface immobilization to attain single-molecule 
observation of functionally active proteins that are free from surface artifacts.

5.5 Experimental procedures
5.5.1 Cell culture: HEK-293T cells
Human embryonic kidney cells (HEK-293T) were maintained in Dulbecco’s Modified 
Eagle’s Medium (DMEM, 31885023, Gibco®) supplemented with 10 % fetal bovine 
serum (FBS, heat-inactivated, Greiner Bio-One) at 37°C and 5 % CO2. Before trans-
fection, cells were split into 10 cm cell culture dishes to a confluence of 25 %. After 
24 hours of growth, plasmids of interest were transfected using a CaPO4 transfection 
method [53]. For the in vivo biotinylation of human Dicer and Drosha proteins, an 
additional plasmid coding for the BirA enzyme was co-transfected. After 5 hours, 
the medium was exchanged with fresh DMEM containing 1 µg/ml biotin (B4639, 
Sigma), and the transfected cells were incubated for another 48 hours to enable 
protein expression and in vivo biotinylation.

5.5.2 Cell culture: SL2 cells
Schneider’s Drosophila Line 2 (SL2, CRL-1963™, ATCC®) was maintained in HyClone 
SFX-Insect Cell Culture medium (SH30278.LS, GE Healthcare HYCLONE) supple-
mented with 10% FBS (heat-inactivated, Greiner Bio-One) at 25°C. When the culture 
reached a density of 0.5 x 106 cells/ mL, the cells were transfected using the FuGENE® 
HD transfection method (E2311, Promega). After 24 hours of incubation, 1 mM CuSO4 
was added to the medium, and the cells were incubated for an additional 48 hours.

5.5.3 Cell harvest and lysis
Before the transfected cells were harvested with scrapers, DMEM was removed 
and the cells were washed with ice-cold Dulbecco’s Phosphate-Buffered Saline 
(DPBS, 14200 Gibco®). Subsequently, the cells were transferred to 15 mL tubes 
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and centrifuged at 276 x g and 4°C for 5 min to form cell pellets. After the removal 
of the supernatant, the cell pellets were frozen and stored at -80 °C until further 
processing. Before lysis, the cells were thawed on ice for over 30 min. Subsequently, 
HEK-293T and SL2 cells were resuspended in buffer D (20 mM Tris-HCl [pH 8.0], 
200 mM KCl and 0.2 mM EDTA) and lysis buffer SL2 (30 mM HEPES-KOH [pH 7.4], 
100 mM KOAc, 10 % glycerol, 0.1 % Triton X-100), respectively. Lysis was carried 
out by carefully passing the cells 10 times through a needle (30 ½ gauge, BD), 
while avoiding the formation of air bubbles. Afterwards, the lysate was centrifuged 
twice (16,100  x g at 4 °C, for 20 min) to remove cell debris (pellet). The recovered 
cell extract (supernatant) was either directly used for single-molecule experiments 
(Drosha-DGCR8), or alternatively, tandem purification steps were carried out to 
obtain higher purity samples (dmDicer-2, hDicer and TUT4). To prevent disturbing the 
protein complexes, it is important to perform the cell lysis and immunoprecipitation 
in a gentle manner and in a physiologically relevant buffer. We do not recommend 
the use of sonication as a cell lysis method because this may cause protein complexes 
to disassemble and form aggregates [54].

5.5.4 Immunoprecipitation and elution
For immunoprecipitation of 1xFLAG-tagged proteins (dmDicer-2, hDicer, and TUT4), 
1 mg of total protein in the cell extract was incubated with 2.5 µL of anti-FLAG 
antibody-conjugated agarose beads (50 % slurry, anti-FLAG® M2 affinity gel, A2220, 
Sigma) under gentle agitation at 4°C for 30 to 60 min. It is noted that a longer incu-
bation time may increase the number of non-specific interactions and result in the 
pull-down of contaminant proteins. After incubation, the beads were gently washed 
five times with buffer D or buffer SL2 and resuspended in 10 µL of buffer D or buffer 
SL2, resulting in 100 µg/µL of total protein concentration. hDicer was eluted from 
the beads by site-specific cleavage using Tobacco Etch Virus TEV protease (0.05 
U/µL) (V6101, Promega) at 30°C for 90 min. Alternatively, the proteins of interest 
(dmDicer-2 and TUT4) were eluted from the beads using 2 mM 3xFLAG® peptide 
(F4799, Sigma). The eluted proteins were supplemented with glycerol to a final 
concentration of 10 %, aliquoted and snap-frozen with liquid nitrogen for long-term 
storage at -80°C. The immunoprecipitates (IPs) were tested for the enrichment of 
the proteins of interest using western blot analysis, while the catalytic activities of 
the IPs were tested with bulk assays (data not shown).

5.5.5 Single-molecule pull-down
To increase purity of the IPs, an additional purification step was carried out directly on 
the surface of the imaging chamber using streptavidin or specific antibodies targeting 
the proteins of interest with nanomolar affinity range. This allowed for an efficient 
immobilization of the protein of interest, while discarding unwanted contaminant 
proteins (Figure 5.1). Single-molecule pull-down procedures are described case by 
case in the Results and Discussion sections.
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5.5.6 Nucleic acids preparation: Stem-loop RNA
All of the RNA constructs used in this study were synthesized by ST Pharm Co., 
Ltd., South Korea. Precursor-microRNA (pre-miRNA) molecules were constructed by 
ligating two synthetic RNAs. First, a single-stranded RNA containing a 5’ phosphate 
and a half of the terminal loop of pre-miRNA (100 pmol, strand J in Table S5.1) was 
mixed with the 5’ strand that contained the other half of the terminal loop (200 pmol, 
strand K in Table S5.1). The mixture (20 μL) in TE buffer supplemented with 100 mM 
NaCl was annealed by heating it to 80°C, followed by a slow cooling down to 4 o C 
(-1°C/ 4 min in a thermal cycler). The annealed substrate was ligated using 3 μL of 
T4 RNA ligase (5 U/μL, AM2140, Invitrogen), 3 μL of 0.1 % BSA (AM2616, Ambion), 
5 μL of the 10x ligation buffer provided, and 19 μL of H2O at 16°C for 24 hrs. After 
acid phenol-chloroform extraction and ethanol precipitation, the RNA was purified 
with 12.5 % urea polyacrylamide gel.

The primary miRNA (pri-miRNA) substrate was constructed using the method 
described above. However, due to its length of 116 nucleotides (nt), pri-miRNA 
had to be ligated in two ligation steps. In the first ligation, a stem-loop structure 
was constructed (strands A and B in Table S5.1), followed by an additional ligation 
with a supplementary single-stranded RNA tail (strand C in Table S5.1) to obtain 
the full-length construct.

5.5.7 Nucleic acids preparation: Double-stranded RNA
First, two 70-nt ssRNA strands were constructed by ligating two synthetic RNAs 
with a DNA splint following the method described in section 2.5.1. The DNA splint 
was used to facilitate the ligation of the two RNA strands by T4 RNA ligase 2 (10 
U/μL, M0239L, NEB). For the first strand, the ligation mixture contained a 34-nt 
Cy3-labeled RNA (200 pmol, strand D in Table S5.1), a 36-nt RNA containing a 5’ 
phosphate (200 pmol, strand E in Table S5.1) and a DNA splint (300 pmol, strand F in 
Table S5.1). For the second strand, the ligation mixture contained a 45-nt RNA with 
a 5’ phosphate (200 pmol, strand H in Table S5.1), a 25-nt RNA with a 5’ phosphate 
(200 pmol, strand H in Table S5.1) and a DNA splint (300 pmol, strand I in Table 
S5.1). After acid phenol-chloroform extraction and ethanol precipitation, both RNA 
strands were purified using a 10 % urea polyacrylamide gel. Both RNA strands were 
annealed following the method described in section 5.5.6 on page 166.

5.5.8 Nucleic acids preparation: DNA
The fluorescently labeled ssDNA (dA15) was purchased from IDT DNA, USA.

5.5.9 Nucleic acids preparation: RNA labeling
All RNA strands were labeled with the NHS-ester form of cyanine dyes, Cy3 or Cy5, 
(GE Healthcare), with an almost 100% efficiency, as described elsewhere (Selvin & 
Ha, 2007). The positions of the labeled bases are indicated in Table S5.1.
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5.5.10 Single-molecule fluorescence microscopy
A prism-type total internal reflection microscope was used for the single-molecule 
experiments. eGFP molecules were excited with a 473nm solid-state laser (OBIS LX 75 
mW, Coherent), Cy3 molecules were excited with a 532nm solid-state laser (Compass 
215M-50, Coherent), and Cy5 molecules were excited with a 632nm solid-state laser 
(25 LHP 928, CVI Melles Griot). To obtain the time traces, we excited eGFP, Cy3 and 
Cy5 molecules as weakly as possible to minimize their rapid photobleaching during 
the observation time. The fluorescence signals from single molecules were collected 
through a 60x water immersion objective (UPlanSApo, Olympus) with an inverted 
microscope (IX71, Olympus). To block 473nm, 532nm and 632nm laser scattering, 
we used a 473nm long-pass filter (Chroma), a 550nm long-pass filter (Chroma) and 
a 633nm notch filter (SemRock), respectively. Data were obtained in either single 
color or dual color mode. For dual color measurements, fluorescence signals were 
spatially split with a dichroic mirror (λcutoff = 645 nm, Chroma) and imaged onto two 
halves of an EMCCD camera (iXon 897, Andor Technology).

5.5.11 Microfluidic chamber preparation and immobilization schemes
To eliminate the nonspecific surface adsorption of proteins and nucleic acids to a 
quartz surface, piranha-etched slides (Finkenbeiner) were passivated with polyet-
hylene glycol (PEG) over two rounds of PEGylation as described previously [38]. To 
further improve the surface quality for the experiments where crude cell extracts 
were used (Section 3.1), the assembled microfluidic flow chambers were incubated 
with 5 % Tween-20 (v/v in T50 buffer: 10 mM Tris [pH 8.0], 50 mM NaCl) for 10 
minutes, followed by a washing step with 100 µL of T50 buffer [55]. Afterwards, 
slides were incubated with 50 µL of streptavidin (0.1 mg/mL, S888, Invitrogen) for 
2 minutes followed by a washing step with 100 µL of buffer of interest. Biotinylated 
proteins were specifically immobilized by incubating the chamber with 50 µL of 
immunoprecipitated protein or crude cell extract (500x diluted in buffer D) for 5 or 
0.5 minutes, respectively. The remaining unbound proteins were washed away with 
100 µL of the buffer of interest supplemented with an oxygen scavenging system 
(0.8 % glucose (v/v), 0.1 mg/mL glucose oxidase (G2133, Sigma), 17 μg/μL catalase 
(Roche)). Oxygen scavenging system was used to reduce photobleaching and 1 
mM Trolox (238813, Aldrich) was used to reduce photoblinking of the dyes [56]. 
The interaction between the biotinylated proteins and streptavidin was stable for 
several hours without any noticeable dissociation (data not shown). 

Alternatively, when the proteins of interest were not biotinylated, commercially 
available biotinylated antibodies were used for specific immobilization. In brief, after 
flushing the unbound streptavidin away, the chamber was incubated with 50 µL of 
biotinylated-antibody (66 nM) for 5 minutes. The remaining unbound antibodies were 
washed away with 100 µL of buffer of interest, and 20-50 µL of diluted immunopre-
cipitated protein or crude cell extract was introduced to the microfluidic chamber. 
After 5 minutes of incubation, the unbound proteins were washed away with the 
buffer of interest supplemented with an oxygen scavenging system and Trolox.
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5.5.12 Single-molecule data acquisition and analysis
A series of CCD images were acquired with lab-made software written in Visual C++ 
with a time resolution of 0.03 – 1 sec. Fluorescence images and time traces were 
extracted with programs written in IDL (ITT Visual Information Solutions) and analyzed 
with Matlab (MathWorks) and Origin (OriginLab Corporation). To systematically 
select single-molecule fluorescence signals of eGFP, Cy3 or Cy5 from the acquired 
images, we employed an algorithm written in IDL that searched for fluorescence 
spots with a defined Gaussian profile and with signals above a threshold. Apparent 
FRET (Förster resonance energy transfer) efficiency was defined as IA/(ID+IA), where 
ID and IA represent the donor (Cy3) and acceptor (Cy5) signals from two fluorescence 
spots from an identical same molecule, respectively.
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5.6 Supplementary information

5.6.1 Supplementary tables

Name Sequence (5’ → 3’)a

Pri-miRNA Drosha-DGCR8

Strand C was Cy5-labeled.

(5.3.1 on page 156)

A: GAU ACU AUA CUG AGA GCA UUC CGU UAU GUA GCA UUU CUU GGU UGU GAG 

GGG UUG UGC

B: AAG AAG AAU CUC ACG AUC AAG GAA UGC UAC AU

C: AAC GGA GuG UUU GAG CAG ACC CGC GAC U

dsRNA Drosophila Dicer-2 

Strand D was Cy3-labeled

(5.3.2 on page 157)

D: AAG AAG AAU CUC ACG AUC AAG GAA UGC uAC AUA A

E: pCGG AGU GUU UGA GCA GAC CCG CGA UCU UUC AUU GCC

F: CTC AAA CAC TCC GTT ATG TAG CAT TC

G: pGGC AAU GAA AGA UCG CGG GUC UGC UCA AAC ACU CCG UUA UGU AGC

H: pAUU CCU UGA UCG UGA GAU UCU UCU U

I: ACG ATC AAG GAA TGC TAC ATA ACG GA

pre-let-7a-1 Human Dicer 

Strand K was Cy5-labeled.

(5.3.3 on page 160) 

J: (5P strand): UGA GGU AGU AGG UUG UAU AGU UUU AGG GUC ACA CC

K: (3P strand): pCAC CAC UGG GAG AUA ACU AUA CAA UCU ACU GUC uUU CU

Cy3-dA15 

(5.3.4 on page 162)

X: Cy3-AAA AAA AAA AAA AAA

Table S5.1: DNA and RNA sequences

ap indicates phosphate; u represents dye-labeled nucleotide
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Table S5.2: Antibodies used for immobilizing the proteins of interest

Antibody Final concentration Reference

anti-FLAG antibody 66 nM F7425, Sigma

c-Myc antibody (A-14) 66 nM sc-789, Santa Cruz Biotechnology

Biotin-SP (long spacer) AffinePure 

Goat Anti-Rabbit IgG (H+L)

66 nM 111-065-003, Jackson ImmunoRe-

search
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6.1 Abstract
Single-molecule techniques have made it possible to study the molecular dynamics 
of nucleic acids and proteins with a high spatial and temporal resolution. Accurate 
determination of the states in single-molecule events provides value information 
about the inherent kinetic properties of biomolecules. Here we present a fast and 
automated step detection method that is capable of detecting steps in large datasets 
without any prior knowledge on the distribution of step sizes or their location. Step 
detection is based on a series of partition events that minimize the variance between 
fit and the data (chi-squared). After each step fit, the quality of the fit is assessed by 
performing a secondary fit on the data. A multi-pass strategy that determines the 
optimal fit for the data over two rounds allows Stepfinder to automatically detect 
steps.  The user-friendly interface and the automated step detection of the enhanced 
Stepfinder algorithm provides a robust “hands-off” fitting procedure that can be 
executed by anyone without programming knowledge in less than 10 minutes.
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6.2 Introduction

Over the last two decades, fluorescence based single-molecule techniques have 
greatly enhanced our understanding of complex biological processes [1–5]. 
These techniques have made it possible to track the molecular dynamics of 

single proteins and protein complexes with a (sub)nanometer spatial resolution and a 
(sub)millisecond timescale [1, 2, 4]. Single-molecule fluorescence techniques have been 
used to determine the stoichiometry, binding kinetics and conformational dynamics 
of both nucleic acids and proteins [6–11]. Force spectroscopy (e.g. optical or magnetic 
tweezers) has been exploited as a versatile tool for probing the forces and motions that 
are associated with biological molecules [4, 12–14]. Lastly, nanopores have provided a 
powerful tool for label-free detection of nucleic acids and proteins [15–18].  

Accurate determination of the states in single-molecule events provides valuable 
information about the kinetic properties that drive the biological function of proteins.  
The states in single-molecule fluorescence events often have to be analysed by a trained 
person, picking out each state manually. This manual analysis poses several drawbacks: 
(i) manual analysis relies on one’s experience in distinguishing background noise from 
legitimate state-to-state transitions; (ii) it may be subject to a user bias; (iii) short events 
are likely to be missed; (iv) manually picking out events is a time-consuming process. 
These shortcomings affect both the reliability and reproducibility of data analysis and 
thereby manual analysis becomes almost impossible when the data exhibits a large 
number of states (e.g. more than three). 

To reliably and reproducibly analyse data, several automated step detection algorithms 
have been developed over the past two decades [19–22]. Commonly used approaches 
for automated step detection rely on thresholding [21] or pairwise distribution analysis 
[23, 24], which do not suffice when the data exhibits more than three distinct steps of 
variable size. Another commonly used approach is based on Hidden Markov Modelling 
(HMM) [19], that requires specification of the number of different states that are visited 
during the time course of an experiment, which is commonly a unknown variable when 
doing experiments [25]. To work around this limitation, HMM can be combined with 
Bayesian nonparametrics [26], allowing one to use HMM without any knowledge on the 
number of visited states a priori [22, 27, 28]. However, HMM assumes that each state is 
visited successively, making the algorithm only suitable for events that occur frequently. 

We previously reported on a step finding algorithm (Stepfinder) that is based on 
chi-squared minimization, capable of detecting steps in step trains without any prior 
knowledge on their size or location [20]. After its release, the chi-squared minimization 
algorithm gained a great interest in the field of biophysics [29] and has been applied 
on the analysis of trajectories of a wide variety of techniques. These techniques include: 
optical and magnetic tweezers, single-molecule FRET and nanopores (Figure 6.1) [20, 
30–36]. Despite its popularity, the algorithm faced several caveats: (i) the algorithm 
was subject to user bias, requiring the user to determine final the number of steps (ii) 
the algorithm was computationally demanding when presented with large datasets 
(iii) step evaluation failed when presented with data that exhibited a large variety of 
step-sizes, which especially holds true for baseline type trajectories (iv) the algorithm 
lacked a user-friendly interface. 
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Figure 6.1: Workflow of the automated Stepfinder
(A) The stepfinder algorithm can be applied on a wide variety single-molecule of trajectories, 
including single-molecule fluorescence, magnetic & optical tweezers and nanopore data. (B)  The 
algorithm requires input in the form of one or multiple .txt files with two columns (time and data). 
After pressing run, the algorithm iteratively adds single steps to the data that minimize c2. For each 
iteration, the quality is assessed by means of a secondary counter fit.  Lastly, the best fit is selected 
and the algorithm outputs the corresponding fit, dwell-times, step sizes and levels. Fitting large 
data sets (>106 datapoints) can be done in less than 1 minute with a desktop computer.
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Here, we present an enhanced version of Stepfinder that allows for high-throug-
hput and automated step detection (Chapter 3 on page 73). We created a user-
friendly interface that simplifies step detection in single-molecule trajectories. First, 
we recapitulate how the step finding procedure is performed and how the optimal 
number of fitted steps is determined. Next, we elaborate on how the selection 
criteria for the optimal number of steps change when data exhibits a wide variety 
of step-sizes and plateau lengths.  We show that these considerations lead to a 
robust “hands-off” fitting procedure that is suitable for single-molecule trajectories.
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6.3 Results
6.3.1 Overview of the procedure
The workflow for the Stepfinder algorithm is outlined in Figure 6.1. After single-mo-
lecule trajectories have been obtained, the step finding procedure can be divided in 
three basic steps: loading of the data, step detection and output of the result. The 
Stepfinder algorithm can be run on multiple files (batch mode) or on a single data 
file (Figure 6.1A). After loading the data, Stepfinder iteratively executes a series of 
partition events that allows the algorithm to determine the optimal fit for the data 
(Figure 6.1B). During each partition event the algorithm calculates chi-squared (c2), 
which provides a means to determine the variance between fit and the data. For each 
iteration, the next step is fitted at a location that yields the biggest reduction in c2. 
Subsequently, Stepfinder evaluates the quality of the fit by performing a secondary 
fit (called a counter fit) (Figure 6.1B) [20]. Once the optimal fit is determined the 
algorithm outputs several files that allow post-processing of the results (Figure 6.1B).

6.3.2 Step fitting
The Stepfinder algorithm fits data through a series of partition events that minimize 
chi-squared (c2). To fit data, the algorithm makes the sole assumption that the data 
contains steps with variable size (D) and plateau length (N) that are subject to noise 
(s2) (Figure 6.2A). The algorithm initiates the fitting procedure by splitting the data 
at a location that gives the lowest value of c2. This initial partition event generates 
a fit with two plateaus at a position that represents the average of the data points 
within the plateau (Figure 6.2A) [20]. After the first fit, the plateau that exhibits a step 
yielding the largest reduction c2

     is selected for the next partition event, resulting in 
a fit with three plateaus (Figure 6.2A, dashed red line). The algorithm continues this 
process of adding a single-step to one of the plateaus for each iteration (Figure 6.2B, 
cyan arrow heads), until Stepfinder finds the user defined maximum number of steps.

Stepfinder successively selects a previously fitted step for the next partition event 
based on the biggest reduction in c2 (Figure 6.2A).  By iteratively prioritizing the 
next fit that gives the biggest reduction in c2, the most prominent features of the 
data are fitted first followed by fits for the more refined features. As this process 
continues until the user defined number of steps are found, the number of step fits is 
likely to go beyond the ‘optimal fit’ (Figure 6.2B, middle). This result in ‘over fitting’, 
where new steps are fitted within the noise of the data (Figure 6.2B, bottom). To 
determine to optimal fit for a given dataset, it is important to evaluate the quality 
of the fit for every step that is added to the fit (Figure 6.1).

The quality of the existing fit is evaluated by performing a secondary fit for each 
iteration, hereafter called a counter fit [20]. Stepfinder generates counter fits by 
means of three steps: (i) Stepfinder first determines the next partition location (inext) 
within each plateau (Figure 6.3A); (ii) next the algorithm rejects the existing step 
locations; (iii) Stepfinder builds a new fit based on the inext locations, generating new 
plateaus with a position that represents the average of the data points within each 
plateau (Figure 6.3A). These three steps result in a counter fit with steps that are all 



182

6

U
nd

er
Fi

tti
ng

O
pt

im
al

Fi
t

O
ve

r
Fi

tti
ng

N

∆

σ2

BA

Figure 6.2: Global arrangement of the Stepfinder algorithm
(A) An example of an iterative step fit (orange line) on a single-molecule trajectory (black dots).  
Single-molecule trajectories are fitted by the Stepfinder algorithm by iteratively minimizing 
chi-squared (c2). To perform a step fit the program makes the assumption that the data contains 
steps (D), bounded by a plateau (N) that is subject to noise (s2, grey box).  After the first step fit, 
Stepfinder selects the plateau with the largest value of c2, for the next partition event (red dotted 
lines). This process continues until the user defined number of steps is reached. (B) An example of 
the iterative process of step fitting by the Stepfinder algorithm. The algorithm successively adds 
a single step to the data (cyan triangles) and thereby minimizes c2. Step fitting below the optimal 
number of steps is considered under fitting, whereas step fitting beyond the optimal number of 
steps is considered over fitting. 

located in between the existing best-fit locations (Figure 6.3A). If the analyzed data 
does not display step-like behavior, both the existing fit and counter fit will have 
similar values of c2 [20]. However, when the data does display step-like behavior, 
counter fitting results in a fit that is much worse than the existing fit (Figure 6.3A) 
and thereby yields a larger value of c2  [20]. 

To evaluate the quality of the a fit, the Stepfinder algorithm takes advantage 
of the changing c2 landscape upon counter fitting. The quality of a fit (S), can be 
quantified by taking the ratio of the c2 from the existing fit and the counter fit, which 
is defined as:

If the existing fit is at the optimal number of iterations, the c2
  of the existing fit 

approximates the noise in the data, whereas the c2 of the counter fit reaches its 
maximum value (~D2/4s2). Thereby, the maximum S-value (Smax) can be described 
by: Smax = 1+P, where P equals the maximum value of the counter fit (D2/4s2). The 
strong difference of c2 between the fit and the counter fit when an optimal number 
of iterations is reached, results in a S-value that is much larger than one (Figure 
6.3). In contrast, when the data is under fitted, the c2 of the counter fit and existing 
fit approximate each other, resulting in a S-value that is close to one (Figure 6.3B). 
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Figure 6.3: Determining the quality of a step fit
(A) For every step fit the algorithm performs, the quality of the fit (orange line) is evaluated by 
means of a secondary fit (blue line, called a counter fit). The counter fit is built by determining the 
next partition point (inext), after which the current is rejected. Subsequently, the algorithm places the 
counter fit (blue) plateaus at a located within the existing fit (orange). (B) A representative example 
of an S-curve. The S value can be calculated by taking the c2 of the fit and dividing it by the c2 of 
the counter fit. When the existing fit is close to the optimal fit, the counter fit is at its worst, yielding 
a large value of S. However, when the data is over- or under fitted, little change in c2 is observed, 
resulting in S values close to 1. Thereby, the S-curve is a powerful predictor of the quality of the fit, 
exhibiting a sharp peak when the optimal number of step fits is performed. 

Similarly, over fitting a dataset with steps that follow the noise, only results in a 
marginal change in the c2 of the counter fit (Figure 6.2B & Figure 6.3B). Therefore, 
the S-curve is a powerful indicator for the quality of the fit, displaying a sharp peak 
when the optimal fit is reached (Figure 6.3B).

6.3.3 A multi-pass strategy for automated step fitting
The S-curve is a robust measure to determine the quality of a fit, showing a distinct 
peak when the optimal number of iterations is reached. When the data exhibits 
steps that are in the same order of size and duration (e.g. D1 or D2, Figure 6.4A & 
Figure 6.4B), the optimal fit could be determined by finding the global maximum 
of the S-curve (Smax) (Figure 6.4D). However, this assumption cannot be made when 
the data exhibits steps that vary widely in size and duration (e.g. D1 and D2, Figure 
6.4C). In this case, the S-curve exhibits a secondary peak (SP2) that has a lower SP2

max 
than the first peak (SP1) (Figure 6.4D). Notably, the position of these peaks is identical 
to the peaks observed for a dataset with either 1 or D2 (Figure 6.4D). In this case, 
a significant portion of the refined steps would not be fitted, when the optimal fit 
could be determined by finding Smax.

To automate step detection, we developed a multi-pass strategy that determines 
the optimal fit for the data over two rounds. The Stepfinder algorithm first performs a 
step-fit, which yields a S-curve with a global maximum that corresponds to the most 
prominent features in the data. This step fit is then subtracted from the data and a 
secondary step-fit is performed on the ‘residual data’. Only if the global maximum 
of the secondary step-fit is above the user defined threshold, coined acceptance 



184

6

DA

∆1

∆2

∆1

∆2

B

C

SP1
max SP2

max

0

600

1200

1800

0

1.2

2.4

3.6

0 2000 4000
0

80

160

240

S
 (a

.u
.)

Step number

∆1

∆2

∆1+2

Figure 6.4: Multi-pass step detection to determine the optimal fit
(A) An example trace displaying uniform steps with a size of D1. (B) An example trace displaying 
uniform steps with a size of D2. (C) An example trace displaying non-uniform steps with a size of 
D1 and D2. (D) S-curves for the three example traces displayed in [A-C]. The global maximum of 
peak 1 (SP1) and peak 2 (SP2) are indicated with a dotted grey line. The S-curve for the data set with 
both large (D1) and small (D2) steps exhibits two peaks. If the small steps of D2 are considered as an 
increased noise level of D2, the global maximum of peak 1 (SP1

max) can be described by SP1
max=1+P1, 

with P1 is D1
2/4(s2+1/4D

2
2).  This results in a S-curve with an Smax that is located at the same number 

of iterations as for a data set that exhibits only steps of D1 or D2, albeit lowered. However, if both 
the steps (D1 and D2) are fitted over the noise, the S-curve shows a secondary peak that can be 
described by: SP1,2

max
 =1+P1,2, with P1,2=D1,2

2/4s2 and D1,2 is the weighted average of the large and 
the small step fractions.

threshold, the fit will be accepted (Figure 6.6D). In summary, the multi-pass approach 
combined with the acceptance threshold on the second round of fitting provides 
a robust method for automated step detection.

6.3.4 An enhanced algorithm for automated step dectection
For each iteration, the Stepfinder algorithm selects an existing plateau (Nw) and 
splits it into a left (NL) and right (NR) plateau (Figure 6.5A). The position of these 
newly acquired plateaus is strongly dependent on the location of the partition point 
within Nw (Figure 6.5A). The average position (A) of a plateau (e.g. NL) for any given 
location (i) can be described by:

The iterative nature of determining this partition point, requires a substantial amount of 
computing power and becomes problematic when analyzing large datasets (e.g. >1·106 
data points) (Figure 6.5B). Previously, Stepfinder determined the next partition point of 
Nw by calculating the c2 

 for all possible locations (i), selecting the step-fit that yields the 
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Figure 6.5: An enhanced Stepfinder for high-throughput step detection
(A) An example of the iterative nature of the step fit procedure. The existing plateau (Nw, orange 
line) is partitioned into two new plateaus (NL and NR , dark red dotted) at a point that yields the 
largest reduction in c2. To determine this partition point, the algorithm iteratively calculates c2 for 
each data point, starting at i until all data points of Nw have been calculated (e.g. i+50, faded red 
dotted lines). (B) Comparison of the old and new version of the Stepfinder algorithm. The algorithms 
were tested by measuring the computing time of various datasets on a desktop computer. The red 
dotted line indicates the limit that was set for the computing time. 

largest reduction in c2. However, this means that for a dataset with N0 data points, the 
algorithm performs N0

2 single x(i) operations to determine a single partition point. Next, 
the algorithm would repeat the same cycle to determine the partition point within the 
newly generated left (NL) and right (NR) plateau.  With this scheme, it requires 2·(N0

2/2) 
x(i) operations to locate the next two partition points. This cycle of partitioning continues 
plateaus until the algorithm find the user defined number of steps, which roughly scales 
with 2·N0

2
 ((1+½+¼+…) ·N0

2) operations per data set. Thereby, the required computing 
time significantly increases with an increase in the number of data points in a dataset 
(Figure 6.5B). 

To reduce the (i) operations that are required to fit a dataset, we completely re-orga-
nized the code and streamlined the iteration process. A strong reduction in the number 
of required (i) operations can be made by re-using the information that is obtained during 
the localization of the first partition point. After the algorithm has determined the average 
(A w) value of a plateau (Nw), the new version of Stepfinder determines the location of both 
NL and NR for x(i), using a single operation. The procedure starts with x(1) that is located 
at the left side of N w (Figure 6.5A). The location (A L) of NL can be deduced by AL(i)=x(i), 
whereas the level of NR is defined by:

This procedure is repeated for the next location (i+1) until each location of Nw is calculated, 
requiring only N0 operations per plateau. For a whole data set this roughly scales with 
2·N0, which is a gain of a factor of N0 compared to the previous algorithm. Depending on 
the size of the analysed dataset, this improvement yields a speed gain of several orders 
of magnitude (Figure 6.5B). Notably, Additional speed can be gained by only saving a 
minimal pair of parameters for each step-fit operation.
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6.3.5 Step fitting of experimental data
The newly developed automated multi-pass Stepfinder algorithm was applied on 
traces from the CRISPR-associated Cas3 helicase [37–40], which could not be analyzed 
with the previous version of Stepfinder. A detailed description on the experimental 
procedures and analysis are described in Chapter 3 on page 73. In brief, DNA 
bound Cas3 molecules were presented with ATP to initiate DNA unwinding. The 
fluorophores on the DNA substrate were able to report on DNA unwinding though 
an increase in FRET (Figure 6.6A). Before ATP was added, the labelling positions 
on the DNA yielded a FRET value that was indistinguishable from the background 
noise. Upon addition of ATP, a gradual increase in FRET was observed (Figure 6.6B).

The unwinding events of Cas3 were marked by plateaus (Figure 6.6B & Figure 
6.6C), suggesting that Cas3 unwinds the DNA in discrete steps. Besides the increase 
in FRET that reports on unwinding, slipping events, in which the DNA abruptly moves 
backwards and reanneals (Figure 6.6C) were observed. The unwinding events using 
the automated multi-pass Stepfinder algorithm.  The first round of the step fitting 
yielded a sharp peak in the S-curve (Figure 6.6D), whereas the second round of step 
fitting yielded a global maximum that was below the threshold. This indicates that 
the detected steps were in the same order of unity. A histogram of the FRET levels 
exhibited four equally spaced levels, suggesting that the helicase unwinds the DNA 
in discrete steps (Figure 6.6E) (Chapter 3 on page 73). This example shows that 
the enhanced version of the Stepfinder algorithm is able to automatically detect 
steps in baseline type trajectories without any prior knowledge on the number of 
states in the data.
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Figure 6.6: Application of the enhanced Stepfinder on experimental data
(A) Schematic of loop formation by the CRISPR-associated Cas3 helicase/nuclease protein (blue). 
The appearance of FRET during loop formation is indicated by the size of the star: low FRET, large 
green star) or high FRET, large red star. (B) A representative time trace of donor (Cy3, green) and 
acceptor (Cy5, red) fluorescence and corresponding FRET (blue) exhibiting multiple unwinding 
events. ATP (2 μM) was added at t = 20s (dashed gray line). (C) Representative FRET trace (dark 
blue) fitted with the enhanced Stepfinder algorithm (orange). (D) S-curve for two rounds of fitting 
on the dataset with unwinding events of Cas3. The global maximum of the S-curve for round two 
(bottom) was below the set acceptance threshold and therefore the second round of fitting was not 
executed. (E) Distribution of FRET levels obtained through the step-finder algorithm. Black lines 
represent a Gaussian fit.
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Summary

In this thesis, we adopted single-molecule fluorescence techniques to investigate 
how the CRISPR-Cas adaptive immune system of Escherichia coli mediates de-
fense against invading DNA viruses. As described in chapter 1, the CRISPR-Cas 

immune system relies on Clustered regularly interspaced short palindromic repeats 
(CRISPR) and their CRISPR associated proteins (Cas). Chapter 1 provides a detailed 
overview of the processes that underlie CRISPR immunity, with a main focus on the 
type I-E system of E. coli. In brief, immunity is conveyed in three distinct steps. In 
the first step, called adaptation, small fragments of viral DNA are integrated into 
the genome of E. coli, resulting in memory formation. In the second step, called 
CRISPR RNA biogenesis, the viral fragments are transcribed and processed into 
short non-coding guide RNA molecules (crRNA). These non-coding RNA molecules 
assemble with Cas proteins to form RNA-guided effector complexes, commonly 
referred to as Cascade. In the last step of CRISPR immunity, called interference, 
Cascade complexes locate a complementary viral DNA target (called protospacer) 
and flag the target for degradation by the Cas3 protein.

To efficiently recognize viral DNA, the Cascade complex requires several sequence 
elements. For example, the first eight nucleotides (with exception of the sixth nucleo-
tide) of the protospacer, or ‘‘seed’’ region, must be a perfect match for target 
recognition. Additionally, target recognition requires a trinucleotide protospacer 
adjacent motif (PAM) that is immediately neighboring the protospacer. The PAM 
sequence provides an important means to discriminate self from non-self DNA. Only 
when the PAM and the target DNA sequence elements are present the Cascade 
complex can flag the viral DNA for destruction by the Cas3 protein.

In chapter 2 we exploited single-molecule Förster Resonance Energy Transfer 
(FRET), to investigate how the Cascade complex coordinates the interaction between 
the PAM, seed and protospacer. We show that recognition of PAM, seed and proto-
spacer is tightly controlled, allowing for target recognition with high-fidelity. While 
Cascade marks canonical targets for destruction, the complex is also involved in 
a process called priming that results formation of new memory against mutated 
targets that escape CRISPR immunity. Our data suggests that Cascade exhibits 
a non-canonical binding mode with low fidelity, that facilitates the recognition of 
mutated targets. Mutated targets are bound transiently in a PAM and seed-indepen-
dent manner, which can occur from any segment of the RNA guide. This dual role 
of the Cascade complex with distinct fidelities underpin robustness to CRISPR-Cas 
immunity. 

Once Cascade has bound a canonical target, the target is flagged for destruction 
by the Cas3 protein with both helicase and nuclease activities. In chapter 3 we 
investigated the mechanism of CRISPR interference using single-molecule FRET. 
We show that the Cascade complex and the Cas3 protein remain tightly associated 
while Cas3 unwinds the double stranded DNA helix, resulting in loops in the target 
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DNA. The DNA is reeled in distinctive burst of thee base pairs which each underlie 
three elementary steps of one nucleotide. Unwinding is highly repetitive, allowing 
Cas3 to compensate for its intrinsically inefficient nuclease domain. We reveal that 
the discontinuous helicase properties of Cas3 and its tight interaction with Cascade 
ensure well controlled degradation of target DNA only.

While prokaryotes exhibit an CRISPR adaptive immunity against invading genetic 
elements, eukaryotes have evolved an analogous system called RNA interference. 
Eukaryotic RNA interference uses small non-coding RNA molecules, to silence 
translation of both viral and endogenous RNA. MicroRNA’s (miRNA) are the most 
abundant class of small RNA molecule in animals and play a critical role in regulating 
gene expression and cell differentiation. Biogenesis of these microRNA molecules 
requires multiple maturation steps, that include two endonucleolytic reactions. First, 
the Drosha protein cleaves a primary miRNA transcript to generate a hairpin shaped 
precursor microRNA molecule (pre-miRNA). This pre-miRNA is then matured by the 
Dicer protein into a double stranded miRNA duplex. This mature miRNA duplex is 
then loaded into the Argonaute protein to form an effector complex called RNA 
induced silencing complex (RISC).

Given the importance of miRNA molecules in gene regulation, means that the 
levels of miRNA molecules need to be tightly regulated. Generally, the RNA stability 
and function is controlled by posttranscriptional modifications that include RNA 
tailing. One of the most frequently found RNA tailing types is uridylation. Uridylation 
of RNA molecules is carried out by a group of non-canonical poly(A) polymerases 
(PAPs), called terminal uridylyl transferases (TUTases or TUTs). In humans, several 
TUTs have been described, each with distinct substrate specificity and functions.  
For example, oligo-uridylation of miRNA substates promotes their decay, whereas 
mono uridylation of specific miRNA substrates promotes their biogenesis. These 
examples show that TUTs play an essential role in controlling RNA stability through 
posttranscriptional modifications.

In chapter 4 we used biochemistry, single-molecule, and deep sequencing tech-
niques to elucidate the mechanism by which human TUT7 protein, recognizes and 
uridylates pre-miRNA molecules of the let-7 family. We found that TUT7 recognizes 
the overhang structure of the pre-miRNA as a key structural element. By sensing 
the overhang structure, TUT7 preferentially uridyates pre-miRNA molecules with 
a truncated 3’ end as well as canonical group II pre-miRNAs. Uridylation of these 
distinct substrates trigger opposing cellular responses. For example, TUT7 restores 
the functionality of group II pre-miRNAs with a 1-nt 3’ through mono-uridylation. This 
results in a 2-nt 3’ overhang that is required for efficient Dicer processing and thereby 
pre-miRNA biogenesis is facillitated. In contrast, pre-miRNA species with a trimmed 
3’ end are oligo-uridylated by TUT7 and thereby marked for degradation. Our 
single-molecule assay further revealed that TUT7 discriminates between substrates 
by interacting with them at different frequencies. This suggest that TUT7 uses a 
distributive mode of action for both uridylation pathways. Our study reveals dual 
roles and mechanisms of uridylation in repair and removal of defective pre-miRNAs.
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Chapter 5 describes how single-molecule fluorescence can be combined with 
various pull-down techniques to obtain data from protein complexes. We provide 
different strategies and challenges that have to be over-come in order to implement 
these techniques. To showcase these challenges, we provide four examples of 
protein complexes that are involved in the biogenesis of RNAi molecules, including 
the Drosha-DGCR8 complex, the human Dicer-TRBP complex, the Drosophila Dicer 
2-Loqs-PD complex and the TUT4-Lin28 complex. The combination of pull-down 
methods with single-molecule fluorescence allows for real time visualization of the 
interaction between RNA and protein complexes, with a sub-second and nanometer 
resolution. This single-molecule pull-down method can be applied on a wide variety 
of protein complexes that are essential for cellular processes. 

Chapter 6, the last chapter of this thesis, describes a fast and automated step 
detection method for analyzing single-molecule trajectories. The Stepfinder algo-
rithm is based on the minimization of chi-squared, which provides a means to deter-
mine the variance between the fit and the data. Once Stepfinder is loaded with data, 
the algorithm iteratively executes a series of partition events that allows the algorithm 
to determine the optimal fit. For each iteration, the quality of the fit is determined 
by means of a secondary fit, which is called a counter fit. A multi-pass strategy that 
determines the optimal fit for the data over two rounds, allowing the algorithm to 
automatically detect steps without any prior knowledge on their size and location. 
The combination of a user-friendly interface and the automated step-detection 
of the algorithm provides a robust and “hands-off” fitting procedure that can be 
executed by someone without programming knowledge. 

The results presented in this thesis have contributed to a new level understanding 
on the molecular mechanisms behind CRISPR immunity and micro RNA biogenesis. 
Our single-molecule fluorescence approaches have revealed details that otherwise 
would have been masked by conventional biochemical approaches that average 
population dynamics. To conclude, we show that the type I-E CRISPR immune 
response of E. coli is highly dynamic, leading to robust immunity against invading 
mobile genetic elements. These complex dynamics were optimized through evolu-
tion, that was driven by the constant arms race between the host and the invaders. 
Like-wise, evolution has optimized RNA interference pathway in eukaryotes. By 
repurposing single proteins to convey distinct functional roles within the RNAi 
pathway, the costs associated with maintaining the RNAi pathway are reduced 
whereby the fitness of the cells is increased. It will be of interest to further study 
other CRISPR and RNAi related proteins using single-molecule techniques to obtain 
a deeper understanding on how the molecular dynamics of these systems drive 
their biological functions. 
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Samenvatting

In dit proefschrift hebben wij met enkele molecuul fluorescentie technieken 
onderzocht hoe het CRISPR-Cas adaptieve immuunsysteem van Escherichia coli 
zich verdedigd tegen invasieve DNA virussen. Zoals beschreven in hoofdstuk 1, 

maakt CRISPR-Cas immuunsysteem gebruik van een stuk DNA met de naam CRISPR 
(Clustered regularly interspaced short palindromic repeats) en een set eiwitten 
genaamd Cas (CRISPR geassocieerd). In hoofdstuk 1 worden de onderliggende 
moleculaire details van het CRISPR-Cas adaptieve immuunsysteem besproken waarbij 
de aandacht gevestigd zal zijn op het type I-E CRISPR-Cas systeem van E. coli. In 
het kort, immuniteit van worden verdeeld in drie verschillende stappen. Tijdens 
de eerste stap, genaamd adaptatie, wordt er een klein stukje van het virale DNA 
geïntegreerd in het genoom van E. coli. Hierdoor wordt er geheugen gevormd 
tegen het virus. Tijdens de tweede stap, genaamd CRISPR RNA biogenese, wordt 
het geheugen afgeschreven en verwerkt door de Cas eiwitten. Dit resulteert in korte 
niet coderende CRISPR RNA-moleculen (crRNA) die samen met de Cas eiwitten ge-
bruikt worden voor het opsporen van het virale DNA in de cel. Het complex van de 
Cas eiwitten samen met het crRNA-molecuul wordt doorgaans Cascade genoemd. 
Tijdens de laatste stap, genaamd CRISPR-interferentie, gaat het Cascade complex 
opzoek naar het virale DNA in de cel. Zodra het Cascade complex een stuk viraal 
DNA heeft gevonden wordt er een extra eiwit bijgehaald met de naam Cas3 om 
het virale DNA af te breken. 

Om het virale DNA efficiënt te kunnen herkennen maakt het Cascade eiwit-
complex van verschillende DNA-elementen. Zo moeten bijvoorbeeld de eerste 
acht nucleotide (met exceptie van nucleotide 6) van het virale DNA een perfecte 
gelijkenis hebben met het crRNA molecuul in het Cascade complex om het virale 
DNA te kunnen herkennen. Verder moet er direct naast het DNA doel nog een 
PAM-motief aanwezig zijn. De PAM-sequentie is drie nucleotiden lang en geeft 
aan of een stuk DNA van een virus of van de bacterie zelf is. Alleen wanneer er een 
PAM-sequentie aanwezig is en er een match is tussen het virale DNA en de crRNA 
in het eiwitcomplex kan het Cascade complex aangeven dat het DNA moet worden 
afgebroken door het Cas3 eiwit.

In hoofdstuk 2 hebben wij gebruik gemaakt van enkele-molecuul FRET (Förster 
Resonance Energy Transfer) om te onderzoeken hoe het Cascade complex de inter-
actie tussen PAM, seed en de rest van het virale DNA doel coördineert. Wij laten zien 
dat de herkenning van de PAM tussen PAM, seed en de rest van het doel een staps-
gewijs proces is. Hierdoor kan het Cascade eiwitcomplex deze doelwitten met hoge 
precisie herkennen. Naast dat het Cascade complex betrokken is bij het herkennen 
en markeren van gebruikelijke doelwitten. Is Cascade ook betrokken bij een proces, 
met de naam priming, waarbij er nieuw geheugen tegen gemuteerde doelwitten, 
die normaal gesproken aan het immuunsysteem ontsnappen, wordt gevormd. Onze 
data suggereert dat Cascade een secundaire niet gebruikelijke bindingsvorm bezit. 
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Deze bindingsvorm heeft een lage precisie en faciliteert daardoor de herkenning van 
gemuteerde doelwitten. Deze gemuteerde doelwitten worden kort gebonden in een 
PAM en seed onafhankelijke manier die van elk segment van het crRNA-molecuul 
kan voorkomen. Deze twee rollen van het Cascade complex zorgen ervoor dat het 
CRISPR-Cas immuunsysteem van E. coli erg robuust is.

Nadat Cascade een doelwit heeft gevonden, markeert het complex dit doelwit 
voor degradatie door het Cas3 eiwit. Het Cas3 eiwit bezit twee fundamentele 
eigenschappen. Zo is het eiwit in staat om de twee strengen waaruit DNA bestaat 
te ontwinden (helicase) en daarbij te degraderen (nuclease). In hoofdstuk 3 hebben 
we het mechanisme achter CRISPR-interferentie onderzocht door gebruik te maken 
van de enkele-molecuul FRET techniek. We laten zien dat het Cascade complex en 
het Cas3 eiwit met elkaar gebonden blijven terwijl het Cas3 eiwit het DNA ontwindt. 
Door deze hechte binding tussen het Cascade complex en het Cas3 eiwit worden er 
DNA lussen gevormd. Daarnaast laten we zien dat het DNA wordt ontwonden door 
Cas3 in stappen van 3 basen die elk drie onderliggende stappen van 1 nucleotide 
bevatten. Het ontwinden van het DNA  is repetitief, waardoor Cas3 compenseert 
voor de lage knip activiteit van zijn nuclease domein. We laten zien dat de discon-
tinuïteit in het ontwinden van DNA door het Cas3 eiwit en zijn hechte binding met 
het Cascade complex er voor zorgen dat alleen het doelwit wordt afgebroken. 

 Terwijl prokaryoten het CRISPR-Cas adaptieve immuunsysteem bezitten tegen 
invasieve virussen, hebben eukaryoten een analoog systeem geëvolueerd genaamd 
RNA interferentie. Eukaryote RNA interferentie is in staat om translatie van viraal 
en endogeen RNA te stoppen door gebruik te maken van kleine niet coderende 
RNA moleculen. MicroRNAs (miRNA) zijn de meest gevonden kleine niet coderende 
RNA moleculen in het dierenrijk en spelen een cruciale rol in de regulatie van gen 
expressie en cel differentiatie. MicroRNA moleculen worden gegenereerd middels 
twee knip stappen. De biogenese van miRNA moleculen begint met het knippen 
van een primair microRNA transcript door het Drosha eiwit. Deze knip stap gene-
reerd een voorloper RNA molecuul (pre-miRNA) die de vorm aanneemt van een 
haarspeld. Deze zogenaamde pre-miRNA wordt vervolgens geknipt door het Dicer 
eiwit, waardoor er een dubbel-strengs RNA molecuul ontstaat. Dit dubbel-strengs 
RNA molecuul wordt vervolgens in het Argonaute eiwit geladen om de translatie 
van RNA te stoppen. 

Omdat miRNA moleculen zo belangrijk zijn in de regulatie van gen expressie, 
moeten de hoeveelheid miRNA moleculen ook goed gereguleerd worden. Over 
het algemeen wordt de stabiliteit en de functie van RNA moleculen gereguleerd 
door het toevoegen van posttranscriptionele modificaties. Een voorbeeld van zo’n 
modificatie is het toevoegen van een RNA staart. Een van de meest voorkomende 
RNA staart modificaties is uridylatie. Uridylatie van RNA moleculen wordt uitgevoerd 
door een groep niet gebruikelijke poly(A)polymerases (PAPs), ook wel terminal 
uridylyl transferases (TUTases, TUTs) genoemd. In mensen zijn er zeven verschillende 
TUTs beschreven, die allemaal een eigen substraat specificiteit en functie hebben. 
Zo zorgt het toevoegen van een uridyl staart aan miRNA moleculen voor de afbraak 
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van miRNA voorlopers, terwijl het toevoegen van een enkele uridine nucleotide er 
voor dat de biogenese wordt bevorderd. Deze voorbeelden laten zien dat TUTs een 
essentiële rol spelen bij het reguleren van de RNA stabiliteit door het toevoegen 
van posttranscriptionele modificaties. 

In hoofdstuk 4 hebben wij gebruik gemaakt van enkele-molecuul fluorescentie, 
sequencing en biochemische technieken om te onderzoeken hoe het humane TUT7 
eiwit zijn pre-let-7 substraten herkent en uridyleerd. Uit het onderzoek is gebleken 
dat het uiteinde van de RNA haarspeld de bepalende factor is die wordt herkent 
door het TUT7 eiwit. Hierdoor heeft het TUT7 eiwit een voorkeur voor RNA mole-
culen met een verkort 3’ einde en pre-miRNA moleculen die tot groep II behoren. 
De uridylatie van deze twee soorten substraten resulteert in verschillend gedrag. 
Zo wordt het 1-nt 3’ uiteinde van groep II pre-miRNA moleculen hersteld door het 
toevoegen van een enkele uridine groep. Dit resulteert in een pre-miRNA met een 
2-nt 3’ uiteinde, wat essentieel is voor efficiënte verwerking door het Dicer eiwit. 
Daarentegen wordt er aan groep II pre-miRNAs met een verkort 3’ uiteinde een 
uridine staart gemaakt. Door deze staart wordt de pre-miRNA gemarkeerd voor 
degradatie. Onze enkele-molecuul fluorescentie proeven lieten zien dat het substraat 
bepaald met welke frequentie het TUT7 eiwit een interactie aangaat. Dit suggereert 
dat TUT7 substraten uridyleerd middels een distributieve modus. Onze studie laat 
zien dat TUT7 twee rollen en mechanismen voor uridylatie bezit die betrokken zijn 
in het repareren en verwijderen van defectieve miRNA moleculen. 

In hoofdstuk 5 wordt beschreven hoe eiwit complexen bestudeerd kunnen worden 
door enkele-molecuul fluorescentie te combineren met verschillende immunopreci-
pitatie technieken. We beschrijven verschillende strategieën en de uitdagingen die 
overwonnen moeten worden om deze technieken te implementeren. Aan de hand 
van vier voorbeeld eiwitcomplexen die betrokken zijn bij de biogenese van RNAi 
(Drosha-DGCR8 complex, human Dicer-TRBP complex, Drosophila Dicer 2-Loqs-PD 
complex en het TUT4-Lin28 complex), worden deze uitdagingen uitgelegd. De 
combinatie van immunoprecipitatie en enkele-molecuul technieken zorgen ervoor 
dat eiwitcomplexen bestudeerd kunnen worden met een sub-seconde en nano-
meter resolutie. Deze techniek kan worden toegepast op een grote variëteit aan 
eiwitcomplexen die essentieel zijn voor cellulaire processen. 

Hoofdstuk 6, het laatste hoofdstuk van dit proefschrift, beschrijft een snelle en 
geautomatiseerde detectiemethode om enkele-molecuul data te analyseren. Het 
Stepfinder algoritme is gebaseerd op de minimalisering van de chi-kwadraattoets. 
De chi-kwadraatstoets is een middel om na te gaan of twee of meer verdelingen 
van elkaar verschillen. Nadat het algoritme de data heeft geladen, begint er een 
iteratief proces waarbij er steeds een extra stap aan de fit wordt toegevoegd. Door 
dit proces is het algoritme in staat de optimale fit voor een data set te bepalen. Na 
dit iteratieve proces, wordt de kwaliteit van de fit bepaald door een secundaire fit uit 
te voeren met de naam counterfit. Om de optimale fit te bepalen wordt er gebruik 
gemaakt van een multi-pass strategie, die de optimale fit bepaald in twee rondes. 
Deze strategie zorgt ervoor dat het algoritme automatisch de fit kan uitvoeren 
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zonder enige voorkennis over het aantal stappen en de grote van de stappen in 
de verdeling. De combinatie van de automatische stap detectie en de vriendelijke 
gebruiksomgeving zorgen ervoor dat het algoritme gebruikt kan worden door 
iemand zonder kennis van coderen. 

De resultaten die in dit proefschrift worden gepresenteerd dragen bij aan een 
nieuw niveau van begrip over de moleculaire mechanismen die schuilgaan achter 
CRISPR-immuniteit en miRNA biogenese. Onze enkele-molecuul aanpak heeft ervoor 
gezorgd dat details zichtbaar zijn gemaakt die anders gemaskeerd zouden zijn in 
het populatie gemiddelde van de gebruikelijke biochemische analyses. In conclusie, 
we laten zien dat het type I-E CRISPR immuunsysteem van E.coli een erg dynamisch 
proces is, dat geoptimaliseerd is voor een robuuste immuun reactie tegen invasieve 
genetische elementen. Deze complexe dynamica zijn geoptimaliseerd door evolutie 
die gedreven is door wapenwedloop tussen de bacterie en de virussen. Eveneens 
heeft evolutie het RNA interferentie pad in eukaryoten geoptimaliseerd. Door 
eiwitten meerdere rollen te laten vervullen binnen de cel, worden de kosten verlaagd 
die hiermee gepaard gaan met het onderhouden van het eiwit, waardoor de vitaliteit 
van de cellen wordt verhoogd. Het zou interessant zijn om andere eiwitten die 
betrokken zijn bij CRISPR en RNA interferentie te bestuderen met enkele-molecuul 
technieken. Hierdoor zou men een dieper niveau van begrip kunnen krijgen over 
hoe de moleculaire dynamica van deze systemen ervoor zorgt dat hun biologische 
functie wordt vervuld.
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