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Abstract

A watermark image is a scan of a historical pa-
per document that contains a watermark, which is
a motif embedded in the paper that provides valu-
able information on the origins of a document. De-
veloping tools to automatically identify watermarks
can make this information more accessible to re-
searchers. This paper focuses on one specific bi-
narization technique, thresholding. Thresholding
selects a threshold value, which is used to turn an
image binary such that one color represents fore-
ground and the other represents background. Ide-
ally, binarization isolates the watermark’s shape
by representing it as foreground, and removes un-
wanted information. This research compares the
effectiveness of different thresholding techniques
when applied to watermark images. Eight algo-
rithms are selected from the literature, and a novel
algorithm is proposed that seeks to improve on the
other algorithms when applied to watermarks. The
nine total algorithms are evaluated quantitatively on
synthetic data, and qualitatively through a survey
where participants select which algorithm appears
best and rate it. The results show that there is no
clear algorithm which works best for all images,
however a logical adaptive approach may work
marginally better than other approaches. Addition-
ally, the presented algorithms do not adequately re-
move non-watermark information from the images.
Further research should be conducted to analyze
different binarization techniques in this context.

1 Introduction
Historical documents present value to historians and re-
searchers, beyond just their text. Watermarks are motifs that
appear in historical paper documents, which identify the man-
ufacturers of the paper [1]. To capture a watermark, the raw
watermarked paper can be scanned against a light source to
make the watermark visible (Fig. 1, left), or it can be man-
ually traced on a separate paper (Fig. 1, right). In ideal sit-
uations, researchers can use watermarks to date and locate
historical documents, providing valuable context to their re-
search [2]. Currently there are no widely accessible auto-
mated options to analyze watermarks based on appearance.
This limits the accessibility of the watermarks’ information,
since domain knowledge from experts is required to access
the desired information. An automatic watermark analysis
tool focused on watermark syntax, rather than semantics, has
the potential to speed this process up considerably, increasing
the accessibility of watermark information.

The poor quality of raw watermark images poses a signifi-
cant challenge in accurately identifying watermarks automat-
ically. Low contrast between the watermark foreground and
the non-watermark background, as well as the presence of
document artifacts such as paper staining, makes it particu-
larly difficult to identify where a watermark may be. How-
ever, raw watermark images are easier to collect than trac-

Figure 1: Examples of a raw, untraced, watermark image on the left,
and a manually traced watermark image on the right.

ings, since they can be captured directly without intermedi-
ary steps. Thus, creating techniques to effectively identify
watermarks in these images is a crucial step in automatically
analyzing watermarks.

Harmonization is a key step in the process of automatically
identifying watermarks. Harmonization seeks to enhance the
shape of the watermark to make analyzing its components
easier. This paper focuses on one aspect of harmonization:
binarization, which isolates foreground by making an image
binary. Binarization techniques are useful for watermark im-
ages because they make the shape of the watermark more dis-
tinct. Yet, they are rarely researched in this context, which
presents a research gap. To address this gap, the question this
research seeks to answer is,

‘To what extent can thresholding techniques be ef-
fective in binarizing watermark images with de-
graded quality, and how do different algorithms
compare to each other?’

To answer this, watermark images are binarized using several
existing thresholding algorithms. Watermark images were
provided by the German Museum of Books and Writing1,
from their extensive, private collection. In addition to the se-
lected algorithms, a new thresholding algorithm is proposed
specifically for watermark binarization. The thresholding al-
gorithms will be evaluated, both qualitatively with a human
research study and quantitatively using synthetic data.

2 Background
Binarization is the process of segmenting an image into fore-
ground and background [3]. This results in a binary image,
where one color represents the foreground and the other rep-
resents the background. For watermark images, the water-
mark would be considered foreground, and everything else,
background. Thresholding is a common form of binariza-
tion where an intensity value is determined that categorizes
whether a pixel is foreground or background [3]. Threshold-
ing techniques typically fall into two broad groups: global,
where one value categorizes all pixels, and local, where dif-
ferent threshold values are used across different regions of the
image [4]. Binarization is fundamental to watermark identi-
fication, since, ideally, it isolates the shape of the watermark
and removes all other paper artifacts.

Binarization algorithms are occasionally designed for spe-
cific types of images. For this research, two types of images
are particularly relevant: degraded document images, and his-
torical document images. Degraded document images refer to
images of physical documents that are degraded in some way.

1https://www.dnb.de/EN/Ueber-uns/DBSM/dbsm node.html#
sprg315370
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Figure 2: Examples of degraded documents analyzed in related bi-
narization research. On the left, a document image with degraded
lighting [5] and, on the right, a historical document image [6].

Degradation may refer to aspects of the image such as lighting
(Fig. 2, left) or it may refer to degradation of the document it-
self, like staining (Fig. 2, right). Historical document images
(Fig. 2, right) are a subclass of degraded document images,
since their advanced age naturally leads to degradation.

3 Related Work
This section highlights previous work related to the research
in this paper. Section 3.1 discusses techniques that have been
developed to isolate and match historical watermarks. Sec-
tion 3.2 explores both specialized and generic binarization al-
gorithms.

3.1 Watermark Isolation Techniques
Much research has been conducted on identifying historical
watermarks. Identifying specific watermarks has been per-
formed using decision trees, for example with watermarks
found in Rembrandt’s etchings [7]. These algorithms are lim-
ited in that they cannot be applied to watermarks in general,
since they rely on specific icons and shapes found in the wa-
termarks in the etchings. A generalized tool for identifying
and matching historical watermarks automatically has been
prototyped in an earlier iteration of this research [8]. The tool
performed less effectively on raw watermark images than on
traced versions of these images because the raw watermark
image are low contrast and degraded. The results of the pro-
totype show room for improvement in accurately identifying
watermarks in historical paper.

Al Faleh Al Hiary [9] has conducted research on isolating
watermarks in degraded documents. His work focuses largely
on how to remove noise from such documents and lacks detail
regarding other steps of identification, such as binarization.
Thus, research on improving watermark identification accu-
racy through the usage of specific binarization techniques has
largely been unexplored.

3.2 Binarization Algorithms
Binarization of historical documents has been extensively re-
searched. The International Document Image Binarization
Contest (DIBCO) was created to track progress in document
image binarization over the past decade [6, 10]. Algorithms
that use thresholding are common amongst binarization al-
gorithms. It is thus valuable to categorize such algorithms
according to the techniques they use to identify thresholds.
These categories have been identified for the purposes of this

paper through an analysis of thresholding algorithms, with
a focus on those specializing in degraded or historical doc-
uments. The following categories will inform which algo-
rithms this paper analyzes when thresholding watermarks.

The first category contains algorithms that use color his-
tograms. One such algorithm is proposed by Otsu [11], which
uses the color histogram of an image to determine a proba-
bility distribution that is used to derive an estimate for the
mean and variance. These statistics are used to determine
the global threshold. An algorithm proposed by Niblack [12]
also uses such statistics and applies them to regions of the
images to find local thresholds. These two algorithms have
inspired derivatives designed for special classes of images.
Examples would be Sauvola and Pietikäinen [13] who de-
veloped an algorithm designed for degraded documents, and
Khurshid et al. [14] who developed an algorithm for bina-
rizing historical documents. Other approaches to using color
histograms have been developed as well. An algorithm pro-
posed by Kavallieratou [15] iteratively alters the global color
histogram to reduce lighting variance and other irregularities.
Rao [16] altered Kavallieratou’s algorithm to work more ef-
fectively for historical documents by combining the global
threshold in [15] with local adaptive fine-tuning.

The second category includes contrast-based and edge-
based algorithms. Algorithms in this category utilize an im-
age’s contrast or its edges to determine foreground. Algo-
rithms proposed by Su et al. [17, 18] use local minimum and
maximum intensities to mimic the gradient within the image,
which is used to find the image’s contrast. Other edge-based
algorithms have been developed for thresholding. One exam-
ple would be Chen et al. [19], who developed an algorithm
that adapts Canny edge detection to binarize an image.

The third category is background estimation algorithms.
These algorithms calculate the grayscale background in the
original grayscale image first, and then binarize the image
using this information. Thus, the background that these algo-
rithms estimate is not the single-color background of a binary
image, but rather a complex grayscale image. Gatos et al. [20]
propose an algorithm that calculates a degraded document’s
background through neighborhood pixel interpolation. Lu et
al. [21] propose an algorithm that iteratively applies polyno-
mial smoothing to isolate the background of the image.

The fourth category is entropic algorithms. This category
contains algorithms which utilize entropy, a measure of infor-
mation content [22], to find a threshold. Pun [23] proposed
an algorithm that uses entropy to find light and dark tones in
an image, which are used to calculate a threshold. Mello and
Schuler [24], and Mello and Costa [22], have adapted the con-
cept of entropic thresholding to work for historical document
images by altering the threshold calculation process.

The fifth category is logic-based algorithms. These al-
gorithms are based on Kamel and Zhao’s algorithm [25],
which seeks to binarize degraded documents by determin-
ing a pixel’s threshold through a logical combination of its
‘derivatives’. Pixel derivatives are calculated by comparing
a pixel’s intensity with local averages in the neighborhoods
of the pixel’s neighbors [25]. This process ensures that un-
wanted artifacts such as stains do not appear in the binarized
image. Yang and Yan [5] modified Kamel’s algorithm to work
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for images with extreme lighting variation by automatically
and adaptively calculating hyper-parameters. Ntirogiannis et
al. [26] further improved Kamel’s algorithm by adding con-
trast information to improve text enhancement in historical
documents.

Beyond thresholding, there are several other methods of
binarization that have been applied to historical and degraded
documents. These include: Laplacian energy segmentation
algorithms [27, 28], Markov Random Field algorithms [29],
clustering algorithms [30, 31], and deep-learning algorithms
[32]. Instead of binarizing images by computing thresholds,
these algorithms rely on different ways of modeling an image
to categorize the pixels. Non-thresholding algorithms tend
to be more complex, both in terms of implementation and
computation, and thus are not considered in this research.

Algorithms that binarize historical documents, such as
those presented above, focus on isolating text as the fore-
ground. However, watermarks are fundamentally different
than text, particularly because they are in paper rather than
on it, and thus have less contrast between the watermark fore-
ground and the non-watermark background. The effective-
ness of applying specialized binarization algorithms on wa-
termarks remains unexplored, presenting a research gap that
this paper seeks to address.

4 Methodology
The research process can be broken down into four main
stages. First, the dataset of watermark images was gathered
and split into training, validation and test sets. The training
set was used to implement the thresholding algorithms, the
validation set was used to fine-tune hyper-parameters, and
the test set was used to evaluate. The dataset is discussed
further in Section 4.1. Second, the thresholding algorithms
were selected based on the categories defined in Section 3.2.
The algorithm selection process is outlined in Section 4.2.
Third, a specialized watermark thresholding algorithm is pro-
posed, which is explained in Section 4.3. Finally, all of
the thresholding algorithms are evaluated quantitatively, us-
ing synthetic data, and qualitatively, with a survey, which is
discussed further in Section 4.4.

4.1 Dataset
To determine the effectiveness of binarization techniques on
watermarks, the watermark images to test must first be cho-
sen. A dataset of watermark images is kindly provided by
the German Museum of Books and Writing2. Of the dataset,
several types of watermark images were excluded from the
final selection. Traced watermark images (Fig. 1, right) were
excluded. These documents are not degraded and have high
contrast, and thus are trivial to binarize. Watermarks with text
overlap (Fig. 3) were excluded because this research focuses
on separating watermarks from the surrounding degraded pa-
per. Text removal is thus outside of the scope of this research.
Additionally, the original dataset included watermark images
that were already pre-processed, which were excluded to en-

2https://www.dnb.de/EN/Ueber-uns/DBSM/dbsm node.html#
sprg315370

sure uniformity in the data. Of the remaining watermark im-
ages, 206 were randomly selected (Fig. 4).

Figure 3: Example of a watermark image that is excluded from data
selection because of the overlapping text present on the watermark.
Text removal is outside of the scope of this research.

The selected watermark images were cropped around the
watermarks to improve the accuracy of binarization results.
Watermarks were cropped by the bounding box containing
the watermark, padded with 20 pixels on each side. If the
20 pixel padding extended beyond the historical paper, then
the padding ended at the paper’s edge. If several watermarks
appeared in a single raw watermark image, then each were
cropped and split into different images. This process resulted
in 235 total cropped watermark images. These were split into
66% training, 17% validation, and 17% testing. This split was
chosen based on the validation and testing set size. These sets
were intentionally kept small to make qualitative evaluation
feasible, which is explained further in Section 4.4.

Figure 4: Examples of watermark images that were selected to be
included in the watermark dataset, since they are not traced, and do
not contain overlapping text.

4.2 Algorithm Selection
To compare binarization techniques, the algorithms to com-
pare must be selected. First, five algorithms that specialize
in degraded and historical documents were selected, each be-
longing to a category outlined in Section 3.2. This ensures
that a wide range of techniques are compared. Within a cat-
egory, the algorithm was chosen if it was reproducible, if it
was not specialized for text, and if it did not make assump-
tions that exclude watermark images. For example, algo-
rithms that assume the image is high contrast were excluded,
since this assumption does not apply to the watermark im-
ages. The following specialized algorithms were selected:
Rao et al. [16], which is a color histogram algorithm that
uses a hybrid of global and local thresholding, Su et al. [17],
which is a local contrast-based algorithm, Gatos et al. [20],
which is a local background estimation algorithm, Mello and
Costa [22], which is a global entropic algorithm, and Kamel
and Zhao [25], which is a local logic-based algorithm.
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(a) (b) (c)

Figure 5: The steps of the proposed algorithm’s binarization when applied to the raw watermark image in Figure 1: (a) shows the low detail
binarized watermark, (b) the high detail binarized watermark, and (c) the output of the proposed algorithm which combines (a) and (b).

In addition to these specialized algorithms, the binariza-
tion algorithm used in the previous watermark matching pro-
totype [8] is chosen as a baseline. It first thresholds locally
with Sauvola [13] and then applies a morphological closing
operation.

Finally, two more baseline algorithms were selected. These
were chosen to be the global algorithm proposed by Otsu
[11], and the local algorithm proposed by Niblack [12]. These
algorithms are generic and commonly used for threshold-
ing [3]. Thus, they can serve as a general case to compare
the specialized algorithms against. This is also why they are
commonly used as a baseline when evaluating other binariza-
tion experiments [17, 18, 20, 26, 27].

All algorithms were implemented according to their de-
scriptions3. Hyper-parameters were tuned using the training
set to improve performance on the watermark set (Appendix
A). Additionally, the algorithm proposed in [17] contained a
vague explanation for single-pixel artifact filtering. This step
was replaced with a morphological closing operation since it
was a close parallel to the procedure alluded to by the authors.

4.3 Proposed Algorithm
This paper proposes a thresholding algorithm for historical
watermark documents. First, two binarized images are gen-
erated using the watermark image (Fig. 1, left): one with low
detail (Fig. 5a), and one with high detail (Fig. 5b). The low
detail image should have very little misclassified foreground,
but also less of the watermark present in the foreground. The
high detail result should have most of the watermark present
in the foreground, but also more of the non-watermark paper
misclassified as foreground. Note that this algorithm assumes
foreground to be black. The low and high detailed images
were generated using Kamel’s algorithm [25], using different
hyper-parameters. This algorithm was chosen by observing
which of the selected algorithms visually performed the best
on the training set.

The proposed algorithm takes the low detail image and
clarifies the watermark using the high detail image. This is
done by iterating through each foreground pixel in the low
detail image. Within a defined window in the high detailed
image, centered at the pixel of the current iteration, all of
the foreground pixels from the high detailed image are added
to the corresponding region of the final image. The final
image begins as blank, and is thus filled with foreground
pixels. Since the low detail image should contain sparse

3https://gitlab.ewi.tudelft.nl/cse3000/2023-2024-q4/
Skrodzki Castaneda/alantink-Automated-processing-of-scanned-
historic-watermar

Algorithm 1 Proposed Algorithm

Input: The grayscale input image I
Output: The binary image result

T ← −0.03
stroke width← 5

initial binarized← Kamel(I, T, stroke width)
Apply morphological opening to initial binarized.

Based on the fraction of foreground pixels in
initial binarized, determine Thigh and Tlow.

high detail← Kamel(I, Thigh, stroke width)
low detail← Kamel(I, Tlow, stroke width)
Apply morphological opening to high detail and closing
to low detail.

Based on the fraction of foreground pixels in low detail,
determine window radius.

result← Create a white image, same shape as input
for all foreground pixels in low detail do

windowhigh ← a window in high detail centered at
pixel with radius window radius.

Add foreground pixels in windowhigh to
corresponding region in result.

end for

Apply morphological operations to result.

but mostly correctly classified foreground pixels, windowing
around foreground pixels should clarify the watermark out-
line without adding many non-watermark pixels to the fore-
ground.

The output of the algorithm is further improved by apply-
ing morphological closing and opening operations to vari-
ous stages of binarization. In addition, the fraction of fore-
ground pixels in the intermediary binary images is used to
alter hyper-parameters. For example, a lower fraction of fore-
ground pixels should lead to a larger window radius. These
adjustments are made to accommodate the diversity of water-
mark images being analyzed. The algorithm is summarized
in Algorithm 1, and given in more detail in Appendix B. The
result of applying the proposed algorithm can be seen in Fig-
ure 5c. The proposed algorithm should improve upon other
algorithms because it combines information from existing bi-
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narized results to determine where the foreground is likely to
be. This information is then used to reduce misclassifications.

4.4 Evaluation
To determine the effectiveness of the nine binarization algo-
rithms, they must be evaluated. The evaluation procedure for
the algorithms contains both a quantitative and a qualitative
component. The quantitative component is important because
it allows the algorithms to be objectively compared to each
other. The qualitative component contextualizes the quantita-
tive results by factoring in human perception, which is rele-
vant because objective metrics may not always reflect reality
in practice.

Quantitative Evaluation
A quantitative evaluation was conducted to get data on the
specific performance of the binarization algorithms. The wa-
termark images in the test set do not have ground truths. This
makes it difficult to quantitatively evaluate the watermark im-
ages directly. Thus, synthetic data was created that mimicked
the watermark images.

To create the synthetic data, first the ground truth for the
data was generated. The ground truth was produced by ran-
domly sampling from an existing dataset of human draw-
ings [33]. The drawings in this dataset are simple, geometric,
and resemble a watermark outline (Fig. 6, left). These draw-
ings were binarized using Otsu [11] to produce the ground
truth. The ground truth was cropped as described in Section
4.1. The synthetic watermark images were created by noising
the ground truths. First, the background color was randomly
chosen from an interval of 50 to 200. The watermark color
was randomly selected within +40 to +60 of the background
color, which ensures that there is low contrast between fore-
ground and background. These numbers were chosen based
on the watermark training set. Additionally, horizontal and
vertical lines, which represent the chain and laid lines [1], are
added. The color of the lines, number of the lines, and dis-
tance between the lines are all generated randomly. Finally,
the image is noised and blurred randomly. An example of a
synthetic image before and after noising can be seen in Figure
6. For the validation set 50 synthetic images were generated,
and 100 for the test set.

Figure 6: An example of synthetic watermark generation, used for
the quantitative evaluation. Generation begins with the original
drawing on the left [33], and results in the synthetic watermark im-
age on the right.

The synthetic binarized results are generated by applying
the nine selected algorithms to the raw synthetic image. The
similarity between the ground truth and the binarized result
was evaluated using several metrics. The metrics chosen are

based on those used in DIBCO [10], and are commonly used
to evaluate specialized binarization algorithms. These metrics
are: the F1 score, the peak signal-to-noise ratio (PSNR), the
negative rate metric (NRM), and the misclassification penalty
metric (MPM) [10]. The F1 score and the NRM both use
pixel-wise comparisons. Specifically, they are calculated us-
ing the distribution of true positives, false positives, true neg-
atives, and false negatives with respect to the image pixels.
For example, a false positive would be incorrectly classified
foreground. The F1 and NRM combine these values in dif-
ferent ways. The PSNR is a weighted pixel-wise difference,
placing more importance on the number of misclassificatied
pixels than the F1 or NRM. The MPM, on the other hand, an-
alyzes a pixels distance from the ground truth contour. The
F1 score is best when equal to 1, the PSNR is better the higher
it is, and both the NRM and MPM are best at 0.

Qualitative Evaluation
For the qualitative evaluation a human research study is con-
ducted to determine the effectiveness of different algorithms
according to human perceptions. Participants are given a sur-
vey, where they are shown a raw watermark image and must
choose which of the nine binarized results isolates the water-
mark the best. The results are produced by applying the nine
algorithms to the cropped, raw, watermark images (Fig. Fig-
ure 7), and are presented in a random order. Participants also
rate how well the result they chose isolates the watermark.
This rating is determined by a five-point Likert scale, ranging
from strongly disagree to strongly agree. The first statement
to rate is: ‘The image I selected contains the complete water-
mark’, and the second is: ‘The image I selected contains only
the watermark and none of the non-watermark background’.
These statements are useful for determining overall effective-
ness, rather than comparative effectiveness. This procedure
is repeated for all 40 watermark images in the test set, which
are shown to the participant in a random order.

A subset of participants in this study are individuals that
work in fields that analyze historical paper. These individuals
are important to include because they would be the user group
for a watermark matching tool. Thus their perceptions of wa-
termark isolation are particularly relevant. To broaden the
participant pool, non-users are included in the study, which
are staff and students at the Delft University of Technology.
To track domain knowledge, participants are asked during the
survey if they have expertise in a field related to historical
paper analysis or image processing. Domain knowledge is
tracked because experts in different fields related to this re-
search may have different expectations for the algorithms’
performance and may have differing familiarity with water-
mark images.

5 Results
The evaluation of the binarization algorithms is executed both
quantitatively, discussed in Section 5.1, and quantitatively,
discussed in Section 5.2.

5.1 Quantitative Results
The quantitative data shows that, across metrics, the results
are fairly poor. This can be seen by comparing them to other
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 7: Binarization results of a test watermark image (a), produced using different algorithms: (b) Gatos’ algorithm [20], (c) Kamel’s
algorithm [25], (d) the proposed algorithm, (e) Mello’s algorithm [22], (f) Niblack’s algorithm [12], (g) Otsu’s algorithm [11], (h) Rao’s
algorithm [16], (i) the watermark prototype’s algorithm [8], (j) Su’s algorithm [17]. These images are an example of what participants are
presented in the survey.

F1 Score (×10−2) PSNR NRM (×10−2) MPM (×10−2)
Category Algorithm Mean Std. Div. Mean Std. Div. Mean Std. Div. Mean Std. Div.

Local

Su et al. [17] 13.95 5.81 8.38 2.48 37.23 7.27 5.46 3.62
Kamel and Zhao [25] 20.46 8.63 12.16 2.65 37.88 8.41 1.83 2.50
Gatos [20] 20.20 6.92 6.68 0.84 21.51 5.96 10.03 2.70
Proposed Algorithm 24.21 8.54 11.47 1.97 34.38 7.35 1.82 1.98
Niblack [12] 12.17 4.09 3.16 0.18 27.14 2.19 24.83 1.32
Watermark Prototype [8] 11.49 4.11 2.84 0.65 29.20 3.54 27.38 4.29

Hybrid Rao et al. [16] 20.50 6.87 6.40 0.68 19.24 4.50 9.18 2.73

Global Mello and Costa [22] 30.72 8.57 9.62 0.62 19.13 6.93 2.47 1.18
Otsu [11] 15.50 6.52 4.15 1.21 21.55 4.93 16.24 5.47

Table 1: Quantitative results for the nine selected algorithms. Algorithms in italics are the baseline algorithms.

specialized binarization algorithms, like those in [10]. For
example, the MPM is an order of magnitude worse than most
algorithms presented in [10]. It can also be seen that there
is little agreement between metrics (Table 1). Mello’s algo-
rithm performs best for F1 and NRM, Kamel’s algorithm per-
forms best for PSNR, and the proposed algorithm performs
best for MPM. This also shows that metrics disagree on the
performance of local and global algorithms, since Mello is a
global algorithm, and Kamel is a local algorithm. Baseline
algorithms perform worse than all of their specialized coun-
terparts on all metrics, with the exception of the NRM.

When comparing the proposed algorithm to Kamel – the
algorithm it seeks to improve – the proposed algorithm is bet-
ter for the F1 score, the NRM, and the MPM, but worse for
the PSNR (Table 1). The proposed algorithm does not signif-
icantly improve performance. This may be caused by poorly
generated low and high detail images. The algorithm will
not work effectively if the low detailed image does not iden-

tify any watermark pixels correctly or if the foreground pixels
are too sparse and the window radius too small. Likewise, if
the low detailed image contains too many misclassified fore-
ground pixels, the result will be a poorly isolated watermark.
Thus, the proposed algorithms stands to be improved.

To understand better the discrepancy in results between
metrics, the metrics can be analyzed. The MPM penalizes
misclassifications that are closer to the ground truth less than
those further from the ground truth. As a result, images that
have less defined watermark outlines and fewer overall mis-
classifications are favored over images with more defined wa-
termarks and more misclassifications. The results in Figure 7
align with this expectation, since the MPM ranks Kamel’s al-
gorithm highly, and in the figure it’s algorithm produces a
sparse watermark outline with less misclassified foreground.
The F1 score, PSNR, and NRM all use pixel-wise differ-
ences, but each prioritizes different things. For example, the
PSNR penalizes the proportion of misclassifications overall,
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Category Algorithm Percentage (%) of
Overall Selection

Percentage (%) of
Mode for an Image

Local

Su et al. [17] 0.90 0.00
Kamel and Zhao [25] 34.65 45.00
Gatos [20] 10.90 7.50
Proposed Algorithm 30.97 32.50
Niblack [12] 7.43 5.00
Watermark Prototype [8] 5.28 0.00

Hybrid Rao et al. [16] 6.94 0.00

Global Mello and Costa [22] 2.08 0.00
Otsu [11] 0.83 0.00

Table 2: The percentage of an algorithm’s binarized result being chosen as the best across users and images, and the percentage that an
algorithm is the mode for an image (excluding ties). Algorithms in italics are the baseline algorithms.

(a) (b)

Figure 8: Heat maps showing the median Likert ratings for each algorithm corresponding to a certain image. Likert ratings for statement 1
are depicted in (a) and statement 2 in (b). Columns are images, and rows are algorithms. Colors range from strongly Disagree in blue o
(represented as 1) to Strongly Agree in red o (represented as 5). Gray o represents no choice for that image. Note that numbers represent
ordinal categories and are used for brevity, they should not be treated as numerical.

whereas the NRM tends to be more forgiving if one class,
for example foreground, is heavily overclassified. This can
be seen in Figure 7, where Otsu, which has a high NRM and
low PSNR, misclassifies foreground frequently. On the other
hand, Kamel’s algorithm has a good PSNR but a poor NRM,
and has a more even distribution between false positives and
false negatives (Fig. 7).

As regards answering the research question, these results
show that none of the algorithms are particularly effective,
especially when compared to results from [10]. It is difficult
to determine which algorithms perform better, since the met-
rics often contradict each other. Additionally, the quantitative
results were generated using synthetic data, which is not the
same as the original watermark images. Synthetic data does
not account for tearing or staining that watermark scans often
contain. Thus, considering the qualitative results is impera-
tive to gain a better understanding of which algorithms might
be best in practice.

5.2 Qualitative Results
For the qualitative evaluation, 36 participants completed the
survey. 17 participants had expertise in a field related to im-
age processing, 12 had expertise in a field related to historical
paper, 7 had neither, and no participants had both. The ex-
act user population size is unknown. However, since users
would be historians and researchers, the population is safely
assumed to be larger than 100 individuals. Under this as-
sumption, the survey’s sample size is too small for results to
be statistically significant and applicable to a broader popula-
tion [34]. Thus, the qualitative results serve only as informal
observations.

According to the survey results (Table 2), Kamel’s algo-
rithm was chosen most frequently from the binarized results,
followed by the proposed algorithm. However, there is no al-
gorithm that is chosen the majority of the time. The survey
also shows that all local algorithms, barring Su’s algorithm,
are chosen more frequently than global algorithms. Addition-
ally, the proposed algorithm is chosen less frequently than
Kamel’s algorithm. This may be because, for some images,
the proposed algorithms removes noise from Kamel’s result
at the expense of the watermark outline, as evident in Figure
7d. However, the proposed algorithm is chosen more than the
seven other algorithms. These results align with the MPM
and PSNR metrics. Interestingly, Mello’s algorithm is cho-
sen relatively infrequently among participants, despite being
high ranking with the F1 and NRM (Table 1). This indicates
that these metrics may not fully align with human perception.

Rating Percentage (%)
for Statement 1

Percentage (%)
for Statement 2

Strongly Agree 12.01 1.32
Agree 45.56 12.08
Neutral 20.90 16.74
Disagree 18.61 48.75
Strongly Disagree 2.92 21.11

Table 3: The percentage of a rating being chosen across users and
across images for the first statement: ”The image I selected contains
the complete watermark”, and the second statement: ”The image I
selected contains only the watermark and none of the non-watermark
background”. Percentages are measured overall, without consider-
ing which algorithm the rating corresponds to.
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Most participants agreed that the complete watermark was
shown and most participants disagreed that no misclassified
foreground was present (Table 3, Fig. 8). Specialized local
algorithms, particularly Kamel, Gatos, and the proposed al-
gorithm, tend to contain less misclassified foreground, and
are selected more often than the other algorithms (Fig. 8b).
However, there is still variation across ratings, even within a
specific algorithm (Fig. 8). Participant responses show that
the best binarized results isolate the watermark the majority
of the time and that results still frequently contain noticeable
misclassified foreground.

Gwett’s AC1 agreement coefficient is used to measure how
much participants agree with each other [35]. Gwett’s AC1
applies specifically to several raters rating several categori-
cal or ordinal items, and is therefore more applicable to this
data [35] than other metrics. Gwett’s AC1 is less sensitive to
the prevalence of categories than other similar metrics [35].
This is important because of the element of subjective pref-
erence inherent in survey data. The coefficient results show
that, according to benchmarks used in [36], the algorithm se-
lection question has fairly poor agreement and both Likert
statements have good agreement (Table 4).

Question AC1
95% Confidence

Interval
Best Algorithm Selection 0.261 [0.224, 0.298]
Likert Statement 1 0.669 [0.627, 0.710]
Likert Statement 2 0.677 [0.638, 0.717]

Table 4: The AC1 coefficient and the 95% confidence interval for
each survey question. Likert statement one states: ”The image I se-
lected contains the complete watermark”, and statement two states:
”The image I selected contains only the watermark and none of the
non-watermark background”. Likert statement agreement is mea-
sured overall, without considering which algorithm the rating corre-
sponds to.

When considering how the selected algorithms compare
to each other, the survey results show that Kamel is chosen
most frequently as the best result (Table 2). However, due
to participant disagreement, any conclusion about which al-
gorithm is best can be tentative at best. In addition, there is
substantial agreement among participants that the best bina-
rization results shows the complete watermark, and substan-
tial disagreement that the result removes all non-watermark
background. Thus, the thresholding algorithms can be con-
sidered only somewhat effective, since the watermark is of-
ten present, but is usually not completely isolated. As stated
above, these observations only relate to the participants and
cannot be generalized to a broader population due to the small
sample size.

6 Responsible Research
Reproducibility and transparency are key components to re-
sponsible research, since they ensure that the results of this
research can be verified. To ensure that this research is as re-
producible as possible, the implementation of the algorithms
used to produce the results are available on a GitLab reposi-

tory in the TUDelft EWI GitLab instance4. Transparency in
the watermark data being used is more difficult, because the
watermark data cannot be made publicly available. To miti-
gate the impact of this, various stages of binarization applied
to the watermark images are seen in this paper to make the
steps in the research process transparent. The research data
will be published publicly to 4TU.ResearchData5 to ensure
transparency in the data analysis process. The image drawing
dataset [33], is also available online, and is licensed under
a Creative Commons Attribution 4.0 International License6.
Thus, several steps have been taken to ensure that the data and
algorithms used throughout this research are openly available
for reproduction or further research.

To gather qualitative results a human research study was
conducted. When conducting a human research study, it is
necessary that all participant data is gathered ethically and
consensually. To ensure this was the case, a proposal was
sent to the Human Research Ethics Committee (HREC) in the
Delft University of Technology. In order to ensure that all as-
pects of the study were thoroughly considered and evaluated,
a consent form, data management plan, and HREC check-
list. These forms help ensure that the study followed GDPR
and that participants were consensually participating. This re-
search therefore also seeks to be ethical by ensuring the safety
of those participating in the human research study.

7 Conclusions and Future Work
This paper seeks to answer how effective thresholding algo-
rithms are when applied to raw watermark images. To this
end, nine thresholding algorithms are applied to watermark
images and evaluated. The results show that no algorithm
manages to completely separate the watermark from its sur-
roundings. Qualitatively, participants tended to answer that
the best binarized results contain the watermark, but misclas-
sify non-watermark pixels as foreground. Although the qual-
itative results cannot be generalized to a larger population,
they align with the quantitative results in demonstrating that
the selected algorithms fail to completely isolate the water-
mark.

This paper also seeks to compare how different threshold-
ing algorithms perform when applied to watermark images.
Specialized algorithms tend to perform better than the base-
line algorithms. Out of the nine thresholding algorithms stud-
ied, the logical adaptive algorithm proposed by Kamel and
Zhao [25], followed by the proposed algorithm, tend to per-
form better than others. However, there is remarkable dis-
agreement both among participants and metrics on this mat-
ter, so no definitive conclusion can be made. To answer the re-
search question, the selected thresholding techniques are not
effective to a significant extent when applied to degraded wa-
termark images.

Further research can improve watermark isolation. For ex-
ample, qualitative evaluations can be conducted on a larger

4https://gitlab.ewi.tudelft.nl/cse3000/2023-2024-q4/
Skrodzki Castaneda/alantink-Automated-processing-of-scanned-
historic-watermar

5https://data.4tu.nl/
6https://creativecommons.org/licenses/by/4.0/
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sample, so that results could be generalized to the user group.
Another area for future work would be to analyze the effec-
tiveness of applying non-thresholding algorithms to water-
mark binarization, for example by using machine learning.
Additionally, it would be valuable to combine these thresh-
olding algorithms with denoising techniques. Ultimately,
these thresholding algorithms do not effectively isolate wa-
termarks, but there is much room for further investigation.
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A Appendix: Hyper-parameters
The table below outlines which values were used for the hyper-parameters in each selected algorithm.

Algorithm Parameter Value

Su et al. [17]
Window for contrast image 7
Gamma 0
Morphological structure 3× 3 cross

Kamel and Zhao [25] Window size 5
Threshold T -0.03

Gatos [20]

Sauvola k-value 0.005
Background estimation window radius 25× 25
q 0.6
p1 0.5
p2 0.8
Shrink window radius 3× 3
ksh 21
ksw 9
ksw1 21

Proposed Algorithm Refer to Appendix B -

Niblack [12] Window size 41
k 0.1

Watermark Prototype [8]

Window size 45
k 0.01
Morphological structure 3× 3 cross

Morphological closing iterations 3

Roa et al. [16] Window size 31
k 0.01

Mello and Costa [22] Refer to [22] -
Otsu [11] - -

Table 5: List of algorithms and the values of their hyper-parameters that were used during calculation.
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B Appendix: Proposed Algorithm
This appendix contains a more detailed version of Algorithm 1, shown in Section 4.3.

Algorithm 2 Proposed Algorithm

Input: The grayscale input image I
Output: The binary image result

T ← −0.03
stroke width← 5
morph structure← 3× 3 cross

initial binarized←
initial binarized← Kamel(I, T, stroke width)
Apply morphological opening to initial binarized using morph structure

fraction binarized← fraction of foreground pixels in initial binarized.
if fraction binarized > 0.2 then

Thigh = T − 0.01
Tlow = T − 0.015

else if fraction binarized < 0.05 then
Thigh = T + 0.005
Tlow = T

else
Thigh = T
Tlow = T − 0.005

end if

high detail←
initial binarized← Kamel(I, Thigh, stroke width)
low detail← Kamel(I, Tlow, stroke width)
Apply morphological opening to high detail and morphological closing to low detail using morph structure.

fraction low ← fraction of foreground pixels in low detail.
if fraction low < 0.02 then

window radius← 15
else if fraction low < 0.1 then

window radius← 10
else

window radius← 5
end if

result← Create a white image, same shape as input
for all foreground pixels in low detail do

windowhigh ← window of high detail centered at
pixel with radius window radius.

Add foreground pixels in windowhigh to
corresponding region in the result image.

end for
if fraction of foreground pixels in result > 0.5 then

Apply morphological opening to result using morph structure
else

Apply morphological erosion to result using morph structure
end if
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