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Abstract
The aim of this research is to evaluate the believ-
ability of Lilobot, a conversational agent meant to
act as a virtual child for training helpline workers.
Numerous aspects of believability are explored by
means of a user study involving a questionnaire and
interview with 10 participants. Questionnaire re-
sults indicate that improvement to the chatbot’s be-
lievability is likely necessary.
The findings from the interviews are that the use
of emoticons and acknowledging the context of
the application raise believability, while unrespon-
siveness and repeated utterances lower it. While
Lilobot did express valid and real emotions, study
participants suggested improving the appropriate-
ness of its reactions and expanding its vocabulary.

1 Introduction
Chatbots are a powerful tool for conveying information to hu-
mans in a personalized but controlled manner. One emerging
use of chatbots is communication skills training [1]. Such
training is necessary for many human endeavors, such as
training helpline agents. To learn how to communicate in
those scenarios, a caller would be impersonated by an experi-
enced colleague and a trainee would interact with them. With
the help of conversational agents, users (trainees) can instead
interact with a chatbot that acts as the other party (i.e. a per-
son texting the helpline). This aims to simulate the regular
training process in a controlled setting.

This simulated environment is meant to help the user gain
communication skills and avoid the need of using another hu-
man for training purposes. This training also greatly reduces
risks for trainees, as there is no possibility to put another hu-
man in danger (e.g. of hurting their feelings). However, for
the trainee to take the training seriously it needs to have an
element of realism, such that the human believes that the con-
versation they are having could occur in real life.

This paper is concerned with the interaction between inex-
perienced trainees and an agent-based simulation of a virtual
child (called Lilobot), that was bullied at school. The original
work by Sharon Grundmann examines the usability and use-
fulness of the conversational agent [2], but did not measure
the believability of the agent.

Previous research establishes the importance of assessing
the believability of a conversational agent [3] and introduces
relevant sub-topics and sub-questions. Past studies have also
shown that text-based chatbots can be perceived as human-
like based on their written behaviour [4]. Believability is es-
pecially important for this agent since it is trying to imitate
the real-world behaviour of a child.

This leads to the following research question: How believ-
able do trainees find the interaction with the Lilobot conver-
sational agent?

The main contribution of this research is to evaluate the
believability of Lilobot in acting as a bullied child. Through
a user study, we aim to measure users’ perceptions of the
agent’s believability and identify factors that may impact be-
lievability in this context. First-hand experience with the

chatbot is valuable for the evaluation as it lets users form an
opinion about the believability of the agent. But, second-hand
experience (through viewing a transcript of a conversation) is
more technically feasible in this specific scenario and allows
for a bigger pool of study participants. Furthermore, the ac-
curacy of the believability assessment can be positively in-
fluenced by using second-hand experience [5], as it helps the
assessor concentrate on the believability of the agent.

In addition to that, being more removed from direct inter-
action eliminates the possibility of ”negative disinhibition”
from occurring in a conversation. This is beneficial to all par-
ties, as ”whenever agents attempt to assert themselves or to
claim for themselves certain human rights and privileges,”
users commonly respond with negative and offensive mes-
sages [6, p. 31].

Lilobot uses the beliefs-desirses-intentions (BDI) model to
human-like behaviour [2]. Explaining the inner workings of
the chatbot to the users in a way that is easy to understand
could improve the experience of the interaction and the user’s
trust in the chatbot.

Although in this context the agent’s main purpose is to imi-
tate a human, there is no way for it to escape the connotations
and treatment prescribed to a computer program. Such a re-
action would definitely introduce a bias into the responses of
our study participants, it is therefore helpful to avoid it.

The paper is organized as follows. Section 2 describes the
methodology of our user study. Section 3 presents our results
and findings. A discussion of the results in Section 4 is fol-
lowed by Section 5 on responsible research. Finally, Section
6 concludes the paper and outlines directions for future work.

2 Method
This section will elaborate on the experimental procedure in
this study. First, the demographics of the participants will
be examined, then the materials used in the study will be de-
scribed. Lastly the procedure will be discussed, including
the design and organization of the study, and the evaluation
method for collecting and processing the data.

2.1 Participants
The participants were recruited on site at the TU Delft uni-
versity. The only requirement for a participant is sufficient
knowledge of the Dutch language to understand Lilobot’s
conversations. We performed the study with 10 people, with
9 identifying as male and one as female. All 10 were in the
18-24 age range. All except one have had experience with
chatbots, with 3 participants reporting using them often (more
than 10 times a month), 4 saying they use them sometimes (2-
10 times a month) and 2 reporting rare usage (once a month
or less). One participant did not know Dutch, so we acted
as a translator between them and Lilobot. Their results were
not excluded as they still provided valuable feedback in the
believability questionnaire and interview.

2.2 Materials
The materials used in this study involve a questionnaire and
an interview to collect data. These are used to measure the



different aspects of believability that we identified as appli-
cable for Lilobot, so they will be elaborated on in the mea-
sures section. Alongside that, training material in the form
of example transcripts is used to prepare participants for their
interaction with the chatbot.

Example Transcript
Viewing example transcripts has the potential to demonstrate
the five-phase model [7], which is the communication proto-
col that the children helpline uses to train counselors when
interacting with children [2].

While demonstrating the 5 phase model and ideal scenarios
of interaction is helpful to the participant, as it demonstrates
that e.g. short sentences should be used when communicat-
ing with Lilobot, it also risks ’over-fitting’ the participants’
interactions with Lilobot. They might resort to using only the
phrases we provided in their own interactions, rendering the
evaluation results unusable. Therefore, a conversation tran-
script was created that is not related to the topic of Lilobot’s
conversations (bullying), and contains examples of questions
for each of the 5 phases. Examples were taken from [7]. The
example transcript is shown in Appendix C.

2.3 Measures
Believability Questionnaire
A questionnaire survey was used to gather quantitative data.
The survey consists of questions presented by S. Fitrianie et
al. in the artificial-social-agent questionnaire [8]. This ques-
tionnaire uses the 19 constructs found in [3], turning each
into a set of questions. The first of the constructs is believ-
ability, which applies to this study. The construct they present
is divided into 5 sub-constructs. We found that only 2 of the
constructs could be applied to our topic, as Lilobot has no ap-
pearance beyond a chat window, therefore asking participants
about it wouldn’t yield meaningful results. Only the follow-
ing 2 constructs will be used in our survey: ”Human-Like
Behaviour” and ”Natural Behaviour”. These contain 5 and
3 questions respectively, with answers provided on a 7 point
Likert scale. The full questionnaire is shown as Figure 3 in
Appendix B.

Believability Interview
An interview was used to gather qualitative data. The inter-
view questions are shown in Appendix A. Since the believ-
ability of an agent depends on their ethos1 [6], it is worth-
while to try to find what aspects of Lilobot’s ethos are deemed
believable or unbelievable by study participants.

Posing questions about what aspects of Lilobot’s personal-
ity influenced believability can show what parts of the inter-
action are important for believability.

Asking how the conversation would differ if instead of
Lilobot the participants were talking to a real child lets the
participants reflect on the ethos they constructed for Lilobot
and give insight into how Lilobot can shape the perceived
ethos of the user to better fit its role. Questions 3 and 4 are
follow-up questions to 2, exploring the different aspects of
the participants’ interaction with the chatbot.

1This term has many meanings in different contexts, but can be
crudely summarized as the reputation of a communicator.

The last question is concerned with the context of the chat-
bot. It is important to consider that Lilobot was created for a
very specific use case and evaluating its believability in this
context is helpful. The question used the ”Agent’s Appear-
ance Suitability” section from the artificial-social-agent ques-
tionnaire [8] as inspiration, changing the word appearance to
behaviour.

2.4 Procedure
Aside from data collection methods and experiment design,
the overall study structure involving collaboration with other
researchers, is described in this section.

Experiment Design
At the beginning of the experiment, the participants’ consent
and demographics data are collected. Then, the participants
are prepared for their interaction with the chatbot by read-
ing an example transcript, followed by a real-time interaction
with Lilobot. The final structure of the experiment can be
seen in Figure 1.

Figure 1: The organizational structure of the experiment consists of
multiple parts. The light green rectangle highlights the parts that re-
late to preparing participants and collecting demographics data for
this study. The blue rectangle highlights the parts which are directly
related to gathering the data for this study. The non-highlighted parts
are entirely performed by other researchers for other studies, there-
fore they do not directly concern this study.

The study was performed in collaboration with other re-
searchers also studying the evaluation of different aspects of



Lilobot. Namely, the noticeability of behavioural changes
and the usability of feedback provided at the end of the in-
teraction. Much thought was given to the order in which the
participants would answer the different questionnaires and in-
terviews. The noticeability assessment precedes our study, as
the participants need a fresh memory of their conversation
with Lilobot to assess the precise moments when the chatbot
changes its behaviour. The feedback assessment is last as it
reveals a lot about the inner workings of the chatbot and may
influence the other 2 studies by introducing biases to the par-
ticipants’ answers.

Conversation with Lilobot
To evaluate the believability of the Lilobot conversational
agent, the study participants need experience with the agent,
which they will then reflect upon. After viewing the exam-
ple transcripts described in 2.2, the study participant engage
in a real-time conversation with Lilobot. Due to technical
limitations, Lilobot cannot recognize multiple intents in the
user’s prompts [2]. This forces users to write single sentence
prompts, which have to be similar to ones which the chatbot
was trained on. Studying example transcripts with plenty of
good and bad examples can help the participant have a mean-
ingful conversation with Lilobot.

The conversation can end in a number of different ways,
with the chatbot leaving the conversation after being disap-
pointed or with the intent to talk with its teacher being the
most common (the latter being the desired outcome). As seen
in Figure 1, if the conversation ended early without reach-
ing phase 3 of the 5-phase model, then the participant had
to restart the conversation. This lasted for a maximum of 10
minutes due to time limitations.

A question that was considered during the design of the
study is whether the nature of a participant’s interaction with
Lilobot plays a role in their assessment of the chatbot’s be-
lievability. The participant’s view of Lilobot’s believability
may be formed from 3 sources: observation of the example
transcripts, direct interaction with the chatbot, and any pre-
conceptions that they may have had before participating in
the study. The proportion and importance of each is unknown
and likely depends on the specific person. However, it is a
risk that with a (un)favorable choice of words and actions,
the participant might experience a best-case (or worst-case)
scenario in their conversation with Lilobot which might ad-
versely affect their assessment. Out of the three sources, only
the observation the example transcripts is controlled and stays
constant between participants.

Data analysis
The raw data was collected in the following formats. The
questionnaire (as seen in Figure 3 in the Appendix) has 8
questions which are divided into 2 groups. The answer is
in the format of a 7 point Likert2 scale, which was mapped
to the numbers -3 to 3, from strong disagreement to strong
agreement respectively.

2The Likert scale is commonly used in questionnaires to measure
the scale of agreement or disagreement with a statement. Includes a
neutral option.

Interview transcripts were written during the interview and
any identifying information was removed. A content analysis
performed on the interview transcripts according to the steps
outlined in [9]. Meaning units were extracted from the inter-
view transcripts, followed by making codes and categories.
The codes were generated inductively. Double coding was
utilised on 12 meaning units to assess and strengthen the re-
liability of our coding scheme. Two double coders were em-
ployed, both are computer science students and researchers
working on other parts of the experiment shown in Figure 1.
We found an average pairwise Cohen’s κ of 0.396, which in-
dicates fair agreement [10]. The codes had a Krippendorff’s
Alpha value of 0.395 . Table 1 shows all the categories that
assembled the meaning units into. It also shows the number
of quotes each category contains.

Category Number of Quotes
content 66
content structure 13
role context 12
technological limitations 2
medium 1

Table 1: Showing all the categories and the number of quotes (mean-
ing units) assigned to each category.

3 Results
3.1 Questionnaire results
The results of the artificial-social-agent questionnaire [8] can
be seen in Figure 2. The mean value for the Human-Like
Behaviour construct is -0.6 (SD = 1.65), and the mean for
Natural Behaviour is -0.87 (SD = 1.66). Both map to being
slightly below the ’Neither Agree nor Disagree’ Choice on
the 7 point Likert scale, leaning towards disagreement. As
can be seen by the error bars representing the standard de-
viation, there is a wide range of opinions in the responses.
The ’Lilobot behaves like a real person’ metric is the most
extreme out of the 8, favoring the disagreement side, but the
neutral response still falls within the standard deviation.

3.2 Interview Results
The findings of the interviews were in places similarly contra-
dictory. Six participants made comments on Lilobot’s emo-
tions being valid and real, with one participant (P3) saying
”she explained the story right away without me asking is be-
lievable because it shows that Lilobot is looking for a solution
to their problem. She had a reason to reach out”. However,
four participants also thought the opposite, with one partici-
pant (P6) remarking ”It’s not like a child at all, basically. Like
it’s way too robotic”. There was a clear sentiment that Lilobot
was not believable at some points.

Conversation Pace and Progression
The pace and speed of progression of the conversation were
also difficult and contentious topics. Eight participants made
remarks related to the conversation progressing too fast and
the chatbot being too prepared to tell them about itself. Par-
ticipant 2 recommended that for more believability, ”Maybe



Figure 2: Results of the artificial-social-agent questionnaire [8]. The first 5 metrics are parts of the Human-Like Behaviour construct, and
the latter 3 are part of the Natural Behaviour Construct. The values are mapped from the 7-point Likert scale, with -3 representing extreme
disagreement and 3 representing extreme agreement. The blue bars indicate the mean value of the metric and the black error bars indicate the
standard deviation.

[Lilobot’s responses] wouldn’t be that detailed, maybe I’d
have to ask it more questions before it started giving me the
amount of detail that I needed”.

This sentiment, was however reversed when it came to the
task of reaching past phase 2 of the 5-phase model, as when
the trust requirements of the robot are not met (it needs to
tell enough about its situation to move past a threshold of
trust), the participant is seemingly barred from entering the
latter stages and the conversation grinds to a halt. Participant
4 experienced this very strongly, which resulted in them say-
ing both that ”I didn’t really believe the story because it went
too slow, as in it wasn’t urgent.” and ”I would expect it to
more slowly, gradually, go into the problem”. These opposing
statements uttered within 1 minute of each other can signify
that there needs to be a delicate balance in the actions of the
chatbot, preventing it from oversharing too quickly, but let-
ting frustrated users progress to further phases of the 5-phase
model in their conversation, for training purposes.

Complaints and Improvements
Lilobot’s repeated utterances of the same question (e.g.
”when will you call my school?”) affected the believability
negatively. Three participants noticed that occurrence, for
example, P3 said ”She kept repeating a question that I al-
ready answered. Lilobot asked it three times. That makes it
a bit less believable”. Furthermore, the chatbot often reacted
incorrectly to the participants’ prompts. Six participants ob-
served inappropriate reactions, with P5 stating ”I think when
I said ’tell what you told to me to your teacher’, the reac-
tion the was just a sad face, that was weird”. Another identi-
fied issue was unresponsiveness or failure to respond to mes-

sages, which was mentioned by three participants. Unrespon-
siveness can likely be fixed by expanding the dictionary of
phrases that the chatbot can understand.

Two other technological limitations that participants no-
ticed were that the chatbot had no memory of previous
prompts, as P8 pointed out that it’s ”kind of limiting how
you could respond yourself. Probably can’t refer to previ-
ous comments”. Also, the wording of the users’ prompts had
to match certain criteria, as P9 stated that ”The responses had
to be formatted in a very specific way”. These software lim-
itations affected the believability negatively, as in a real-life
conversation with a child varied sentence structures would be
understood.

Three participants also noticed fast and abrupt changes of
topics or emotions. They could emerge from a lack of consis-
tency in Lilobot’s emotions, as P1 states ”A real child would
be a bit more consistent with their emotions and you would be
able to maybe establish more of a connection with the kid”,
and P8 stated that ”It was a quick transition from one prompt
to another, that felt a little bit unnatural”.

A complaint about the chatbot that was expressed by three
participants was the lack of a backstory, or personal informa-
tion about the character that Lilobot is acting as. Participant 7
said that when speaking to a real child, they ”would feel more
empathy towards the child, because with the bot you cannot
know their gender and age. Because you cannot know that, it
becomes less human”.

Positive sentiments
On the other hand, the use of emoticons such as ”:)” in
Lilobot’s vocabulary produced a notable positive effect on the



believability. Five participants remarked clearly that it helped
the chatbot seem more realistic. In addition, in answer to the
last interview question (shown in Appendix A), Six partici-
pants contextualised the shortcomings of the chatbot or said
that it was suitable for its intended use of teaching the 5-phase
model. Participant 5 explained that ”you don’t really have to
have a perfectly working, completely human child. Because
every child is different, and this does really train you for the
[5-phase model]”.

4 Discussion
In this section, we assess our findings and contributions by
comparing them to other researchers and giving our interpre-
tation of the results. The issues and limitations in our method-
ology are also examined, along with recommendations for fu-
ture research.

4.1 Artificial-Social-Agent Questionnaire
To put our results into a general perspective, we can compare
our values for the Human-Like Behaviour and Natural Be-
haviour constructs to the ones that were found by researchers
that developed the questionnaire in [11]. Compared to our
values of -0.6, and -0.87 respectively, some similar agents
achieved similar results. Siri, a virtual assistant developed
by Apple scored -0.28 and -0.81 respectively. While Lilobot
scores lower in both constructs, it is also unexpectedly close
to a chatbot made by one of the biggest companies in the
World. In addition to that, Siri can communicate using sound,
which could give it an advantage over Lilobot. Poppy, a vir-
tual human from SEMAINE [12] scores 0.51 and -0.38 re-
spectively. A large difference between Poppy and Lilobot is
that Poppy has a virtual avatar, and can therefore communi-
cate both with sound and visual body language. It scores far
better in the human-like behaviour construct, but the natural
behaviour construct value is still similar to Lilobot’s.

4.2 Repeated Utterances
As discussed in the Results section earlier, a common com-
plaint about the chatbot was that it repeated questions mul-
tiple times. There are several possible causes and solutions
for this behaviour. One possible cause is that there is a bug
in the software of Lilobot causing it to print prompts multiple
times, or it could be intended behaviour for repeatedly trying
to get an answer to an important question. A possible solution
could be to prefix a repeated sentence with a fitting remark,
for example ”What about ...”. This would seem more believ-
able, as there is a change to the prompt each time, making it
less repetitive. Another possible cause is that the participant
had given a reply, but it wasn’t understood by the chatbot,
so improving the dictionary of inputs and allowing for multi-
ple sentiments to be processed from one prompt is a possible
solution[2].

4.3 Unresponsiveness
A lack of response to the participant’s prompt caused dis-
satisfaction and annoyance in participants. P4 said that ”It
would be acceptable that the kid would tell you more, or say
random stuff in between, but the bot just gave no feedback”.

This reaction leads to several ways to alleviate the inevitable
situation when the chatbot receives a message it cannot un-
derstand. Rather than providing no response at all (which is
what the chatbot does currently), a polite acknowledgement
of failure should be provided[13]. Since the chatbot is imitat-
ing a child, the inexperience and lack of knowledge attributed
to a young human can be used as a means for graceful fail-
ure. As mentioned previously, the number of occurrences of
unresponsiveness can be reduced by adding to Lilobot’s un-
derstanding.

4.4 Lack of backstory
While it is natural that the chatbot cannot provide any per-
sonal details outside the bullying scenario since the character
is not based on a single real person, some participants sug-
gested that it would improve the believability of the conversa-
tion to provide some information on the gender and age of the
chatbot. This remark may have been caused in part due to the
example transcript containing that information (but from an-
other scenario). However, implementing this idea could open
avenues to stereotyping based on personal characteristics or
decrease the generalisability of the training to the diversity of
real-life conversations. In addition to that, as mentioned be-
fore, negative disinhibition might occur if too many human
characteristics are assumed by the chatbot [6]. Therefore,
from our perspective, the addition of personal details remains
an open question.

4.5 Limitations
The first and foremost limitation of this study is the software
of of Lilobot. We observed that it was slow to run and prone
to errors when non-ideal inputs were given. In addition to
that, since it was not hosted online we had to run the chatbot
locally from one computer. This restricted us to conducting
the survey in-person, whereas an online survey could have
reached more people and given a larger quantity of results.

Secondly even though the intended usage of the software
was to train children’s helpline workers [2], we only had ac-
cess to the general public for recruiting participants. There-
fore, we had to spend more time acquainting the participants
with the 5 phase model and were forced to avoid particularly
serious and negative topics to show for training. This was an
issue because the handbook that introduces the 5 phase model
uses a very graphic and serious conversation as the only ex-
ample transcript [7]. Since people unaccustomed to helpline
problems might be more sensitive to such topics, we were ad-
vised by our supervisor to not use this material for fear of
disappointing or traumatizing our study participants. Addi-
tionally, the diversity of our recruited participants is severely
lacking. Only one out of the 10 identified as Female and all
were in the same age-range (18-24) this may have affected
our results, as we do not know the demographics of the target
user group of the chatbot and therefore cannot determine if
our results apply to it.

Thirdly, given more time to explain the 5 phase model and
the main principles of conducting a helpline conversation to
the participants, our results could potentially be more mean-
ingful. Unfortunately as we were conducting the experiment



in collaboration with other researchers doing their own stud-
ies, and the general time constraints of the project, the time to
introduce the topic and educate the participants was limited
to around 10 minutes. This is in stark contrast to the intended
users of Lilobot, who are children’s helpline workers under-
going a training lasting several weeks [14].

After receiving complaints about the beliefs of the robot
from some participants, we found that the database contain-
ing the beliefs of the chatbot was not being reset between tries
with different participants. This may have affected the results
in one of the first 3 runs of the experiment by altering the be-
haviour of the chatbot. After we found this out, we started
resetting the database values after every run of the experi-
ment. We did not, however, discard the data up to that point
because apart from aggravating some negative emotions from
the participants, the responses were similar to the proceeding
participants.

5 Responsible Research
The major ethical concerns in this study are collecting user-
identifiable data. Apart from using their name to sign the
consent form (those names are not shared with anyone), par-
ticipants provided their age, gender and experience with chat-
bots in a demographics questionnaire. Of these, only age and
gender are potentially identifiable characteristics, and will
only be shared in the form of statistics for the whole popu-
lation, with no specific response being linked directly to the
participant. Any personal information is also censored from
the interview transcripts. The data collected for this study
is published in the 4TU repository3. To collect demographics
data and perform the questionnaire, the survey tool Qualtrics4

was employed, known for its compliance with privacy laws
(GDPR). The qualitative analysis performed in this study was
verified by the use of double coding with another researcher.

Reproducing our methods is fully possible. We provide the
full questionnaire and interview questions used in the study,
and apart from the recruiting the same participants, every part
of the study can be repeated. The software used (Lilobot) is
taken from [2]. The research also received ethical approval
from TU Delft, reference number 2960.

6 Conclusions and Future Work
The results of the ASA questionnaire were inconclusive. The
average answer leaned towards disagreeing with the believ-
ability of the chatbot, however the range of opinions was
large. This leads to a conclusion that an improvement in be-
lievability is likely necessary for the chatbot. In the inter-
views, the participants noted that the emotions that Lilobot
was talking about were real and valid, though the structure
of the responses decreased the overall believability. This in-
cluded Lilobot repeating questions multiple times or being
unresponsive. The use of emoticons and acknowledging the
context of the chatbot have a positive effect on the believabil-
ity. Believability can also be improved with better reactions to

3https://doi.org/10.4121/d24f832f-748c-4ac7-ba7b-
879637c6c64d.v1

4https://www.qualtrics.com/

the participants’ messages, which can be achieved by broad-
ening the vocabulary of the chatbot. An interesting area for
further research is extending the functionality of the chatbot
to react to new and unexpected prompts, for example by the
use of Large Language Models[15], though there are poten-
tial ethical issues [16].
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B Believability Survey

Figure 3: The believability survey based on the artificial-social-
agent questionnaire [8] that was given to the study participants.



C Example Conversation Transcript
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