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Abstract

Emotion recognition is a challenging problem in the
field of computer vision. The automatic classifica-
tion of emotions using facial expressions is a promis-
ing approach to understand human behavior in vari-
ous applications such as marketing, health, and ed-
ucation. Yet, recognizing some emotions, such as
anger, jealousy, contempt, and disgust, is more chal-
lenging than others due to their subtlety and rar-
ity in the training data. Self-pseudo labelled data
uses an existing classifier to label unlabelled data
and then make use of them. In this paper, we en-
deavor to investigate whether employing (self)pseudo-
labelled data to train an Expression Manipulator [10]
generator, with the purpose of generating a training
dataset for training a classifier offers better balance
between the Action Units, and thus, better perfor-
mance. We aim to explore whether this approach
surpasses the method of directly utilizing an equiva-
lent quantity of (self)pseudo-labelled data to train the
classifier[11]. Specifically, we focus on augmenting
the Action Units (AUs) of facial expressions, which
are the basic units of facial movement that corre-
spond to specific emotions. The experimental results
demonstrate that while pseudo-labelled data does im-
prove accuracy over baseline supervised training, EM-
augmented training does not yield any additional im-
provement when it comes to toy data set, whereas
in the faces EM-augmented data outperforms pseudo-
labelled data. We think this happen due to the sim-
plicity of the problem in the toy data set whereas in
faces we have more diversity using AffectNet [14] for
both pseudo-labelling and EM.

1 Introduction

Automatic facial emotion estimation is important be-
cause it enhances human-computer interaction by en-
abling computer to understand human emotions eas-
ier, it contributes to healthcare and well-being by
understanding whether a person is depressed or an-
gry and foreseen to stop it progress further, it can
also be used to enhance security and surveillance sys-
tems by being able to identify strange behaviours
(anger,stress) and prevent something unexpected in
public areas. Therefore, these systems are a valuable
asset in various fields.

Facial expressions convey emotional states, behav-
ioral intentions, and physical state [18]. To be able
to decode these expressions the Facial Action Cod-
ing System (FACS) is used [5]. FACS decompose the
expressions into action units (AUs) where combina-
tions represent all possible facial expressions. There
has been a lot of advancements recently in the field
of action unit detection, but there are some problems
that require solving.

Firstly there is a major problem that AUs occur-
ring in existing facial datasets are often correlated
with each other and do not cover all combinations
of AU activations. That makes it hard for the AU
classifier to be able to identify independent AUs.
This is because natural human facial expressions use
certain combinations of AUs and therefore these co-
occur. In addition, some AUs exist rarely whereas
some AUs occur often, which leads to an imbalanced
learning problem. Imbalanced datasets pose signifi-
cant challenges. When one class vastly outnumbers
the others, models tend to favor the majority class,
minority class patterns may go unnoticed, leading to
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biased predictions and poor generalization.
Secondly, a vast amount of unlabelled data exists

that can be used, but to be able to annotate AUs you
should be officially certified [4]. In addition, AU an-
notation is a time consuming and tedious process, can
take several minutes per image, which makes manual
annotation expensive and slow [6].
In this paper, we study how we make the most out

of the available unlabelled data to reduce the need
for expensive AU annotations by studying different
approaches that exist to augment AUs on faces to
de-correlate AUs on a toy data set and then on faces.
We compare self pseudo-labeling and Expression Ma-
nipulator when it comes to labeling AUs on faces and
toy data set. Finally, we test how advantageous is to
manipulate AUs to increase the training data set and
therefore improve model’s F1-score performance.

2 Related Work

Limited AU annotations is a major problem. While
there are a vast amount of data available through
publicly available data sets such as AffectNet [14]
high quality AU annotation is missing.
To alleviate the problem, may approaches

have been tried such as weakly-supervised, semi-
supervised and self-supervised. Weakly-supervised
tries to make use of inaccurate or inexact annota-
tions. Zhao et al., in his research [22] proposed a
weakly supervised clustering technique that utilizes a
large set of free web images that have inexact anno-
tations. The weak annotations were from pre-trained
models or query strings. In other fashion, Zhang
et al. utilize expression-dependent and expression-
independent joint AU probabilities as prior knowl-
edge and were able to detect AUs without any anno-
tation [20].
Semi-supervised approaches uses both annotated

and unannotated data. They aim to make use of the
vast amount of the unlabeled that exists publicly with
the assumption that they follow the same distribu-
tion with the labelled data [22]. Semi-supervised us-
ing pseudo-labelling is another approach used for AU
annotating. Loog argues that semi-supervised clas-
sification using pseudo-labelling estimates are never

worse than the supervised solution in terms of the
log-likelihood [11]. We test the application of pseudo-
labelling to both toy and real data set to evaluate the
F1-score performance and the ability of the approach
to de-correlate AUs.

Recently, GAN-based and auto-encoders have re-
ceived huge attention that make use of deep learning
to alter facial expressions. Y Choi et al. proposed
StarGAN a novel approach that perform image-to-
image translation for multiple domain with a single
model and they are able to transfer a facial attribute
and expression from one subject to another [1]. The
limitation there was that it could only generate a
discrete number of expressions that heavily depends
on the content of the dataset [16]. That is why
Pumarola et al. proposed GANimation where the ap-
proach tries to address that limitation. GANimation
allows the control of magnitude of activation per AU
and it also deploys a fully unsupervised strategy to
train the model as it only requires images annotated
with the activated AUs. GANimation was a very im-
portant breakthrough but it suffered from changing
condition-irrelevant regions, and was extended by Ex-
pression Manipulator [10]. Ling et al. in their work,
they make use of relative action units to solve that
and the generator learns to only transform the re-
gions of interest which are the activated AUs [10]. Fi-
nally, an alternative to using GANs are Additive Fo-
cal Variational Auto-encoder (AF-VAE) an approach
that arbitrarily manipulates high-resolution face im-
ages using a simple yet effective model and only weak
supervision of reconstruction [17]. In our research, we
make use of the Expression Manipulator to evaluate
how F1-score performance and AUs de-correlation is
affected by GAN-based approaches.

For the problem of AUs rarity, many up sampling
techniques have been used on the minority AUs [21]
or under sampling the majority AUs [2]. However,
re-sampling is happening inside the dataset, which
do not contribute additional information for the in-
frequent AUs. In our research, we make use of up-
sampling the toy data set and again evaluate in terms
of F1-performance and de-correlation.
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3 Method

In this section we’ll go through the 3 methods used
to test which augmentation approach yields the best
results in terms of F1-score performance and de-
correlating AUs. The first uses fully supervised learn-
ing with random sampling, second is using semi-
supervised learning using pseudo-labelling and lastly
semi-supervised using unsupervised pre-training.

3.1 Fully supervised learning with
random up-sampling

Up-sampling is a method used to increase the number
of instances in a dataset. Fully supervised learning
with up-sampling is primarily used to address imbal-
anced datasets [9], where some classes significantly
outnumbers others, by creating more instances of the
minority class. In this approach, we up-sampling
from the existing labelled data set to increase the
training set size. Overall, up-sampling is a versatile
tool that enhances the learning and generalization
capabilities. In Figure 2 the full procedure is shown.

3.2 Semi supervised learning using
pseudo-labelling

This method relies on making use of the vast amount
of unlabelled AU data that exist out there. It make
use of labelled data to train an AU classifier, then
using the classifier, label the unlabelled data and use
all the data to train the AU classifier again. Figure
3 shows the procedure.

3.3 Semi supervised learning using
unsupervised pre-training

This method uses data to train an Expression Manip-
ulator [10] which is able to generate additional data.
Here we’ll go through the main parts of Expression
Manipulator as described in [10].

It consists of relative AUs, MSF module, network
structure and loss function.

3.3.1 Relative Action Units

Instead of using discrete emotion labels or absolute
facial AUs to control the facial expression as it was
used to do in the past, the authors proposed a method
that uses relative AUs. RAUs are defined as the dif-
ference between the AUs of the target expression and
the AUs of the input image. This allows the gener-
ator to learn to only modify the regions of the face
that are relevant to the desired expression.

3.3.2 Multi-scale feature fusion (MSF)

The generator in the proposed method is a U-Net
architecture that is augmented with an MSF mod-
ule. The MSF module helps to improve the quality
of the generated images by fusing features from dif-
ferent scales. The idea for MSF feature is that fusing
the features from low-to-high, and the two kinds of
conv streams. MSF module takes the feature across
the encoder and the MSF modules as well as RAUs
as input to learn to alter image features at differ-
ent spatial sizes. Secondly, MSF inject the condition
at each MSF module which helps MSF to learn the
consistency of expressions of features with different
resolutions, between encoder and decoder features.

3.3.3 Loss function

The proposed method uses a combination of loss func-
tions to train the generator [10] to make sure that the
generated images look realistic, have the desired AUs
and keeps the identity of the person. These loss func-
tions include:

• The adversarial loss, which encourages the gen-
erated image to be realistic and indistinguishable
from real images.

• Conditional Fulfillment makes sure that the out-
put image possess the desired AUs.

• Reconstruction Regularization loss to make sure
that the faces in both input and output images
keep the identity of the person untouched.

To wrap up, the input to EM is a face image and
a target expression. The target expression can be
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specified as a discrete AU label, or as a continuous
value, such as the intensity of the AU. The network
make use of the components and the output of EM is
a new face image that has the desired expression. The
quality of the output image depends on the quality
of the input image, the accuracy of the RAUs, and
the complexity of the expression.

4 Experiments and Results

4.1 Datasets

We perform all of our experiments on two datasets.
The first is a ”toy” data set that we have created
using MNIST digits [3].

MNIST This dataset is a toy dataset that we have
created using the MNSIT digits [3]. It contains im-
ages 96x96 in size, where we consider each digit as a
unique action unit. The existence of an action unit
is the digit existence or not. If it exists, then it’s ac-
tivated, otherwise it has a 0. An example is shown
in Figure 1. The labels for the easy MNIST example
would be [1,1,1,0,1,1,0,0,0].

When creating the images the probability an ac-
tion unit to be activated is 20%. To make it more
realistic, we included a correlation between digits 2
and 3, meaning that if digit 2 is activated there is
70% probability 3 will be activated too. The algo-
rithm is also shown in 15. That is done to mimic the
real behaviour of AUs, as for example, according to
FACS [5], if AU 6 and 12 co-exist (Cheeck Raiser and
Lip Corner Puller respectively) then the emotion in
the face of the person is Happiness, thus, a lot of AUs
co-exist in one face.

Finally, we also created images using gaussian noise
to make the dataset harder. An example can be
shown in Figure 1 with the 2nd being an MNIST
image with gaussian noise (µ = 0.5, σ = 1) and the
3rd being harder with gaussian noise (µ = 1, σ = 5).

Faces datasets

The Faces datasets consists of 5 different datasets
with faces. 4 Publicly available datasets which are:
DISFA [13], DISFA+ [12], ADFES [19], WSEFESP
[15] and also 1 private datasets owned by Vicar Vi-
sion [7]. In total the face combined dataset contains

Algorithm 1 Grid Initialization Algorithm

1: Initialize a 3x3 grid.
2: for digit from 1 to 9 do
3: Generate a random number between 0 and 1.
4: if random number ≤ 0.2 then
5: Activate the action unit.
6: end if
7: if action unit is activated then
8: Assign the digit to the corresponding po-

sition in the grid.
9: else

10: Assign 0 to the corresponding position in
the grid.

11: end if
12: end for
13: if digit 2 is present in the grid then
14: Assign digit 3 to the grid with a probability

of 70% and vice versa.
15: end if

72,901 images from different participants that are dif-
ferent age, ethnicity, gender, etc.

Finally we use AffectNet [14]-a publicly available
unlabelled data set, to self-pseudo label.

4.2 Set up of action unit classifier

The hyper parameters of the classifier of the AUs, has
been already tuned already so the settings like: batch
size, optimizer,etc. are fixed. More specifically:

Parameter Value
Batch size 100
Max epochs 1000
Min epochs 0
Patience 20
Loss mse

Optimizer radam
Learning rate 0.001

Table 1: Model Training Parameters

All experiments are evaluated with the metric F1-
score and False Discovery Rate. F1-score measures:
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Figure 1: Correlated examples between digit 2 and 3 for normal/medium/hard MNIST toy dataset

F1 = 2 ∗ precision ∗ recall
precision+recall

(1)

Whereas False Discovery Rate measures:

(FDR) =
False Positives

False Positives + True Positives
(2)

to measure how well we are able to de-correlate the
AUs, the lower the FDR the better de-correlation we
are able to achieve.
To account for the inherent stochasticity of neural

networks, each experiment was repeated five times
and the average F1 score, FDR was calculated across
all runs. This was done to ensure that the re-
ported results were representative of the model’s per-
formance, while also mitigating the impact of any
random variation that could occur during individual
runs.

4.3 Set up to train Expression Manip-
ulator

To train the Expression Manipulator [10] we had
to set up the hyper parameters. In the paper they
proposed tuned hyper parameters that we adopted.
More specifically some of the core hyper parameters:
We train the model by Adam [8] optimizer with

settings of β1 = 0.5, β2 = 0.999 for 30 epochs at initial
learning rate of 0.0001, and then linearly decay the
rate to 0.0001 for fine-tuning.
To evaluate Expression Manipulator [10] and pick

the best model among 50 epochs, we used 2 different
metrics:

• Qualitative Evaluation: Comparing the same
images and how they evolve during each epoch
got us an approximation of which epoch the gen-
erator starts to create normal looking fake data.

• Quantitative Evaluation: Measuring the condi-
tional loss convergence for the minimized loss of
the discriminator-generator [10].

We applied EM in 2 different data sets, grid
MNISTS toy data set and on Faces. However, we
had different approach in terms of how to apply EM
[10] in both set ups, we trained Expression Manipu-
lator [10] with both labelled and self-pseudo labelled
data, as we found out that the amount of labelled
data weren’t enough to train it properly.

• Experiments on MNIST: To generate MNIST
data using Expression Manipulator [10], we cre-
ated images and then activated only 1 number
per time by setting it to 1 and all others 0. This
was done to create independent AU samples to
feed the model.

• Experiments on Faces: To generate fake images
using Expression Manipulator, we found the neu-
tral images (All AUs set to 0) in our datasets
which were 3K out of the total images. Then,
we created new images activating one AU per
time by setting it to 0.7 because if more it was
too intense and not realistic. So, 1 neutral im-
age would generate 20 new images. Another ap-
proach we tried, was to deactivate an AU from
the images we have. This approach we found
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early doesn’t yield promising results as the im-
ages generated were unrealistic and not suitable
to use. Furthermore, we generated images that
have multiple AUs at the same time to create an
emotion, as for example according to FACS [5]
AU 6 and 12 combined form the happy emotion.
However, due to limitations of time and data we
couldn’t use them.

4.4 Experiments on MNIST

Different set-ups were used on how to train the action
unit classifier that we will go through in the following
sections. Test set consist of 9000 samples from which
each time 1 AU is activated independently from each
other (1000 samples each).

4.4.1 Train AU classifier fully supervised
learning

The results that we have obtained by training the
Action Unit classifier using 3,000 and 30,000 MNIST
of each mnist data set (medium and hard) and then
tested the uncorrelated data set.

Dataset F1-test FDR test
MNIST 3K medium 64.70 7.76
MNIST 3K hard 46.42 23.59

Table 2: F1 Scores and FDR for fully supervised
learning for 3K training MNIST

Dataset F1-test FDR test
MNIST 3K medium 84.82 2.15
MNIST 3K hard 65.01 11.46

Table 3: F1 Scores and FDR for fully supervised
learning for 30K training MNIST

4.4.2 Train AU classifier Semi-supervised
learning using pseudo-labeling

The results that we have obtained by training the
Action Unit classifier using 3,000 and 30,000 MNIST
of each mnist data set (medium and hard) trained on

best model from 4.4.1 and then tested the uncorre-
lated data set.

Dataset F1-test FDR test
MNIST 3K medium 64.22 4.64
MNIST 3K hard 45.45 24.88

Table 4: F1 Scores and FDR for Semi-supervised us-
ing pseudo-labeling training on 3K MNIST and 9K
self-pseudo labelled

Dataset F1-test FDR test
MNIST 3K medium 84.85 1.77
MNIST 3K hard 64.64 10.36

Table 5: F1 Scores and FDR for Semi-supervised us-
ing pseudo-labeling training on 30K MNIST and 90K
self-pseudo labelled

4.4.3 Train AU classifier Semi-supervised
learning using unsupervised pre train-
ing (Expression Manipulator)

The activation level we used for the Expression Ma-
nipulator [10] data is 1 as for MNIST data set we
either have the Action Unit activated or not. Ex-
pression Manipulator was trained using 3000 labelled
and 9000 pseudo labelled data in case of MNIST 3K
data set whereas in MNIST 30K data we used 30000
and 90000 respectively.

Dataset F1-test FDR test
MNIST 3K medium 65.07 6.10
MNIST 3K hard 44.52 24.84

Table 6: F1 Scores and FDR Semi-supervised using
unsupervised pre- training for 3K MNIST and 9K
Expression Manipulator data

4.4.4 Train AU classifier on labelled and ran-
dom sampling from labelled data

The results that we have obtained by training the
Action Unit classifier using 3,000 and 30,000 MNIST
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Dataset F1-test FDR test
MNIST 30K medium 83.59 3.09
MNIST 30K hard 58.84 12.75

Table 7: F1 Scores and FDR Semi-supervised using
unsupervised pre- training for 30K MNIST and 90K
Expression Manipulator data

of each mnist data set (medium and hard) trained
and labelled data random sampled 9,000 and 90,000
respectively.

Dataset F1-test FDR test
MNIST 3K medium 60.68 10.11
MNIST 3K hard 41.18 28.15

Table 8: F1 Scores and FDR fully supervised learning
3K MNIST and 9K Random Sampled data

Dataset F1-test FDR test
MNIST 30K medium 80.2 2.26
MNIST 30K hard 61.8 12.41

Table 9: F1 Scores and FDR fully supervised learning
30K MNIST and 90K Random Sampled data

4.4.5 Comparison of the methods

The combined results using the different approaches
are shown for 3K data sets in 10, 11 and for 30K data
sets in 12 and 13. In 3K data sets case, in medium
difficulty the best performance is achieved by pseudo-
labelling for FDR whereas the F1 score is achieved by
EM. On the other hand in 3K hard difficulty data set,
fully supervised works best in both cases, as the data
contain too much noise and they are too few. In the
case of 30K medium and hard difficulty data set we
expected EM to be performing best according to our
hypothesis, however, pseudo-labelling yields the best
results in both FDR and F1-score.

4.5 Experiments on Faces

The experiments on the faces had the same parame-
ters as mentioned 4.2. The train of the model was

Baselines FDR F1 score
4.5.1 7.76% 64.70%
4.5.2 4.64% 64.22%
4.5.3 6.10% 65.07%
4.5.4 10.11% 60.68%

Table 10: The table shows the FDR and F1 score for
each of the augmenting baselines tried for the 3K size
medium difficulty data set. The best de-correlation
(FDR) between AU 2 and AU 3 happens with semi-
supervised learning using pseudo-labeling whereas
the best F1-score is achieve with semi-supervised
learning using pre-training

Baselines FDR F1 score
4.5.1 23.59% 46.42%
4.5.2 24.88% 45.45%
4.5.3 24.84% 44.52%
4.5.4 28.15% 41.18%

Table 11: The table shows the FDR and F1 score
for each of the augmenting baselines tried for the 3K
size hard difficulty data set. The best results in both
de-correlation (FDR) of AU 2 and AU 3 and F1 score
is achieved by fully supervised learning

done using 58,320 images from the datasets men-
tioned in 4.1 and then tested with 4000 unseen im-
ages.

4.5.1 Train AU classifier fully supervised
learning

The results that we have obtained are by training the
Action Unit classifier using 58,320 faces images with
the 5 datasets mentioned at 4.1 combined and then
tested in 4000 unseen images.

4.5.2 Train AU classifier Semi-supervised
learning using pseudo-labeling

The results we obtained training the classifier on
58,320 labelled images plus pseudo labelled Affect-
Net [14] with 60K and 300K respectively.
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Baselines FDR F1 score
4.5.1 2.15% 84.82%
4.5.2 1.77% 84.85%
4.5.3 3.09% 83.59%
4.5.4 2.26% 80.2%

Table 12: The table shows the FDR and F1 score for
each of the augmenting baselines tried for the 30K
size medium difficulty data set. The best results in
both de-correlation (FDR) of AU 2 and AU 3 and F1
score is achieved by semi-supervised learning using
pseudo-labeling

Baselines FDR F1 score
4.5.1 11.46% 65.01%
4.5.2 10.36% 64.64%
4.5.3 12.75% 58.84%
4.5.4 12.41% 61.8%

Table 13: The table shows the FDR and F1 score for
each of the augmenting baselines tried for the 30K
size hard difficulty data set. The best results in de-
correlation (FDR) of AU 2 and AU 3 is achieved by
semi-supervised learning using pseudo-labeling and
best F1 score is slightly better with fully supervised
learning

4.5.3 Train AU classifier Semi-supervised
learning using unsupervised pre train-
ing (Expression Manipulator)

The activation level we used for the Expression Ma-
nipulator [10] data is 0.7 as we discussed in 4.3.
Training only with EM data and labelled data we
obtained the following results.

4.5.4 Comparison of the methods

The combined results on faces using different ap-
proaches are shown in 17. The findings are that Ex-
pression Manipulator outperforms pseudo-labelling
which is unexpected according to the toy data set ex-
periments, however, our guess is that AffectNet [14]
data set offers diversity and EM is able to generate
higher quality images and thus, improve model’s per-
formance.

Dataset F1-test FDR test
Faces 61.31 47.75

Table 14: F1 Scores and FDR fully supervised learn-
ing for faces

Dataset F1-test FDR test
Labelled 60K + AffNet 60K 63.04 47.92
Labelled 60K + AffNet 300K 64.04 47.86

Table 15: F1 Scores and FDR Semi-supervised using
pseudo-labeling

5 Discussion

In this paper we examine which of the methods pre-
sented, work best for de-correlating AUs and simul-
taneously increase the overall performance measured
with F1 score. However, there are some limitations.

Semi-supervised using unsupervised pre training
method that uses Expression Manipulator [10] to
augment AUs and pseudo-labelling need a solid
amount of data to be able to generate high quality
images as it shown in our experiments as with 3K
hard data set it fails. In addition, the toy data set is
simplistic as it has only one pair of highly correlated
AUs and the grid is 3x3 whereas in the real world
problem the face is much more complicated. Finally,
the experiments on faces were limited due to hard-
ware and data availability constraints.

6 Conclusion

To conclude, we explored the value of different aug-
menting techniques to improve the performance of an
AU estimator and be able to de-correlate the AUs.
The main goal of this study was to discover if using
self-pseudo-labelled data to train an Expression Ma-
nipulator [10] to generate a training set for training
a classifier is a better alternative to directly using an
equal amount of self-pseudo-labelled data for training
the classifier [11] as we can create infinite amount of
independent AUs to de-correlate the AUs.

The experiments we have done in the toy MNIST
data set led us to some conclusions. Firstly,
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Dataset F1-test FDR test
Labelled 60K + EM 60K 65.34 46.83

Table 16: F1 Scores and FDR Semi-supervised using
unsupervised pre training

Baselines FDR F1 score
4.5.1 47.75% 61.31%
4.5.2.1 47.92% 63.04%
4.5.2.2 47.86% 64.04%
4.5.3 46.83% 65.34%

Table 17: The table shows the FDR and F1 score for
each of the augmenting baselines tried for the faces
Dataset. The best results in de-correlation (FDR)
of AU 1 and AU 2 is achieved by Semi-supervised
learning using unsupervised pre-training

semi-supervised learning using pseudo-labelling is
the most promising when it comes to de-
correlating AUs and performance-wise. We
think that happens as the toy data set is artificial
and simplistic, the fully-supervised method can train
a decent classifier to label the unlabeled data. This
is mostly the case when it comes to the data set that
was trained with 30K data set as when we have little
data available Expression Manipulator works almost
as good as pseudo-labelling and outperforms random
sampling. On the other hand, when there are enough
data to sample from Expression Manipulator is worse.

When it comes to faces data set, in table 17
is shown that Expression Manipulator outperforms
pseudo-labelling by 1% in FDR and 1% in F1 score.
Expression Manipulator make use of a vast amount
of unlabelled data AffectNet[14] so this provide more
diversity in our dataset and thus, Expression Manip-
ulator is able to generate higher quality images than
provided in just using AffectNet for pseudo-labelling.
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Figure 2: Random up-samping explanation
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Figure 3: Self-supervised learning using pseudo-labelling
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Figure 4: Self-supervised learning using pre-training
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Abstract

Emotion recognition is a challenging problem in the field of computer vision. The automatic
classification of emotions using facial expressions is a promising approach to understand
human behavior in various applications such as marketing, health, and education. How-
ever, recognizing some emotions, such as anger, jealousy, contempt, and disgust, is more
challenging than others due to their subtlety and rarity in the training data. In this paper,
we try to investigate if using (self)pseudo-labelled data to train an Expression Manipulator
[? ] generator to generate a training set for training a classifier is a better alternative to
directly using an equal amount of (self)pseudo-labelled data for training the classifier [? ].
Specifically, we focus on augmenting the Action Units (AUs) of facial expressions, which are
the basic units of facial movement that correspond to specific emotions.
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1 Background about Face Analysis

1.1 Face analysis

In this section we are going to introduce the basic terms about Face analysis. Face analysis
is a prominent field in computer vision and psycology which involes the study of facial
expressions and their underlying components known as action units. AUs were introduced
by Paul Ekman and Wallace V. Friescen in the 1970s [5].

1.1.1 Action Units

Actions units are distinct facial muscle movements that correspond to specific emotions
or facial expressions. These units serve as building blocks for understanding the complex
language of the human face.

Figure 1.1: Action Units example

In figure 1.1 some action units are displayed. Combinations of them make the fully ex-
pressions. The table below shows some basic expressions and which AUs compose these
expressions.

Table 1.1: Basic Expressions and Involved Action Units

Expression Involved Action Units Description

Happiness AU 6 + 12 Cheek Raiser, Lip Corner Puller
Surprise AU 1 + 2 + 5 + 26 Inner Brow Raiser, Outer Brow

Raiser, Upper Lid Raiser, Jaw Drop
Fear AU 1 + 2 + 4 + 5 + 7 + 20

+ 26
Inner Brow Raiser, Outer Brow
Raiser, Brow Lowerer, Upper Lid
Raiser, Lid Tightener, Lip Stretcher,
Jaw Drop
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1 Background about Face Analysis

1.1.2 Action unit classifiers

There have been many approaches to identify automatically AUs in faces. The first and
oldest was manual annotation using human experts to annotate the AUs. This method is
subjective, time consuming and it requires to have FACS certificate to be able to do that.

Rule based systems was also an approach that was developed to identify Aus automatically
by making use of predefined rules and heuristics. It makes use of facial landmarks and
geometric features to identify specific facial movements.

Feature-based approaches are methods to extract relevant features from facial images and
then use them to train a machine learning algorithm (e.g. SVM, Decision trees). This was
extented by Deep learning and the use of Convolutional Neural Networks (CNNs) to learn
directly features from facial images, which led to better results.
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2 Background about Machine Learning

In this section we are going to introduce the basic terms about machine and deep learning.

2.1 Deep Learning

Neural Networks and therefore deep learning, mainly focus on simulating human’s brain
system [11]. Deep Learning has been the root for the success of Computer Vision and
Natural Language Processing. Recently, autonomous cars and chat bots have been very
trendy and useful.

In Figure 2.1, a single neuron is displayed. For this single neuron, a multi-dimensional input
X = x1, x2, ..., xd−1, xd will go through a linear function ∑i wixi + b with w being weights
and b bias. Then, the output α will be passed to a non-linear activation function g to add
non-linearity to the model.

Figure 2.1: Model of a single neuron from [2]

In Figure 2.2 a 3-layer fully connected network is shown. The input vector is transformed
through a series of hidden layers. The output layer will output the scores for the classifica-
tion.

Figure 2.2: a 3-layer deep learning model from [11]
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2 Background about Machine Learning

2.1.1 Activation functions

In a Neural Network, should we do not include the non-linear activation function, the final
model’s output will be simply a linear classifier, that has nothing to add in the existing linear
classifiers (e.g. linear regression, Support Vector Machines, etc.) as it will be the weighted
sum of the input. Therefore, we intimate the non-linearity with the activation functions,
usually between each hidden layer, so it’s applied in the output of a hidden layer.

Below we’ll introduce some of the most known activation functions used:

Sigmoid

Sigmoid function is a non-linear activation function. It maps a real number in the (0,1)
interval. It has one disadvantage when it comes to edge points and the output is very
close to 0 or 1, the derivative will become very small and that leads to vanishing gradient
problem.

f (x) =
1

1 + e−bx (2.1)

Figure 2.3: Sigmoid function and the derivative

ReLU and alternatives

ReLU (Rectified Linear Unit) is nowadays the most common activation function used, espe-
cially in deep neural networks. It is very fast and efficient computationally. ReLU is very
simple as it returns 0 for anything that is negative, else it will return the positive value itself.
The partial derivatives remain continuous and significant and therefore it is easy to circulate
in the network [13].

f (x) = max(0, x) (2.2)
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2.1 Deep Learning

Figure 2.4: ReLU and variations

The typical ReLU, causes a problem called ”dead neurons” in the negative values of x,
which leads to 0 derivatives, hence these neurons are not able to change their weights and
therefore, learn. To solve this, Leaky ReLU, Parametric ReLU and different variations of
ReLU have been tried throughout the years to solve the problem of having the dead neurons
by assigning a (small) value to the negative inputs.

2.1.2 Loss Function

In order to apply the back propagation algorithm, we need a loss function to penalize the
difference between predicted and the ground truth output during the training process. The
end goal is to minimize the error as much as possible to achieve the best outcome.

For regression problems the most known loss function that is used is the Mean Squared
Error (MSE):

MSE =
1
n

n

∑
i=1

(dj − oj)
2, where d is the label and o is the output (prediction) (2.3)

For classification problems, Cross Entropy loss function is the most common:

Loss = −(label ∗ log(output) + (1 − label) ∗ log(1 − output)) (2.4)
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2 Background about Machine Learning

2.1.3 Optimizers

As mentioned in 2.1.2, the main goal is to minimize the loss function J(θ) where θ are
the weights of the neural network. The algorithm to solve the optimization process is the
optimizer.

The most common algorithm used is the Gradient Descent. However, There have been
different variations of Gradient Descent as it has some problems that we will discuss.

Gradient Descent

The partial gradient ∆θ J(θ) is the derivative of a multi variable function.

∆θ J(θ) =
dJ(θ)

dθ
(2.5)

And the formula to update the weights is:

θ = θ − η ∗ ∆θ J(θ; xi, yi) (2.6)

The parameter η indicates how much the weights will change and it is called learning rate.
It is very crucial when it comes in training any kind of Neural Network as if you have a
high learning rate you might miss the global minimum whereas with a low learning rate the
network is computationally expensive and make the network slow to converge.

Figure 2.5: Effect of low, good and high learning rates from [8]

The mains drawback of the Gradient Descent is the speed that the network needs to converge
and the memory consumption, as the update take place after the whole dataset and the
gradient of all needs to be computed. In addition, as mentioned before it is hard to tune the
learning rate to avoid the problem of missing the global minimum or making it very slow.
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2.1 Deep Learning

Stochastic Gradient Descent and Mini-batch Gradient Descent

Stochastic Gradient Descent (SGD) solves both problems of speed and memory consumption
as it updates the paremeters θ for each training example instead [3]. However, due to the
update of each example it introduces high variance and can confuse the network.

There comes Mini-batch Gradient Descent, which is a cross over between GD and SGD [9].
It tries to find a balance between GD and SGD by updating the weights after a ”batch”
of n examples to avoid the high variance of some specific examples. The batch size is a
hyper-parameter as learning rate that needs to be tuned to achieve the best results.

Adam

Lastly, Adaptive Moment Estimator (Adam) is the most common optimizer used nowadays
as the algorithm itself tries to find the best learning rates and in which direction it needs to
move. That makes it very easy to use and it’s not heavily affect by the parameter tuning of
learning rate, as previous methods. Adam has the best results so far to train efficiently deep
neural networks [10].

mt = β1mt−1 + (1 − β1)gt (2.7)

vt = β2vt−1 + (1 − β2)g2
t (2.8)

gt stands for the gradients and β’s are hyper parameters. Also, bias correction is applied to
both formulas:

m̂t =
mt

1 − βt
1

(2.9)

v̂t =
vt

1 − βt
b

(2.10)

And lastly, the update formula:

θt+1 = θt −
η√

v̂t + ϵ
∗ m̂t (2.11)

2.1.4 Dropout

Dropout is a regularization technique to make the model avoid over fitting in the train
data [15]. Simply, it ignores a number of random neurons in each different hidden layer
with a probability p while the input and the output stays unchanged. This can lead to a
more robust model as it relies less on local features. Therefore, dropout helps the model to
perform better to unseen data and measure the overfitting of the model which is a common
problem in neural networks.
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2 Background about Machine Learning

2.1.5 Fully Connected Network

In a fully connected layer, each neuron is linked to every neuron in the preceding layer,
as depicted in Figure 2.6. The fundamental operation within a fully connected layer is
matrix multiplication. This process linearly transforms one feature space into another. When
integrated into a Convolutional Neural Network (CNN) model, the fully connected layer
serves to amalgamate the features extracted by the preceding convolutional layers and map
them into the representation space associated with labels.

Figure 2.6: Fully connected network

2.2 Convolution Neural Networks

Convolution Neural Networks (CNN) [12] are deep learning models, that are commonly
used for problems that have images as an input (e.g. image classification, object detection,
etc.). The need behind CNN’s is the efficiency of the model in terms of speed and memory
consumption. Should we input an image without pre-processing in a neural network the
network will be come very slow and the memory will overflow. Hence, CNN’s try to mini-
mize the image as much as possible by keeping the most important features while lowering
the dimensions.

LeNet was the first architecture of CNN’s and then more advanced and complicated Convo-
lutional Neural Networks were made like AlexNet and VGG. [1]

8



2.2 Convolution Neural Networks

Figure 2.7: LeNet first architecture of CNN’s

2.2.1 Convolution Layer

The most important part of a Convolution Neural Network is the convolution layer. It’s
a feature extraction mechanism for images by applying filters or kernels that represent a
feature, e.g. an edge or a curve. To illustrate that, inn figure 2.8 a kernel of edges is shown
that is applied to an image and the output of it.

Figure 2.8: Edge kernel from Wikipedia

Figure 2.9: Kernel applied example

The kernel then is applied as it shown in figure 2.9. The input image in the example is 5x5
and the kernel is 3x3 and the output will be smaller as we want to compress the image (3x3
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2 Background about Machine Learning

here). In addition, we have a parameter called stride and that means how many columns it
will ”jump”. An example of stride = 2 is shown in figure 2.10. Finally, we can also apply
zero padding in the initial input image and fill with zeros around the input image, to weight
more the pixels that are in the first row/column. It’s worth noticing that the parameters of
a convolution kernel are learnable during the training of the model and multiple kernels
usually will be applied.

Figure 2.10: Stride example

2.2.2 Pooling Layer

Pooling layer is a mechanism to down sample the feature map by using max or average [7].
The idea behind is that we want to compress more the image and by doing that we keep the
most important pixel from a specific smaller area. An example that does max pooling and
average pooling is shown in figure 2.11. There is also stride as it is mentioned in chapter
2.2.1 for the same reason.

Figure 2.11: Stride example
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2.2 Convolution Neural Networks

To sum up, Convolutional layer and pooling layer makes up a convolutional block. Then we
can apply ReLU or whatever activation function we need. With the convolutions blocks we
form a Convolutional Neural Network that extract features in different levels of the image
and that leads in the decrease of the size of the input image as desired. Finally, we flatten
the input image and we feed it to a Fully Connected Layer that will do the classification of
the input image as discussed in chapter 2.1.5.

2.2.3 U-Net

U-Net is a convolutional neural network (CNN) architecture that is mostly used for image
segmentation task. It was introduced and developed by Olaf Ronneberger et al. in 2015 [14]
and got its name by the ”U” shape it has.

Figure 2.12: U-net architecture (example for 32x32 pixels in the lowest resolution). The blue
boxes correspond to multi-channel feature map. [14]

The main parts that compose U-net are:

• Contracting Path: Consists of convolutional layers and max-pooling layers for feature
extraction and spatial dimension reduction.

• Bottleneck: Center of the network, maintaining high-resolution spatial information
and abstract feature representations.

• Expanding Path: Contains upsampling and convolutional layers to increase spatial
resolution for segmentation.

• Skip Connections: Extensive use of skip connections to capture fine-grained details
and improve accuracy.
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2 Background about Machine Learning

• Final Output: Produces a segmentation mask, typically the same size as the input
image, representing segmented regions.

2.3 Generative Adversarial Networks

A Generative Adversarial Network (GANs) is a framework that uses two neural networks
(generator and discriminator) against each other in a zero-sum game. The generator creates
new data that tries to make them as good as real data used, whereas the discriminator tries
to find which data are real and fake [6].

GANs have been very popular recently to generate realistic images, text and music.

In Figure 2.13 the full architecture of a GAN is shown and how tihs works to generate the
fake realistic data.

Figure 2.13: The GAN architecture with the back propagation training in discriminator is
shown in the figure .[4]

The generator is trained to minimize the discriminator’s probability of correctly classifying
its output as real. This means that the generator is trying to create data that is so realistic
that the discriminator cannot tell the difference between it and real data.

On the other hand, the discriminator is trained to maximize its probability of correctly clas-
sifying real and fake data. This means that the discriminator is trying to learn to distinguish
between real and fake data as accurately as possible.

As they compete against each other, they both become better. The final goal is that dis-
criminator is not able to detect between which data are fake and which real, where we can
say safely that generator is able to create realistic and creative data. For the theoretical
background and the equations Goodfellow on his work explain it very good.[6]
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