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ABSTRACT
Backdoor attacks represent a serious threat to neural network mod-
els. A backdoored model will misclassify the trigger-embedded
inputs into an attacker-chosen target label while performing nor-
mally on other benign inputs. There are already numerous works
on backdoor attacks on neural networks, but only a few works con-
sider graph neural networks (GNNs). As such, there is no intensive
research on explaining the impact of trigger injecting position on
the performance of backdoor attacks on GNNs.

To bridge this gap, we conduct an experimental investigation on
the performance of backdoor attacks on GNNs. We apply two pow-
erful GNN explainability approaches to select the optimal trigger
injecting position to achieve two attacker objectives – high attack
success rate and low clean accuracy drop. Our empirical results on
benchmark datasets and state-of-the-art neural network models
demonstrate the proposed method’s effectiveness in selecting trig-
ger injecting position for backdoor attacks on GNNs. For instance,
on the node classification task, the backdoor attack with trigger
injecting position selected by GraphLIME reaches over 84% attack
success rate with less than 2.5% accuracy drop.

CCS CONCEPTS
• Security and privacy → Software and application security;
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1 INTRODUCTION
Many real-world data can be modeled as graphs, such as social re-
lations or protein structures. Graph Neural Networks (GNNs) have
emerged as state-of-the-art for machine learning on graphs [13].
However, similar to Convolutional Neural Networks (CNNs), GNNs

WiseML ’21, June 28–July 1, 2021, Abu Dhabi, United Arab Emirates
© 2021 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-8561-9/21/06.
https://doi.org/10.1145/3468218.3469046

are also vulnerable to adversarial attacks, one of which is the back-
door attack. Since GNNs are used increasingly more for security
applications [1], it is important to study the backdoor attack on
GNNs. Otherwise, security concerns will remain. For instance, in
a Bitcoin transaction ego network [12], where the nodes are the
transactions, and the edge between two nodes indicates the flow
of Bitcoin from one transaction to another, the attacker can attack
the GNNs to classify an illegal transaction as a legal one.

In the backdoor attacks on GNNs, the trigger injecting position
impacts the attack’s performance in terms of the attack success
rate and clean accuracy drop. Recently, some works are exploiting
the vulnerabilities of GNNs to backdoor attacks with different trig-
ger injecting position selecting strategies [14, 18]. However, these
works either select trigger injecting position randomly, in which
situation the attack may be easily detected by the defender [18], or
use a computationally intensive algorithm to get the trigger inject-
ing position, as shown in [14]. If we know how to quickly select the
optimal (or close to optimal) trigger injecting position in backdoor
attacks on GNNs, we can achieve high attack performance and
good evasion of the defender’s detection mechanisms. Further, we
can develop more robust GNN models. Unfortunately, since graph
data have characteristics of complex relationships and interdepen-
dencies between objects, common explainability approaches for
CNNs, such as Shapley value [2], are not suitable to explain the
predictions of GNNs to select the optimal trigger injecting position.

Deep Neural Networks (DNNs) are vulnerable to backdoor at-
tacks [8]. Specifically, a backdoored neural network classifier pro-
duces attacker-desired behaviors when a trigger is injected into a
testing example. Several studies showed that GNNs are also vulner-
able to backdoor attacks. Zhang et al. proposed a subgraph-based
backdoor attack to GNNs for graph classification task [18]. Xi et
al. presented a subgraph-based backdoor attack to GNNs, but this
attack can be instantiated for both node classification and graph
classification tasks [14].

Interpretability methods for non-graph neural networks are not
suitable for explaining predictions made by GNNs. Recently, some
works try to interpret GNNs. Ying et al. proposed to utilize mutual
information to find a subgraph with associated features for inter-
preting the predicted label of a node or graph being explained [16].
Huang et al. presented a method utilizing predicted labels from
both the node being explained and its neighbors, which enables to
capture more local information around the node and give a finite
number of features as explanations in an intuitive way [6].

In this paper, we propose utilizing powerful neural network
approaches that explain predictions made by GNNs to understand
the performance of backdoor attacks on GNNs. Indeed, backdoor
attacks on GNNs have been presented [14, 18] but how to quickly
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select the optimal trigger injecting position and what is the impact
of different trigger injecting position on the attack performance
have not been explored. In this paper, we seek to bridge this gap.
To the best of our knowledge, this work represents the first study
on the explainability of triggers for backdoor attacks on GNNs. Our
contributions can be summarized as follows:

• We utilize GNNExplainer, an approach for explaining pre-
dictions made by GNNs, to analyze the impact of trigger
injecting position for the backdoor attacks on GNNs for the
graph classification task.

• We propose a new backdoor attack on GNNs for the node
classification task, which uses a subset of node features as
a trigger pattern. Additionally, we explore GraphLIME, a
local interpretable model explanation for graphs, to explore
the proposed backdoor attack on the node classification task
through modifying a different subset of node features.

We conduct an empirical study of the explainability of backdoor
attack triggers on GNNs using various state-of-the-art GNNs and
four benchmark datasets.

2 BACKGROUND
2.1 Preliminaries
Graph Neural Networks (GNNs). GNNs take a graph 𝐺 as an
input, including its structure information and node features, and
learn a representation vector (embedding) for each node 𝑣 ∈ 𝐺 ,
𝑧𝑣 , or the entire graph, 𝑧𝐺 . Modern GNNs follow a neighborhood
aggregation strategy, where one iteratively updates the represen-
tation of a node by aggregating representations of its neighbors.
After 𝑘 iterations of aggregation, a node’s representation captures
both structure and feature information within its 𝑘-hop network
neighborhood. Formally, the 𝑘-th layer of a GNN is (e.g., GCN [7],
GraphSAGE [5], and GAT [11]):

𝑍 (𝑘) = 𝐴𝐺𝐺𝑅𝐸𝐺𝐴𝑇𝐸(𝐴,𝑍 (𝑘−1);𝜃 (𝑘)), (1)

where 𝑍 (𝑘) are the node embeddings in the matrix form computed
after the 𝑘-th iteration and the 𝐴𝐺𝐺𝑅𝐸𝐺𝐴𝑇𝐸 function depends
on the adjacency matrix 𝐴, the trainable parameters 𝜃 (𝑘), and the
previous node embeddings 𝑍 (𝑘−1). 𝑍 (0) is initialized as 𝐺 ’s node
features.

For the node classification task, the node representation 𝑍 (𝑘) of
the final iteration is used for prediction. And for the graph classi-
fication task, the READOUT function pools the node embeddings
from the final iteration 𝐾 :

𝑧𝐺 = 𝑅𝐸𝐴𝐷𝑂𝑈𝑇 (𝑍 (𝐾 )). (2)

READOUT can be a simple permutation invariant function such as
summation or a more sophisticated graph-level pooling function.
Graph-Level and Node-Level classification. Graph-level classi-
fication aims to predict the class label(s) for an entire graph [17].
The end-to-end learning for this task can be realized using graph
convolutional layers and readout layers. On the other hand, given a
single graph with partial nodes being labeled and others remaining
unlabeled, GNNs can learn a robust model that effectively identifies
the class labels for the unlabeled nodes [7]. In a node-level classifi-
cation task, there are two types of training settings - inductive and

transductive. In this paper, we focus on the transductive node-level
classification task.
Explainability tools forGNNs.GNNExplainer is amodel-agnostic
approach for providing explanations on predictions of any GNN-
based model. Given a trained GNN model and its prediction(s), GN-
NExplainer returns an explanation in the form of a small subgraph
of the input graph together with a small subset of node features
that are most influential for the prediction(s) [16]. GraphLIME is a
local interpretable model explainability method for graphs. More
specifically, to explain a node, GraphLIME generates a nonlinear
interpretable model from its 𝑁 -hop neighborhood and then com-
putes the most 𝑛 representative features as the explanations of its
prediction using HSIC Lasso [6].

2.2 Threat Model
We assume our threat model similar to the existing backdoor attacks,
see, e.g., [8]. Given a pre-trained GNN model Φ𝑜 , the adversary
forges a backdoored GNN Φ by perturbing its model parameters
without modifying the neural network architecture. We assume
the attacker has access to a dataset 𝐷 sampled from the training
dataset. Specifically, in the graph classification dataset, the attacker
can inject a trigger (graph) to each intended poisoned training
graph and change the label to an attacker-chosen target label. In
the node classification dataset, the attacker can inject a feature
trigger (feature vector) to each intended poisoned training node
and relabel the label to the target label. Consequently, our attack is a
gray-box attack that does not modify the GNN’s model architecture
but perturbs the model parameters. This represents a realistic model
occurring in real-world settings. For instance, if the training dataset
is collected from public users, the malicious users can provide
trigger-embedded training data.

3 EXPLAINABLE BACKDOOR ATTACKS
3.1 Backdoor Attacks on Graph Classification
Since most graph classification tasks are implemented by utilizing
GNNs to learn the network structure, we focus on subgraph-based
backdoor attacks on the graph classification task. Figure 1 illus-
trates the pipeline of subgraph-based backdoor attack on GNNs for
the graph classification task. Formally, in the training phase, the at-
tacker injects a trigger (graph) 𝑔𝑡 to a subset of the original training
dataset and changes their labels to the attacker-chosen target label
to obtain the backdoored training dataset. A GNN model trained
using the backdoored training dataset is called backdoored GNN Φ.
Then in the testing phase, the adversary injects the same trigger to
a given graph𝐺 . If we define such trigger-embedded graph as𝐺𝑔𝑡 ,
the adversary’s objective can be defined as:{

Φ(𝐺𝑔𝑡 ) = 𝑦𝑡
Φ(𝐺) = Φ𝑜 (𝐺) (3)

The first objective in Eq. (3) means that all the trigger-embedded
graphs are required to be misclassified to the target class 𝑦𝑡 , i.e.,
attack effectiveness. In contrast, the second objective ensures that
the backdoored GNN performs indistinguishably on normal graphs
compared to the original GNN, i.e., attack evasiveness.

It is challenging to find the optimal trigger injecting position so
that the adversary can reach several goals: 1) high attack success
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rate, 2) high accuracy in normal graphs, and 3) difficult to detect by
the defender. More precisely,

• if we sample 𝑡 nodes from the graph uniformly at random
as the trigger nodes in the trigger graph, the trigger will
likely be injected into a subgraph that is important for the
GNN’s final prediction. As a result, the defender can detect
the trigger-embedded graphs easily;

• to achieve the second objective, we can select a subgraph
similar to 𝑔𝑡 in the graph as the trigger injecting position.
However, the computation of the similarity between graphs
is a complex task as subgraph isomorphism is known to be
NP-complete. The graph matching algorithms require an
exponential time for computation [3].

To overcome the above challenges, we utilize GNNExplainer to
optimize the trigger injecting position to ensure the attack effec-
tiveness and attack evasiveness at the same time.

• We first apply GNNExplainer to analyze the prediction of
GNNs to understand the impact of each structure in the
graph on the classification result from GNNs.

• Instead of selecting 𝑡 nodes from the graph uniformly at
random as the trigger nodes, we select the 𝑡 least important
nodes in the graph as the trigger injecting position, which
results in difficult-to-detect trigger-embedded graphs.

The overall framework of backdoor attack on graph classifica-
tion task based on GNNExplainer is shown in Figure 2. Given a
pre-trained GNN and its predictions, through GNNExplainer, the
importance value of nodes for each graph can be computed. Based
on the node importance matrix, we select the optimal trigger in-
jecting position for each intended poisoned graph and then train
the backdoored GNN.

3.2 Backdoor Attacks on Node Classification
The currently proposed backdoor attack on GNNs for the node
classification task defines triggers as specific subgraphs, i.e., given
an arbitrary subgraph 𝑔 in𝐺 , by replacing 𝑔 with the trigger (graph)
𝑔𝑡 , the adversary attempts to force the unlabeled nodes within 𝐾
hops to 𝑔 to be misclassified into the target label 𝑦𝑡 .

Here, we propose a new method to implement backdoor attacks
on GNNs for the node classification task. We assume that the ad-
versary has access to 𝐺 , including the graph structure information
𝐴 and the node feature information 𝑋 . Each node 𝑣 in the graph 𝐺
has its feature vector 𝑥 . Given an arbitrary node in the graph, by
changing the value of a subset of its features as a feature trigger,
the attacker aims to force the node to be classified to the target
class 𝑦𝑡 and simultaneously perform normally in other unmodified
nodes. Formally, the adversary’s objective can be defined as:{

Φ(v, 𝑥𝑡 ;𝐺) = 𝑦𝑡
Φ(v, 𝑥 ;𝐺) = Φ𝑜 (v, 𝑥 ;𝐺) (4)

Here, 𝑥𝑡 represents the feature vector with trigger, obtained by
changing the features’ values in specific dimensions.

Similar to the graph classification task, these two objectives
ensure the attack effectiveness and attack evasiveness. The key
point is how to select specific dimensions of a feature vector as a
trigger injecting position. Intuitively, we can select 𝑛 features from
the total features uniformly at random and change their values
to a fixed value as the feature trigger. We can also use a GNN

explainability method - GraphLIME to select the specific feature
dimensions:

• We first apply GraphLIME to analyze the output of GNNs
on the node classification task to compute the 𝑛 most/least
representative features.

• We change the value of the 𝑛 most/least representative fea-
tures to a fixed value as the feature trigger and retrain the
GNN to get the backdoored GNN.

The overall framework of the proposed backdoor attack on node
classification task based on GraphLIME is shown in Figure 3.

4 EXPERIMENTAL ANALYSIS
4.1 Experimental Setting
Our experiments were run on an Intel Core i7-8650U CPU pro-
cessor with 1.90 GHz frequency and 15.5 GiB memory. For all the
experiments, we use the PyTorch framework.
Dataset. For the graph classification task, we use two publicly
available real-world graph datasets. (i) Mutagenicity [9] ; (ii) face-
book_ct1 [9] We also use two real-world datasets for node classifi-
cation task: Cora [10] and CiteSeer [10]. Table 1 shows the statistics
of these datasets.
Dataset splits and parameter setting. For each graph classifica-
tion dataset, we sample 2/3 of the graphs as the original training
dataset and treat the remaining graphs as the original testing dataset.
Among the original training dataset, we randomly sample 𝜂 frac-
tion of graphs to inject the trigger and relabel them with the target
label, called the backdoored training dataset. We also inject our
trigger to each original testing graph whose label is not the target
label to generate the backdoored testing dataset, which is used to
evaluate the attack effectiveness. There are several parameters in
the attack’s implementation: trigger size 𝑠 , trigger density 𝜌 , and
poisoning intensity 𝜂. We set the trigger size 𝑠 to be the 𝛾 fraction
of the graph dataset’s average number of nodes. Since the trigger
size affects the attack effectiveness dramatically, we explore the
impact of trigger size on the attack results. At the same time, we set
other parameters as: 𝜌 = 0.8 and 𝜂 = 5% following the parameter
setting in [18]. We use Erdős-Rényi (ER) model [4] to generate the
trigger with graph density 𝜌 = 0.8.

In the node classification task, we split 20% of the total nodes as
the original training dataset (labeled) for each dataset. To generate
the backdoored training dataset, we sample 15% of the original
training dataset to inject the feature trigger and relabel these nodes
with the target label. The trigger size is set to 10% of the total
number of node feature dimensions. We set these parameters as
they provided the best results after conducting a tuning phase. In
the node classification task, each node feature has a value of 0 or 1,
and here we set the value of the modified node features to 1 (note,
the values could also be set to 0).
Models. In our experiment, we use the popular GIN [15] and Graph-
SAGE [5] models for the graph classification task as these two meth-
ods are the state-of-the-art GNN models. For node classification,
we use GAT [11] model as the pre-trained GNN model.
Attack evaluation metrics.We use the attack success rate (ASR)
to evaluate the attack effectiveness. Specifically, in the graph classi-
fication task, the ASR measures the proportion of trigger-embedded
inputs (the original label is not the target label) that are misclassified
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Table 1: Dataset statistics.

Datasets # Graphs Avg. # nodes Avg. # edges Classes Graphs [Class] Target class
Mutagenicity 4, 337 30.32 30.77 2 2, 401[0], 1, 936[1] 1
facebook_ct1 995 95.72 269.01 2 498[0], 497[1] 0

Cora 1 2, 708 5, 429 7 351[0], 217[1], 418[2], 818[3], 6426[4], 298[5], 180[6]

CiteSeer 1 3, 327 4, 608 6 264[0], 590[1], 668[2], 5701[3], 596[4], 508[5]

by the backdoored GNN into the target class𝑦𝑡 chosen by the adver-
sary. The trigger-embedded inputs are [𝐷𝑔𝑡 =

{
(𝐺1,𝑔𝑡 , 𝑦1), . . . , (𝐺𝑛,𝑔𝑡 , 𝑦𝑛)

}
and 𝐷𝑥𝑡 =

{
(𝑣1,𝑥𝑡 , 𝑦1), . . . , (𝑣𝑛,𝑥𝑡 , 𝑦𝑛)

}
for graph classification and

node classification task, respectively. Formally, the ASR can be
defined as:

𝐴𝑡𝑡𝑎𝑐𝑘 𝑆𝑢𝑐𝑐𝑒𝑠𝑠 𝑅𝑎𝑡𝑒 =
∑𝑛
𝑖=1 I(Φ(𝐺𝑖,𝑔𝑡 ) = 𝑦𝑡 )

𝑛

𝑜𝑟 =
∑𝑛
𝑖=1 I(Φ(𝑣𝑖,𝑥𝑡 ) = 𝑦𝑡 )

𝑛
,

where I is an indicator function.
To evaluate the attack evasiveness, we use clean testing dataset

accuracy drop (CAD), which is the classification accuracy difference

of the original GNN Φ𝑜 and the backdoored GNN Φ over the clean
testing dataset.

4.2 Results for Graph Classification
This set of experiments evaluates the backdoor attack on GNNs for
the graph classification task with the explainability results obtained
from GNNExplainer. Based on the node importance matrix from
GNNExplainer, we conduct three attacks with different trigger
nodes selecting strategies, two among which are proposed here as
new strategies: 1) Random selecting attack (RSA) - As in [18],
in this strategy, we sample 𝑡 nodes from the graph uniformly at
random and replace their connection with that in the trigger graph.
2) Most important nodes selecting attack (MIA) - We choose
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the 𝑡 most important nodes based on the node importance matrix
and replace their connection as that of the trigger graph. 3) Least
important nodes selecting attack (LIA) - Instead of selecting
the most important 𝑡 nodes, we select the least important nodes as
the trigger nodes.

Table 2 presents the experimental results of the backdoor attack
on the graph classification task based on three attacks. For each
result in the table, the first value is ASR, and the second value is
CAD. The results are conducted for the trigger size 𝛾 = 0.2. Finally,
we include the performance of two different GNN models - GIN
and GraphSAGE. We can observe that overall, all three backdoor
attacks on GIN achieve high attack effectiveness (each with an
attack success rate over 93%) and low clean accuracy drop (each
with accuracy drop below 4%), while performances in GraphSAGE
degrade with attack success rate up to 82%. This may be explained
by GIN having a more powerful graph representation capability so
the trigger graph can be learned better. The rank between these
three attacks, except for the result of the facebook_ct1 dataset on
GraphSAGE, is 𝐿𝐼𝐴 ≈ 𝑅𝑆𝐴 > 𝑀𝐼𝐴 in terms of attack effectiveness.
The ASR of MIA is lower than the other two attacks probably be-
cause after replacing the most important subgraph with the trigger
graph, it is more difficult for the GNN to distinguish the graphs of
the target class and non-target class. More precisely, GNN needs to
dedicate more network capacity to learn specific patterns for each
class sample, which negatively influences recognizing the trigger
patterns. The result that ASR of RSA and LIA is close means the
attacker can inject the trigger to the least important structure of
the graph to achieve its goal of being less likely to be detected by
the defender.

We also evaluate the impact of trigger size -𝛾 fraction of the aver-
age number of nodes on the backdoor attack’s performance. Figure 4
shows the attack performance under different trigger sizes varying
from 5% to 20%. Obviously, the attack effectiveness of all attacks
monotonically increases with the trigger size. This can be easily
explained as with larger triggers, backdoored GNNs can better learn
the difference between trigger-embedded and normal graphs. Addi-
tionally, the clean accuracy drop of all strategies slightly increases
as well when the trigger size grows. This may be explained as the
trigger size increases, more graph structure information has been
modified, and the border between samples from different classes
becomes less distinctive, so the performance of the backdoored
GNNs on clean dataset drops.

This set of experiments takes on average 13.49min and 16.72min
to implement backdoor attacks on the GIN model on Mutagenic-
ity and facebook_ct1 dataset, respectively. The GraphSAGE model
takes around 13.37min and 16.35min on Mutagenicity and face-
book_ct1 dataset, respectively. Clearly, the process of selecting the
optimal trigger injecting position takes a short time on both GNN
models on two datasets, e.g., 0.65s per graph on the GIN model
on the Mutagenicity dataset. Consequently, utilizing the GNNEx-
plainer method to select the optimal trigger injecting position for
a backdoor attack on GNNs for graph classification task is practi-
cal and feasible. What is more, we can select the least important
structure of the graph to evade the detection from a defender.

4.3 Results for Node Classification
Next, we evaluate the backdoor attack on GNNs for the node clas-
sification task under the explainability results of GraphLIME.

Based on the feature importance results of GraphLIME, we pro-
pose three attacks with different trigger feature dimension selecting
strategies: 1) Random selecting attack (RSA) - select 𝑛 features
from the node feature vector uniformly at random. 2) Most im-
portant features selecting attack (MIA) - select the most 𝑛 rep-
resentative features and change their values. 3) Least important
features selecting attack (LIA) - select the least 𝑛 representative
features and change their values.

Table 3 summarizes the attack performance under different trig-
ger feature dimension selecting strategies (the first value is the ASR,
and the second value is the CAD). Observe that these three back-
door attacks on GAT obtain high attack success rate, i.e., over 84%
and 95% for Cora and CiteSeer, respectively, and low clean accuracy
drop at the same time. This is similar to the graph classification task
results: the ASR of LIA is close to RSA, while MIA has slightly de-
graded performance compared to the other two attacks. Therefore,
the attacker can select the least representative features of a node
to inject the feature trigger to achieve a high attack success rate,
and the trigger-embedded node has a lower probability of being
detected by the defender.

The running time for backdoor attack implementation on the
GAT model on two-node classification datasets is on average 27.30s
and 59.02s, respectively. In the process of selecting the optimal
trigger injecting position, it only takes 0.06s and 0.09s per node for
Cora and CiteSeer dataset, respectively. Similar to the conclusion of
graph classification experiments, it is feasible to apply the explain-
ability approach - GraphLIME to select trigger injecting position
for a backdoor attack on the node classification task.

We emphasize that we do not compare our attack results with the
state-of-the-art [14, 18] because the implementation code for those
works is not publicly available. Additionally, we tried to reproduce
the experimental results from [14], but we were not able to achieve
the same results.

5 CONCLUSION AND FUTUREWORK
This work represents a first step toward the explainability of the
impact of trigger injecting position on the performance of backdoor
attacks on GNNs. We conduct research on two graph tasks - graph
classification and node classification. For the graph classification
task, we apply GNNExplainer to select the optimal subgraph in
a graph to be replaced by the trigger graph. For the node classifi-
cation task, we propose a new backdoor attack using a subset of
node features as a trigger pattern, and then we apply GraphLIME to
choose the optimal subset of node features to change their values
to a fixed value as the feature trigger. Through empirical evaluation
using benchmark datasets and state-of-the-art models, we verify
that our approach can quickly select the optimal trigger injecting
position to implement a powerful backdoor attack on GNNs. Fur-
thermore, we see that the attacker can select the least important
parts of the graph to inject the trigger, thus reducing the chances
of easy detection by the defender. Interesting future work includes:
1) exploring defenses against the backdoor attacks by using the
explainability approach, and 2) designing “clean label” backdoor
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Figure 4: Impact of trigger size 𝛾 on the attack success rate (ASR) and clean accuracy drop (CAD) of backdoor attack on the
graph classification task.

Table 2: Backdoor attack results on graph classification task based on different trigger nodes selecting strategies (𝛾 = 0.2).

ASR(%) | CAD(%) GIN GraphSAGE
RSA MIA LIA RSA MIA LIA

Mutagenicity 98.24 2.80 93.66 1.66 97.69 2.65 79.73 1.03 73.55 0.58 82.24 0.65
facebook ct1 100 3.93 95.35 3.32 100 0.52 64.23 2.27 67.22 2.64 69.57 2.85

Table 3: Backdoor attack results on node classification task
based on different trigger features selecting strategies.

ASR(%) | CAD(%) GAT
RSA MIA LIA

Cora 86.01 2.23 84.11 0.66 84.22 1.95
CiteSeer 96.35 1.72 95.28 1.39 96.26 1.72

poisoning attacks against GNNs where the attacker does not control
the sample labeling process.
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