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Abstract
Mathematical fairness notions introduced in literature aim to make algorithmic decisions fair.
However, their usage has been criticized in domains such as recidivism and lending for producing
unfair decisions. Questions regarding fairness, which also have an important role in hiring are
giving way to concerns about the increasing adoption of algorithmic decision-making systems
in the field. However, there are no concrete studies linking mathematical notions to actual
perceptions of fairness by people active in hiring and applicant selection.

We aim to explore the understanding and alignment of existing fairness notions by
organizational representatives in the context of early candidate selection in hiring. Towards
that, we interviewed 17 professionals from executive functions, talent acquisition, HR, I/O
psychology, and diversity and inclusion operations in The Netherlands. By designing user-
friendly illustrations and explanations in the context of early candidate selection in hiring,
we explore their ratings and responses to six fairness notions on understandability, perception
of fairness, perception of diversity, and applicability. Our qualitative investigation suggests
that these fairness notions raise three concerns. One, they lack additional contexts such as a
company’s size or diversity goals. Two, they give rise to several ethical and practical concerns
such as lack of trust in the data, disadvantaging minorities, or the selection of unqualified
applicants. Lastly, they act only as a small step towards fairness in the large hiring pipeline.
We conclude that a qualitative approach in collaboration between designers, practitioners, and
policymakers is the key to refinement and contextualization of future technologically enabled
fair hiring policies. Our participants’ intrinsic motivation to engage with the topic of fairness
strengthens our case.
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1 INTRODUCTION
Data-driven algorithmic decision making systems are increasingly being adopted in many
domains, from low stakes situations such as re-routing passengers on an overbooked flight
[18], to high stakes situations such as predicting incarceration or parole in criminal defense
systems [4]. While in the low stakes application of re-routing passengers the algorithmic
decision predicts or selects a number of passengers to re-route, in the high stakes application,
the algorithmic decision predicts who will go to jail for how long. Several studies show the
applicability of these data driven automated decision making systems in cancer prediction,
credit scoring and lending, hiring, and university admissions. Needless to say, these data-
driven automated algorithmic decision making systems can impact a person’s course of medical
treatment, employment, economic or educational opportunities.

The systems designed for these applications are powered by machine learning (ML) algorithms
that are trained to learn from large quantities of data obtained from the domain of application.
Upon learning to identify patterns, the algorithms are able to make predictions on new, unseen
data. For example, if an algorithm is trained on the past employees’ performance data, it can,
given the data for a new employee, predict his or her performance. However, with the data-
driven algorithmic decision making systems trained to identify and replicate major patterns
in the data, leading to higher accuracy of the predictions made, there are risks of harmful
patterns such as historical prejudice or even discrimination being replicated in the new predicted
decisions [90], [23]. In the same example of predicting employee performance - if the data mainly
contains records of employees with certain ethnic or educational background receiving good
performance, it is highly likely that a system trained on this data will predict similar results
for similar people. The historically disadvantaged people do have enough representation in the
data. Moreover, the data may only reflect their representation in the negative category. For
example, most of the data for recidivism prediction for ethnic minority shows them receiving
stricter sentences. While the algorithms are trained on data containing harmful biases from
the past, it is no longer acceptable nor legal to make discriminatory decisions today.

Figure 1: A simple Fair ML pipeline

In recent years, innovations to address and mitigate algorithmically driven discriminatory
decisions have come in the form of mathematical fairness notions - quantitative constraints
that seek to limit or check the number of negative decisions given to historically disadvantaged
people, known as minority groups. A simplistic Fair ML pipeline is shown in Figure 1. The
proposed mathematical notions, giving rise to the field of Fair ML [9], [33], [16], [101], aim
to handle the societal disparities that – if not handled in algorithmic systems – can lead to
discriminatory outcomes and is thus, unfair [9]. The societal disparities in our context originate
from sensitive features that differentiate people, such as gender, ethnicity, religion, national
origin, disability, age, etc.

Many fairness notions have been solely proposed based on data and sometimes, domain
knowledge. In our literature survey, in Chapter 2, we identify 17 definitions, which can be
classified broadly under individual or group fairness. Individual fairness notions look for similar
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predictions for similar individuals, whereas, group fairness treats social groups as a whole,
equally [80]. For instance, one of the earliest, yet still discussed in recent literature, group
fairness notions is Statistical Parity [43], which requires equal prediction rates across groups
defined by their sensitive feature. Another notion, Fairness through Awareness [43], based on
individual fairness, asks for the same prediction for any two individuals in the data, regardless
of their sensitive feature. Multiple reasons make this field challenging; many notions cannot
be satisfied simultaneously [76], [4], difficultly reconciling group and individual fairness notions
[17], and no guidelines on operationalizing fairness notions [139].

Despite these challenges, fairness notions have been applied to real life situations and have
subsequently received substantial criticism in domains such as recidivism and lending for
producing decisions that are still discriminatory against minority groups [23]. The domain
of hiring, which has not been as extensively researched as recidivism and lending, has seen
increasing adoption of algorithmically driven decision making systems in the form of automated
assessment of applicants [89]. However, there is no clarity on how these automated assessment
systems produce non-discriminatory and bias-free decisions [111]. This brings uncertainty about
the ability of mathematical interventions to solve societal biases.

An interdisciplinary approach is required to bridge the gap between designers, who think
computationally and users, who think contextually about achieving fairness in a societal
domain. In the hiring domain, this is relevant as organizations try to shape their policies on fair
hiring - with or without algorithmic decision making systems - through their Equity, Diversity
and Inclusion operations. Towards that end, the aim of this research can be summarized by
the following main and sub research questions:

RQ :Howdoorganizational representatives understand andperceive

differentmathematical fairness notions in the context of early candidate

selection in hiring?

• RQ1 : How do organizational representatives align with different mathematical fairness
notions in the context of early candidate selection in hiring?

1. What is their conceptual understanding of the mathematical fairness notions?

2. What do they rate the mathematical fairness notions (and their output decisions)
in terms of fairness and why?

3. What do they rate the mathematical fairness notions in terms of improving gender
balance in organizations?

• RQ2 : What is their impression, perception of fairness, perception of diversity and
applicability of using the different mathematical fairness notions during the early
candidate selection in hiring?

To capture the understandability of the mathematical fairness notions by organizational
representatives, we investigate their conceptual understanding of the notions. To capture
their perception, we examine their reasoning behind four key components - their impression,
perception of fairness, perception of diversity and applicability of the fairness notions. We
define the scope of the research to six mathematical fairness notions; chosen to cover both group
and individual notions, are relevant in recent literature and are potentially applicable in the
hiring domain. The four group fairness notions are Statistical Parity [43], Equal Opportunity
[59], Calibration [32] and Disparate Impact [92] and the two individual fairness notions are
Fairness through awareness [43] and Counterfactual Fairness [80]. Finally, we focus on candidate
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selection, which is earlier in hiring pipeline compared to the final hiring decision. This choice is
to prevent algorithmic systems dictating final hiring decisions and having a responsible human
in the loop [125], [114].

we interviewed 17 professionals from executive functions, talent acquisition, HR, I/O
psychology, and diversity and inclusion operations in The Netherlands. By designing user-
friendly illustrations and explanations in the context of early candidate selection in hiring,
we explore their ratings and responses to four group and two individual fairness notions. Our
qualitative investigation suggests that these fairness notions raise three concerns. One, they lack
additional contexts such as a company’s size or diversity goals. Two, they give rise to several
ethical and practical concerns such as lack of trust in the data, disadvantaging minorities, or
the selection of unqualified applicants. Lastly, they act only as a small step towards fairness
in the large hiring pipeline. We conclude that a qualitative approach in collaboration between
designers, practitioners, and policymakers is the key to refinement and contextualization of
future technologically enabled fair hiring policies. Our participants’ intrinsic motivation to
engage with the topic of fairness strengthens our case.

The contributions of the research is threefold. First, existing literature on human centered
approaches focuses on lay people’s perception of fairness [115], [121],[54], [84] where most of
the studies ask participants to choose the better algorithm and respond to limited questions
[121], [18], [41]. In contrast, our research focused on in-depth interviews with professionals
working and committed to the field of fairness in hiring, who can reflect on the topic from
multiple angles. This enabled the participants to express their goals, doubts and challenges,
allowing the move towards bridging the gap between designers and practitioners. Second,
most of the existing work in Fair ML covers domains such as recidivism and lending [4], [115],
[54], whereas we expand the discussion to the hiring domain, where research is limited to
automated assessment of job applicants [90]. Moreover, we open the discussion in the field
on a domain where transparency is a challenge as commercial vendors keep the workings of
their debiasing solutions confidential for reasons of propriety. Third, our example illustrations
of the six mathematical fairness notions enabled ease of communication with the participant
stakeholders who are not necessarily mathematically aligned. Our design based on [121], was
improved over multiple iterations to create both textual and visual simplicity for approaching
the study, opening pathways for collaboration between stakeholders in this field.

In this thesis, we present an extensive literature survey in Chapter 2, followed by a description
of the initial domain interview that helped shape and scope the research in Chapter 3. Next,
we describe the methodological set-up in Chapter 4 and present the results of the research in
Chapter 5. We conclude the thesis with a discussion of the results and research in Chapter 6,
which ends in the final conclusion in Chapter 7.3.
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2 LITERATURE SURVEY
An extensive body of work from different scientific disciplines has broached the subject of
discrimination and fairness. Recently, with the risen amount of real-word applications of
algorithmic decision making, the topic of discrimination and fairness has also taken a center role
in machine learning research. To understand the implications of different fairness notions on
the end-users of machine learning systems for hiring, we conducted a thorough literature survey.
We start by exploring the definition of discrimination, why it is wrong, the different types of
discrimination and the meaning of fairness in section 2.1. Next, we explore the hiring pipeline,
the existence of discrimination in the hiring process and the consequences of discrimination in
section 2.2. There is an increasing adoption of algorithmic decision making in hiring, which can
lead to discrimination. We describe this and the focus on fair hiring in section 2.3. To better
explain how algorithmic hiring can lead to discrimination, we detail the concept of bias in the
machine learning pipeline in section 2.5. From there, we move towards describing multiple
mathematical fairness notions proposed in literature in section 2.5. These fairness notions can
be extracted from data distributions, confusion matrices or evaluation scores. The notions itself
can be based on similarity metrics, causality or disparate treatment and impact. To point out
the different fairness for individuals, groups and sub-groups, we report on the granularity of
fairness notions in section 2.6.

Fair machine learning is based on different assumptions and choices when it comes to the
dataset used, the input features, the predicted outcome and the algorithm used. We describe
this in section 2.7. To then combine the fairness notions in machine learning to achieve these
fairness notions in Fair ML, different approaches are used. We report on these approaches
in section 2.8. To achieve fairness notions in machine learning application is actually quite
challenging, as many previous literature has pointed out. We summarize the main bottlenecks
in section 2.9. There are some challenges that are specific to the selection of job candidates,
which we show in section 2.10. To bridge the gap between research on fairness notions &
Fair ML and actual end-users of these systems, various human-centered approaches have been
studied. We describe those in section 2.11. Qualitative research has provided us with some
recommendations for practitioners of Fair ML, we summarize those in section 2.12. Finally, we
conclude what is missing in the current body of literature in our research gap in 2.13.

2.1 Discrimination and Fairness
In this section, we review the meaning of discrimination, why it is considered wrong and the
meaning of fairness.

2.1.1 What is Discrimination?

Discrimination is the difference in treatment received by people from varying social groups
on the basis of decisions made by authorities who can distribute either benefits or harms to
members of a social group [16]. Social group can be based on, for instance - race, religion,
gender, age or disability. The beneficial or harmful treatment people receive can come from
major decisions such as loan application, job application, parole outcome, university admission
or everyday situations such as freezing of bank account, varying car insurance premium or re-
routing of passengers in over booked flights. It is discriminatory or unfair to provide different
treatment to people on the basis of their membership to a social group. For example, when a
male or female who are equally qualified for a job but one gets hired over the other due to the
employer’s partial preference of one gender accounts for discrimination in hiring. Not hiring a
person due to attributes not affecting their productivity in the job is considered discrimination
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Figure 2: Types of Discrimination

[48]. Discrimination can be checked by examining how the actions performed in given situations
affects people on different grounds [139]. The actions are forms of discrimination such as
granting or denying a loan, the situations are the areas of discrimination such as access to
employment or social benefits, and grounds of discrimination are protected characteristics such
as disability or religion. Thus, it is worthwhile to understand what makes discrimination wrong
and why it is problematic.

2.1.2 What makes it wrong?

This understanding can come from looking at the cause and effect of discrimination.
Discrimination comes from the authorities who make decisions. Its origin can be derived from
their values and belief systems, motives and intentions, implicit and explicit prejudice for or
against social groups or simply put, a limited understanding of the effect of differential treatment
of social groups [16] [116]. The consequential results are harmful. By failing to treat people
equally implies an underlying disrespect and undermining the worth of people as human beings
whether or not the differential treatment was performed intentionally or unintentionally. The
effect of discrimination can be seen in the continuation of historically faulty social constructs
where for instance a person may not be able to get a loan, a job, parole or university admit
purely on the basis of their membership to a social group. For example, a non-native female
candidate may be rejected a job interview on the basis of gender and national origin, despite
meeting all the qualifications required by the employer. In this example, the employer is
discriminating on factors that are not relevant to the job performance of the candidate.

2.1.3 Types of discrimination

There are two types of discrimination - explainable and non-explainable discrimination as seen
in Figure 2. When discrimination between people or social groups can be explained on the basis
of other factors, it is not considered illegal. To understand explainable discrimination, take for
instance, the average annual income of women is lower than men in the UCI Adult dataset [7]
but this can be partly explained by looking at difference in the working hours of women and
men in the dataset. Women work fewer hours compared to men. Hence, the average income of
women is bound to be lower than men [69]. Whereas, when discrimination between people or
social groups cannot be justified on any reasonable basis, it becomes illegal. Non-explainable
discrimination is further divided into direct and indirect discrimination [99], [139], which can
be seen from two examples in Figure 3. It is direct discrimination when explicitly based on a
sensitive factor such as religion or age. For example, if a healthcare worker is not hired by a
hospital because his religious affiliation is Muslim, then the hospital is directly discriminating
on the basis of religion. Whereas, discrimination is indirect when based on factors which are
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influenced by sensitive factors. For example, an archaeology student with parents from an
immigration background has access to education only within her vicinity or economic capacity.
If she is rejected from a job because of her educational background despite being qualified for
the position, the employer is discriminating indirectly on the basis of national origin.

Figure 3: Examples of Discrimination. A (left) shows direct discrimination when religion, as
a sensitive feature is used for predicting job performance of a job candidate, and B (right)
shows indirect discrimination where nationality is the sensitive feature, which effects the level
of education, which finally is used for predicting job performance.

2.1.4 Fairness

Fairness is a broad concept encompassing the philosophies behind a good life for individuals
in every dimension of life. It is incorporated in multiple spheres of justice and definitions
can change based on the domain and context it is applied in [16]. The same principles can
manifest in different ways such as social justice, fair treatment or fair division and allocation.
Narrowing it to the scope of this thesis, fairness is seen within the purview of justice - the legal
and illegal decisions made by individuals or institutions using an algorithmic decision making
system that hinder individuals from living a dignified life, socially or economically. Fairness in
decisions given by algorithmic decision making system, also referred as machine learning (ML)
or AI in mainstream literature, is important. Decisions cannot be called fair when different
decisions are given for similar individuals on grounds of attributes they cannot choose such as
ethnicity, disability or national origin. Discrimination on such grounds is illegal and this is the
broad concept of fairness that ML systems need to incorporate. The importance of fairness
in such systems can be motivated by policies and socio-economic research. Without fairness
consideration, prediction based decision systems can propagate inequality and historically faulty
social injustice against some social groups [9].

Decisions are fair when outcomes are not prejudiced or biased, nor show favoritism towards
some individuals or groups based on their sensitive characteristics [99]. Decisions such as
selecting or rejecting a person for a job is a life-changing decision that can have beneficial or
harmful consequences for the person. Those decisions are discriminatory if they are based on
sensitive characteristics, which can be irrelevant to the job performance [105]. When algorithms
make these decisions there are multiple possibilities of discrimination and unfairness [85], [91].
Therefore, ensuring fair outcome is important. With the rise of commercial usage of AI in
decision making, it has become important to incorporate measures to ensure fairness [111]. A
fair machine learning model should have similar performance or outcomes across multiple social
groups irrespective of the attributes such as ethnicity, religion or sex [101]. This field is referred
to as Fairness in Machine Learning or Fair ML[9], [33], [16], [101].
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2.2 Discrimination and Fairness in Hiring
Having reviewed the basic concepts of discrimination and fairness, in this section, we direct the
same topics towards the field of hiring.

2.2.1 The Hiring pipeline

The complete hiring pipeline can be termed as Human Resource Management(HRM), which
recently also inclusion various Equity, Diversity and Inclusion operations. Broadly, it can be
broken down into three stages - recruitment, selection and job offering, as seen in Figure 4

Figure 4: Out of the three stages in the hiring pipeline, early candidate selection is the focus
of this research

Recruitment starts by defining the job position and advertising the vacancy through the
organization’s preferred mediums. The HR function termed as talent acquisition can also
search for suitable candidates for the job positions, which can be performed by the employer
or outsourced to recruitment agencies. These result in a number of candidate applications
who can apply for the position through CV, resume, motivation letters, job application forms,
etc. Next, selection stage picks job applicants from the applicant pool for the next rounds
such as interviews. This stage evaluates all the applicants who have applied for the job and
screens them to find a subset of candidates whom the employer determines as match for the
job position. This can happen in one stage screening or multiple steps, where a combination
of HR, professionals who created the job positions and employers make decisions. The selected
job candidates move on to the next stage of the hiring process. In the last stage, the selected
candidates go through interviews, various tests or tasks before a smaller subset gets offered the
job.

The focus of this thesis is on the early selection stage which is indicated in Figure 4. It
starts with a list of candidates who have applied for a job position and ends with a subset
of job candidates who are deemed as potential fit for the job position. Ideally, this subset of
candidates must be diverse, fairly chosen and match the requirements for the job.

2.2.2 Is there discrimination in the hiring process?

A closer look at discrimination in hiring, reveals differential treatment on the basis of ethnicity,
gender, religion, disability, age and sexual orientation in a 11 year period since 2005, in multiple
countries from North America, Europe, Asia, South America and Australia, with the majority
of the studies conducted in the U.S and Europe [8]. The Table 1 lists the sensitive attributes
according to US federal laws [83] and EU Legislation Directive [126]. To make the discussion
more concrete, we present some examples of different grounds of discrimination that has surfaced
in an abundance of literature. First, the probability of hiring has been shown to be influenced
by sex. Men have been discriminated against when the occupational characteristics has been
historically for ’female jobs’ such as secretarial positions, whereas women have been similarly
discriminated against in ’male jobs’ such as engineering positions [112]. Moreover, findings
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Sensitive Attribute US (EEOC) EU (Legislation Di-
rective)

Race Race and national origin Race and ethnic origin
Gender Gender and pregnancy Gender
Religion Religion Religion and belief
Disability Disability Disability
Age Age (above 40 years) Age
Affiliations Military service or affiliation -
Economic status Wealth -
Genetics Genetic information -
Citizenship Citizenship status -
Other Motherhood, marital status, sexual

orientation and gender identity, polit-
ical affiliation, union affiliation, phys-
ical appearance

Sexual orientation

Table 1: The sensitive attributes against which discrimination in employment is prohibited.
The US federal laws (EEOC) [83] prohibits discrimination on 9 grounds and the other factors
are considered illegal at least in 1 state. The European Union (EU) legislation Directive [126]
prohibits discrimination on 5 grounds

show that familial status affects women more than men - married women are statistically
less likely to get a callback compared to men [42]. Second, ethnicity has been historically,
a big discriminatory factor at the point of hiring for multiple occupations [13], [113], [127].
Moreover, analysis of 25 year trend since 1989 shows no evidence of decline in the level of
hiring discrimination against some ethnic groups in the U.S Labor market at the point of
hiring, especially for African Americans [110].

2.2.3 Consequences of discrimination on social groups

Consequences of discrimination in hiring act as a negative outcome for individuals or social
groups because of sensitive features they cannot control. When people with disabilities receive
differential treatment, the individuals or the social groups made up of people with disabilities
is affected. Therefore, a sensitive feature makes an association with the social group that can
distinguish them as protected versus non-protected group, minority vs majority or advantaged
versus disadvantaged group.

Social association which is out of an individual’s control when used for discriminatory treatment
has many harmful effects. When a person from the disadvantaged group is rejected for the job,
the rejection to a job application can be detrimental [105] and have serious consequences for The
consequences of rejecting a qualified candidate for a job has detrimental consequences not only
for the individual is rejected for the job, the rejection to a job application can be detrimental
[105] but also for the company and society regarding ethics, economic growth and procedural
and distributive fairness [78].

2.3 Algorithmic decision making in Hiring
Many technical interventions have been adopted in the hiring pipeline. In this section, we
discuss the types of processes that are being adopted and why, the potential discriminatory
decisions they make, and finally discuss the types of discrimination technical interventions are
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looking to address.

2.3.1 Increasing Adoption

Figure 5: Reasons for increase in adoption of algorithmic decision making in hiring

Algorithms, particularly in the field of AI, are increasingly being adopted in hiring at least
for an initial screening or selection of candidates [28], [111], [20]. Many arguments have been
proposed in favor of this adoption, which are shown in Figure 5. First, human judgment
is prone to faulty decision making based on conscious or unconscious bias which has been
unresolved despite employees trained for unconscious bias [60]. ML algorithms trained for this
purpose have been shown to provide decisions that can overcome faulty human judgment [77],
[90]. Second, AI has improved efficiency in recruiting. There is a shift in how people are
coming to be viewed as human capital who are an invaluable asset to an organization. Hence,
employers look for a candidate pool with required skills as well as cultural and organizational
fit. Thus, algorithms have helped in significantly reducing the time-to-hire, benefiting both the
candidates and the companies [19], [90], while also achieving other organizational goals such
as diversity. This efficiency in recruiting is much needed as the the number of job applications
received by organizations have immensely increased, which makes it impossible for humans to
process every application. For example, Walmart received on average 23,000 applicants for
600 positions for a new store [97], which can be challenging for employers to process and find
the desirable candidates. Thus, achieving quality hiring based on multiple qualitative and
quantitative criteria in a short period of time is impossible with only human effort. Lastly, this
has also resulted in economic benefit as organizations see a reduction in cost for hiring due to
the [3], [90]. Therefore, it is not surprising that automated decision making using algorithms,
especially for selection or screening of candidates for jobs, is gaining more support [28], [36].

2.3.2 Discrimination from Algorithmic Hiring

However, despite the widespread use of AI in hiring and recruitment, there is a big downside that
has been discovered. Machine learning algorithms are prone to providing outcomes which can be
discriminatory [90]. They are data driven methods with the potential to exploit characteristics
of the data it is trained on to attain the outcomes generating the best predictive model, thereby
reinforcing existing human bias [111], [23]. This is referred as algorithmic discrimination and
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can be understood with an example. We have provided examples in previous sections where
people were discriminated against in the past at the point of hire on the basis of sensitive
attributes such as sex. The composition of sex in certain occupations released in 2017 by the
Bureau of Labor Statistics, shows 80% of librarians were women whereas only 20% of computer
programmers were women [9]. A data sample representative of this distribution of sex is not
inaccurate, however, the distribution of sex over the occupation can get picked up by the
machine learning pipeline and produce outcomes that reinforce the status quo. This data when
used to train machine learning models comes from the past and is representative of bias and
unfairness in hiring. When models are trained on such data, they also predict outcomes for
new candidates which is representative of the historical bias. When the predictions or outcomes
are biased towards some individuals or social groups, the algorithmic decisions are unfair or
discriminatory. This implies that the stakeholders using machine learning, such as scientists,
recruiters or policy makers should be aware of the impact of the decisions and ensure that ML
does not propagate discrimination. In computer science literature, the sensitive factors such
ethnicity, sex or religion of an individual are refereed to as "sensitive" or "protected" features.
Therefore, the factors listed in Table 1 will henceforth, be refereed as sensitive features.

2.3.3 Focus of Fair Hiring

Much of the focus of fair machine learning has been on non-explainable discrimination,
both direct and indirect [58], [57], [56]. This can be justified because direct and indirect
discrimination has legal consequences for organizations that rely on machine learning as part
of their hiring decisions. We are not implying that explainable discrimination should not
be addressed. However, it can be addressed by policy level changes rather than algorithmic
changes. Therefore, algorithmic decision making can work on addressing non-explainable
discrimination, while leaving only explainable changes which should be handled at policy levels
[69]. Our decision can be justified by examining the sources of discrimination namely, systematic
and statistical [99]. Systematic discrimination arises from an organization’s policies, customs
or values, which is a core part of understanding explainable discrimination, making it a study
beyond our scope of research. Statistical discrimination on the other hand, is caused by inferring
statistical attributes to generalize group behavior, which is within the scope of our research.
The inference about a group may not be correlated with fair outcome for the groups nor
individuals [16]. This is particularly harmful and unfair when group characteristics are used to
make general decisions about social and economic benefits that impact individuals [139].

2.4 Bias in ML Pipeline

We start the discussion of technical algorithmic decision making systems with bias. Bias, in our
context refers to undesirable patterns or behavior in the system that can result in discriminatory
decisions. We present the types of bias in various stages of an ML pipeline and the approaches
from literature on how to target and address them.

2.4.1 Types of Bias

A machine learning pipeline consists of three stages, which can be identified as - input data,
predictive modeling algorithm and outcome evaluation. These are the stages where bias can
be detected and addressed, thereby consequently, lowering discrimination and moving towards
a fair algorithmic model. This section outlines the areas where bias can be detected and
henceforth, steps can be taken to address them. We keep the discussion specific to algorithmic
decision making at the point of early candidate selection in hiring.

10



Figure 6: Three stages in the traditional machine learning platform where bias can be detected
are Input Data, Predictive algorithm and Outcome Evaluation

Bias in Input Data

The patterns of discrimination in the real world gets translated into the data, which is the
primary source of bias in the machine learning pipeline. This can produce data with incorrect
measurements, labels, or representation of the target population. Such a dataset is influenced
by many types of bias. We identify 6 types of bias in the data stage as follows :

• Historical Bias : When data reflects the general bias in the society, similar underlying
socio-cultural patterns get embedded in it [123]. They are the real-world biases which
is representative of the the world as it is [124]. For example, if the proportion of the
workforce of a manufacturing company is predominantly male, a dataset of the employees
from this company will reflect similar proportion.

• Representation/sampling bias : When there is a mismatch between the data sample and
the world as it is, the dataset is not representative of the population on which the model
will be applied to [123]. Specifically, this type of bias exists in the data when there are
no data samples representing some social groups, intersections of various social groups,
or disadvantaged groups receiving a favorable outcome. For example, consider a case
of a financial establishment in an urban setting who have been recruiting from a top
league university located in the same city. If a predictive model is trained on a dataset
derived from the existing employee base, it will learn to predict that job candidates from
local regions are good for hiring because it has been trained on a dataset where local job
applicants were hired and applicants outside this region were either not represented or
rejected as per the dataset.

• Measurement bias : The way features are measured or reported can result in measurement
bias in the data sample [123]. What is measured and how it is translated into numbers
or categories can be subjective and hence, produce differential measurement error, where
proxy measurements differ across groups [128]. Moreover, the accuracy of measurement
may vary across groups or can be an oversimplification for a complex system [124]. For
example, using a "hirability score" as a measure of how likely it is that a candidate
will perform well, if hired may not be psycho metrically valid but is used as a proxy
measurement to determine if the job candidate should indeed be hired.

• Population bias : There is population bias in the data when the properties of the sample
are different compared to the population on which the predictions will be applied to.
This is similar to representation bias because of missing representation of the target
population in the training data. However, this additional bias is introduced when
many characteristics of population differs from the target population [104], which can
be understood with an example. Consider the scenario where a machine learning model
is trained to predict whom to select for entry level sales position at a company. If this
model is then used to predict whom to select for a managerial level sales position or
entry level marketing position, the model predictions will not be trustworthy because it
was trained on a population sample with different characteristics compared to the target
population.
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• Self-selection Bias : This is a sub category of representation bias where individuals select
themselves and there is therefore no data available on individuals who are qualified but for
some substantial reason chose not to apply for the job [99]. For example, in the survey by
the Bureau of Labor Statistic in 2017 [9], 90% of the nurses were female. This could imply
that majority of applicants to nursing occupation were women, who selected themselves
for the application. If a dataset comes from this distribution, there is no data on men
who did not apply despite having the potential to train in this field, hence making such
a dataset prone to self- selection bias.

• Temporal Measurement Bias : The changes in data over time attributed to evolving
social definitions, behavior or population characteristics can be categorized as temporal
measurement bias. For example, an article [5] presents demographic information from
1980 to 2015 from over 100 universities in America and argue that the ethnicities -
"black" and "hispanic" - are still underrepresented in freshmen enrollment. However,
they do not take into account the introduction of new category called "multiracial" which
was introduced in 2008 [9]. Lower representation of some ethnicities can be due to the
introduction of more ethnic categories. The way ethnicity is measured can evolve over
time and hence, is not stable.

Whether or not, each type of data bias can be present in the final training dataset or to
what extend each of the biases can be handled for fair representation is worth considering. At
the point of hiring, it is important to realize that conscious choices can be made to lower or
remove some data biases, which will be discussed in the next section. It is also important to be
aware that the choices can produce differing outcomes from the next stages of the algorithmic
model. The choices are guided by studying the importance of having a fair and representative
applicant pool in the training phase. The definition of fairness, policy and organizational goals,
and deliberate decisions to improve fairness in the hiring process by multiple stakeholders will
help decide the biases that can be handled and its effect of partially of fully them.

Bias in Predictive algorithm

The patterns of discrimination in a skewed and biased data sample can be detected by the
predictive model [16], which can produce discriminatory outcomes [9]. The models are designed
to fit the input data and biases present there can be picked up by the algorithm, if not handled
[33]. Many factors affect the working of the predictive model- namely, feature set used, class
of the model, its functional form, the choice of model parameters, or the amount of desired
interpretability [101]. The biases in the Predictive modeling algorithm stage are as follows:

• Omitted Variable Bias : This bias is present when variables or features containing
important or relevant characteristics are not present in the model training [34]. For
example, one of the features used to predict the acceptance of a job candidate is to
look at previous work experience. However, excluding features such skills or volunteering
experience would imply omitted variable bias, if these features are correlated to the target
outcome.

• Aggregation bias : When group’s behavior is not reflective of individual behavior or the
group’s behavior is not correlated with the expected outcome of the the decision maker,
the model is prone to aggregation bias [124]. Such a bias can exist when relation between
input data and target outcome is inconsistent across data or a feature value can have
differing contextual meaning across subgroups [124]. This can lead to false conclusions
on individuals based on entire population of a group. An algorithmic model that ignores
individual differences may not be optimal where differences can exist within subgroups.
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Input Data Predictive Algorithm Outcome Evaluation
Historical Bias Omitted Variable Bias Evaluation bias

Representation/sampling bias Aggregation bias
Measurement bias Algorithmic Bias
Population bias

Self-selection Bias
Temporal Measurement Bias

Table 2: List of biases in the three stages of algorithmic pipeline.

• Algorithmic Bias : The bias absent from data, but added by the algorithm can lower
the suitability of the autonomous system. Using a biased estimator, smoothing or
regularization can modify the outcome of the algorithm [39], which is not always harmful.
For instance, "biasing" the algorithm to intentionally change the outcomes to make them
align with ethical goals can be helpful. However, the systems are complex and must
be used with caution. Algorithmic bias has also been labeled as learning bias, where
the different choices in modeling can produce outcomes that magnify disparate behavior
across groups [124].

Bias in Outcome evaluation

The outcome predicted by the learning task needs to evaluated against some measurements in
order to establish the prediction quality. For a binary prediction, the overall accuracy can be
a measure, whereas, for a continuous outcome, Mean Squared error (MSE) can be used. Other
metrics such as sensitivity or specificity are also popularly employed. The choice of metrics
against which the task is evaluated plays an important role in ensuring prediction quality and
the model usefulness.

• Evaluation bias : When model performance fails to meet the goal of the task or models
are compared against inappropriate metrics, they show evaluation bias [99]. For example,
if the data sample contains 80 young individuals, 70% of whom were hired and 20 older
individuals, 10% of whom were hired by the company, it shows that the data sample has
skewed representation based on age. If the choice of metric is accuracy and the learning
process picks up age as the discriminating factor, it is likely to predict young individuals
as good for hiring. However, from the perspective of fairness, this measurement fails as
there is discrimination in the outcome based on age. Moreover, this model may achieve an
accuracy of 95% but hides the fact that the minority older population might have received
the highest misclassification. Furthermore, when models are evaluated on inappropriate
benchmarks or differ significantly from the target population, the evaluation is biased
[124].

2.4.2 Detecting Bias and Discrimination

Fair ML brings together the disciplines of computer science, law and social science. The
consequences are socio-economic, however, the heart of the fairness in machine learning lies
at the intersection of the three fields. Discrimination discovery finds patterns of social
discrimination in the data used for machine learning whereas discrimination prevention creates
predictive models ensuring their decisions are fair [139].

For a machine learning model to be fair, it should be free from both direct and indirect
discrimination. Direct discrimination does not exist when individuals or groups with similar
sensitive features receive the same predictions. For example, consider two individuals Alice and
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Bob, having similar skill set, education and working experience but differ only on on religious
affiliation. Direct discrimination is removed when both receive same decision when they apply
for a job, either accept or reject. On the other hand, indirect discrimination does not exist
when individuals or groups receive different decisions that can be justified only on the basis of
non-sensitive features. Consider again the same Alice and Bob, who differ on religious affiliation
and also performance evaluation of work tasks. Indirect discrimination is removed when both
receive different decisions, solely on the basis of performance evaluation. Mathematically,

Both direct and indirect discrimination must be discovered and prevented to make machine
learning models fair. Discrimination can be measured on data, machine learning algorithms
and the predictions made [139]. This section discusses four types of discrimination measures,
namely statistical tests, absolute measures, conditional measures, and structural measures. The
Table 3, lists the tests for each of the four types of discrimination measures. The first three
measures can detect and quantify indirect discrimination, whereas structural measures detect
direct discrimination.

Type of discrimination Measures to detect discrimination Example tests

Statistical
Regression slope test
Difference of means test
Mann Whitney U test

Absolute
Area under the Curve (AUC)
Impact Ratio
Balanced ResidualsIndirect

Conditional Unexplained difference
Belift ratio

Direct Structural Situation testing

Table 3: List of tests to detect and quantify direct and indirect discrimination in the data and
predicted output.

Statistical tests only check for the presence or absence of discrimination in a dataset. As
they do not quantify the discrimination, they are a quick way to demonstrate whether the
dataset contains bias. Moreover, the tests can be applied to original or pre-processed data.
Statistical tests have two main disadvantages. First, as they do not measure the magnitude
or spread of discrimination, they cannot be used as standalone measures. Second, rejection of
null hypothesis confirms presence of discrimination, however, if the null hypothesis cannot be
rejected, it does not prove that there is no discrimination. Therefore, statistical tests cannot
prove the absence of discrimination. Next, absolute tests go a step beyond statistical tests
and measure the magnitude of discrimination between two protected groups. For multiple
groups, each group is compared against the other. Like statistical tests, they can also discover
discrimination only on the dataset. Therefore, they cannot be used as standalone tests to
discover discrimination. Further, conditional measures go beyond the absolute measures by
quantifying the differential treatment received by groups based on the features, excluding the
sensitive feature. This implies that the remaining discrimination comes from using the sensitive
feature. Lastly, structural measures quantify direct discrimination by identifying individuals
affected by it.

2.4.3 Targeting Bias

There are multiple methods in literature to target bias at the three stages mentioned above.
These can be identified as pre-processing, in-processing and post-processing corresponding to
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input data, predictive modeling algorithm and outcome evaluation. They are as follows:

Data Pre-processing
Techniques used to transform training data into a form that lower biases in the dataset come
under the pre-processing stage. Many techniques have been proposed to unbias data. Sampling
is a technique to improve representation of a sample of population in the dataset [1], [66]. The
dataset can be stratified on the basis of each subset of the population, for instance on the basis
of place of residence or age, and a defined proportion of random samples from each subset can
be taken as their representative [1]. Preferential sampling is based on the idea that data samples
that are close to the borderline tend to be wrongly classified and therefore should be preferred
for higher sampling in the dataset [64]. This type of sampling can be justified in a hiring dataset
because people from disadvantaged groups who are qualified for hiring form a small fraction in
the dataset due to historical bias and are also likely to get misclassified or rejected as they are
closer to the borderline compared to the people who are not qualified. Preferential sampling
can improve their representation in the dataset, thereby, lowering historical discrimination.

Next, Simpson’s paradox is a type of aggregation bias where observations in aggregated data
disappear when examining unsegregated underlying data [119], which is important to handle
in a dataset such as for hiring because of the complex interconnected patterns between the
sensitive and non-sensitive attributes of people. A well-known example of Simpson’s paradox is
biased graduate admissions on the basis of sex [14]. It shows that while the aggregated data has
bias against women, data per department does not reflect this bias because a large proportion
of female applicants applied to departments with low admission rate for both sexes.

Another technique for discrimination discovery and prevention is by using causal models [120]
to detect direct discrimination in the data by identifying the causal connection between the
decision and sensitive attribute. Discrimination is discovered by partitioning the dataset into
meaningful partitions based on sensitive attributes and discrimination is prevented by modifying
the subsequent causal graphs or dataset [138]. Further, causal graph and causal modeling can
also detect and remove discrimination at the individual level [96]. Causal models can help detect
discrimination in hiring that is based on the sensitive attributes by identifying the attributes
that directly of indirectly influence the hiring decision. However, causal modeling for hiring
requires extensive domain knowledge.

Disparate impact is the unintended discrimination that produces different outcomes for different
social groups. It can be partially removed while creating a trade-off between accuracy and
fairness [45]. Disparate impact is unintentional, which is more aligned with the interests
of law and policy makers than recruitment personnel of organizations. This is because the
organization is not required to legally hire people who are representative of a fair society based
on all sensitive attributes. However, policy makers will benefit more by studying the effect of
providing or denying economic opportunities to different social groups.

Several other techniques exist in literature to remove bias and lower discrimination in the
dataset, including massaging [25] and reweighing [65]. By massaging the data, some labels of
the data are changed, which requires knowledge of the data distribution per label and sensitive
attribute [66]. On the other hand reweighing keeps the data labels intact but changes the
weights of data samples that are likely to be discriminated against, which is further used as
frequency counts in the modeling phase [66]. Similar to massaging, reweighing also needs
a careful study to understand which data samples need reweighing and by how much. Both
techniques can prove useful in hiring despite the time intensive process. However, it is important
to note that the meaning of sensitive attributes and primarily their distribution for new job
applicants is bound to change. Massaging or reweighing techniques are limited in usefulness
for dynamic datasets.
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Predictive modeling Predictive modeling techniques modify algorithms by incorporating
changes into the objective function or imposing fairness constraints on the loss functions to
make the training discrimination aware.

Literature points to techniques that modify traditional algorithms such as Naive Bayes or
Decision Trees. By training separate models, one for each value of the sensitive feature and
combining them to create a classifier can produce a model that is not biased [26]. In the use of
decision tree for fair classification, the changes are made to the splitting criteria [67], where the
split that is least discriminatory with respect to the sensitive feature is used. These techniques
are computationally demanding and no not adhere to any notions of fairness.

Predictive modeling can be altered for fairness by altering the initial conditions of the algorithm,
thereby forcing a skewed training. An analogy is to reset the real world, so the algorithm trains
to optimize what is not possible in the real setting. For instance, by first ranking the data
samples in ascending order for sensitive group from negative class and in descending order for
non-sensitive group in positive class and then flipping the class labels based on a measure of
discrimination, an initial stage is set to train a classifier with a skewed and non-realistic data
[65]. The goal is to produce a model which will make predictions based on this skewed learning,
despite being trained on biased dataset.

Adding regularization, can be used to enforce fairness in the training phase. By adding penalty
terms for over-fitting and violating some measure of fairness, the loss function can be penalized
[70], for producing a model that would produce unfair outcomes. Such solutions may not be
always be convex, thereby producing sub-optimal or local solutions.

Post - processing Post processing techniques adjust the trained model or further process
the predictions to produce final outcomes that are not correlated with the sensitive attribute.
The advantage of post-processing techniques is that it can easily operate on black box systems,
which is the most common system available today [9]. When the inner working of the training
phase is not understood or is too complex to modify, post-processing techniques can be the last
option to remove discrimination from the pipeline.

Several techniques have been processed at this stage. One such technique requires only
aggregated information about the data and uses only the sensitive attribute A, the prediction
Ŷ and the actual outcome Y , without any consideration of the relationship between X and A
[59]. This post processing technique satisfies equal opportunity and equalized odds. Another
technique relabels the predicted class of some leaf nodes made by the decision tree such that
they do not belong to the majority class and also do not trade-off with accuracy [67]. Similar
approach of relabeling has been used by models based on probabilities, by changing the class
labels of the predictions close to the decision boundary [68]. Lastly, by changing the probabilities
of the model, the probabilities of the decisions can be modified [26], which can be controlled to
favor one decision over the other.

2.5 Towards Fairness Notions
The techniques proposed in section to target and address bias do not address the concepts
of societal fairness. With the realizations that considerations of discrimination move beyond
modification of data, a range of fairness notions have been proposed, which comes from ethical,
moral and social understanding. For the purpose of fair machine learning, fairness as a social
concept needs to be translated into a mathematical formulation. They help in identifying
different social costs in a decision making system [9]. This section provides a mathematical
overview of different flavors of fairness. The fairness definitions are based solely on the data or
additional domain knowledge on data [101]. The definitions based on data come from studying

16



Figure 7: Classification of all the fairness notions

the data distribution, confusion matrix, disparate impact, evaluation scores, causality and
similarity metrics as shown in figure 7.

2.5.1 Setup and Notation

This sections gives the notation and canonical formulation for mathematical formulations of
fairness. The notations are consistent with literature. Consider a population indexed by
i = 1, .....n, who are each represented by vi 2 V , , yi 2 Y and ŷi 2 Ŷ , where random
variables V denotes all the features, Y denotes the actual outcome and Ŷ denotes the prediction.
The features can be subdivided into sensitive features A and non sensitive features X giving
V = (X,A).

For this discussion we keep A as a binary variable, where 1 indicates sensitive or protected or
minority group and 0 indicates the non-sensitive or majority group. A social group reflects one
group such as the minority group or the non-sensitive group. Y and Ŷ are also binary random
variables where 1 indicates the positive or selected class and 0 indicates negative or rejected
class. Ŷ is derived from the continuous real valued random variable S, which is a function of
V .

Most fairness notions are defined using conditional probabilities. For instance P (Ŷ |A = 0)
represents the conditional probability of predicted outcome given the sensitive group. For
example, in the context of hiring, we can predict whether a candidate i will be selected (ŷi = 1)
or rejected (ŷi = 0) based on the features Vi containing non-sensitive Xi and sensitive Ai

features. The features contain information about the education background, work experience,
skill set, other performance measures and sensitive features such as age, sex, religious affiliation,
etc.

2.5.2 From Data Distribution

The definitions of fairness based on the distribution of data depends only on the predicted
outcome Ŷ and not the actual outcome Y . There are two main motivations in favor of adopting
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these fairness definitions. First, when actual outcome Y can be uncertain or unknown (e.g the
performance of someone not hired), it introduces uncertainty in error rate. Therefore, relying
on the predicted outcome Ŷ , however biased it may be, can be considered more reliable [101].
Second, The relation between sensitive attribute A and observed outcome Y may represent the
real world, but can be discriminatory. Therefore, it can be justified to rely on predicted outcome
Ŷ , rather than the actual outcome Y . These definitions are also known as Independence
condition Ŷ ? A.

Statistical parity requires the prediction Ŷ to be statistically independent of the sensitive
attribute A : P (Ŷ |A = 0) = P (Ŷ |A = 1). This means that equal prediction rates across
groups regardless of the actual outcome Y [43]. Statistical parity is useful when one decision is
preferred over the other. For a job applicant, getting selected is preferable compared to getting
rejected. However, for a recruiter, both decisions are neutral as the goal is to only select a subset
of applicants for the next round of interview process and finding the right and best candidate
is important over the consequences of hiring or rejecting a candidate. This is also a suitable
metric when there are legal requirements of equal acceptance rates for multiple sensitive groups.
However, the downside of statistical parity is that it can be satisfied without satisfying fairness.
For instance, to obtain equal acceptance rates for men and women in hiring, the recruiters
can select qualified candidates from one group whereas, select only random candidates from
the sensitive group to satisfy this fairness criteria. This results in masking [10], where random
candidates instead of qualified candidates are hired in order to satisfy statistical parity.

Conditional statistical parity requires the prediction Ŷ to be statistically independent of
the sensitive feature A and additional feature say E: P (Ŷ = 1|E = e;A = 0) = P (Ŷ = 1|E =
e;A = 1). This means equal prediction rates across sensitive groups for same feature value
E = e, regardless of the actual outcome Y [35]. This definition is a relaxation of statistical
parity and treats similar individuals similarly. For example, among all job applicants with the
same level of education, 50% of the Muslim men who applied get hired and 50% of Christian
men who applied get hired. Similarity in this example is based on the same education level
with religion being a sensitive feature. Conditional statistical parity is useful when another
feature that is correlated with A needs to be prioritized for fairness (e.g. education level) and
the difference in prediction across sensitive groups can be legitimately explained [98]. The
downside of this notion is similar to the downsides of statistical parity - the condition can be
satisfied by masking and without satisfying fairness.

2.5.3 From Confusion Matrix

The definitions of fairness based on the confusion matrix depend on both the actual outcome Y
and predicted outcome Ŷ . Each cell in the confusion matrix asks for equality across sensitive
groups. The values in a confusion matrix sum up to 1 across two rows and two columns, which
implies that equality of a cell provides equality of its pair in the same row or column [101].
Some definitions are conditioned on the actual outcome, also known as Separation condition
Ŷ ? A|Y , whereas other definitions are conditioned on the predicted outcome, also known as
Sufficiency condition Y ? A|Ŷ .

Equalized Odds requires the positive prediction Ŷ to be conditionally independent of the
sensitive feature given the actual outcome Y : P (Ŷ = 1|Y = y, A = 0) = P (Ŷ = 1|Y = y, A =
1) 8y 2 0, 1. This means that the prediction can depend on the sensitive feature indirectly
through the actual outcome [59]. Therefore, people with the same actual outcomes are treated
the same regardless of their sensitive features, which is from the perspective of the population
being evaluated [101]. In the confusion matrix, this means that for y = 1, Ŷ has equal True
Positive Rate (TPR) across A = 0 or A = 1. Similarly, this means that for y = 0, Ŷ has equal
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False Positive Rate (FPR) across A = 0 or A = 1. Satisfying equalized odds , for example
is when the probability of a person in hired class correctly predicted hired and probability of
a person in rejected class being incorrectly predicted hired are the same for both men and
women. This notion is suitable when the ground truth is available and the actual outcome Y
can be trusted. Moreover, equalized odds is particularly useful when recall is more important
than precision. This is a significant insight because an algorithm selecting candidates at the
point of hiring needs to have high recall. Recall measures the proportion of candidates with
actual outcome of getting hired are also predicted to be hired. This implies that True Positive
(TP) should be high and False Negative (FN) should be low, thereby providing a high recall.
Hiring is a recall sensitive scenario because cost of rejecting a qualified candidate is high as the
organization will end up interviewing more unqualified candidates. Despite these advantages,
equalized odds does not close the gap between sub-groups and is also difficult to achieve in
practice [98]. Due to this reason, two relaxed variants of equalized odds exists, namely equal
opportunity and predictive equality.

Equal Opportunity requires the positive prediction Ŷ to be conditionally independent of the
sensitive feature given that Y comes from positive class : P (Ŷ = 1|Y = 1, A = 0) = P (Ŷ =
1|Y = 1, A = 1). This means that the probability of being predicted in the positive class
when the actual outcome is positive should not depend on the sensitive feature [59]. From the
confusion matrix, this indicates equal TPR for both groups. Similarly, this also indicates equal
FNR for both groups. An example satisfying equal opportunity is when equal proportions of
people are selected from the qualified fraction of the sensitive group, such as men and women.
This fairness notion is useful when the False Positive (FP) rate is not important. In practice
this would mean that more unqualified employees also get selected for the next round in the
hiring process, along with the qualified employees. This can be considered fair because it gives
equal opportunity to all candidates, irrespective of the sensitive feature. This also implies that
equal opportunity should not be applied when having high FP can have consequences (e.g firing
a well-performing employee) [98].

Predictive Equality requires the positive prediction Ŷ to be conditionally independent of
the sensitive feature given that Y comes from negative class : P (Ŷ = 1|Y = 0, A = 0) =
P (Ŷ = 1|Y = 0, A = 1). It differs from equal opportunity because it checks for FP, whereas
equal opportunity checks for TP. Therefore, predictive equality checks whether the accuracy of
predictions is equal across sensitive and non-sensitive groups [35]. From the confusion matrix,
this indicates equal FNR or TNR for both groups. Translating this to an example means that
unqualified candidates are selected proportionately across groups. In the context of hiring,
predictive equality is therefore, not a significant measure of fairness.

Conditional Use Accuracy Equality requires the actual outcome Y to be conditionally
independent of the sensitive feature A given the same prediction Ŷ : P (Y = y|Ŷ = y, A = 0) =
P (Y = y|Ŷ = y, A = 1) 8y 2 0, 1. This means the probability of actually belonging to the
positive class for people who are predicted to be in positive class and the probability of actually
belonging to the negative class for people who are predicted to be in negative class is equal
[12]. From the confusion matrix, this notion requires equal Positive Predicate Value (PPV) and
Negative Predicate Value (NPV) across groups. For example, if national origin is a sensitive
feature with two values, native and non-native, where the latter is sensitive value, this fairness
notion is satisfied when there is equal accuracy for native and non-native applicants from the
predicted hired and rejected classes. Conditional Use Accuracy Equality is useful to be satisfied
when precision is more important than recall. In the context of hiring, high precision implies
that a low proportion of the candidates with the actual outcome of being rejected are wrongly
predicted to be hired, which translates to low FP. Due to bias in the data indicating biased
actual outcome, achieving low FP and thereby low precision is not important. This condition
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has a relaxation called predictive parity.

Predictive Parity requires the actual positive outcome Y = 1 to be conditionally independent
of the sensitive feature A given positive prediction Ŷ = 1 : P (Y = 1|Ŷ = 1, A = 0) = P (Y =
1|Ŷ = 1, A = 1). This relaxation requires only equal PPV or precision across groups [32].
Similar to conditional use accuracy equality, this fairness notion is satisfied when there is equal
accuracy for native and non-native applicants from the predicted hired class, where being a
non-native is a sensitive value. This notion is insensitive to False Negatives (FN). Therefore, it
is not recommended for hiring as low FN is desired.

Overall accuracy equality requires the prediction Ŷ to be same as the actual outcome Y
irrespective of the sensitive feature A : P (Ŷ = Y |A = 0) = P (Ŷ = Y |A = 1). This
means same overall accuracy across groups [12]. For instance, if ethnicity is a sensitive feature,
satisfying this fairness notion requires the probability of well-qualified applicants to be correctly
accepted for the job and non-qualified applicants to be correctly rejected to be the same for
both majority and minority ethnic groups. Overall accuracy equality is similar to conditional
use accuracy equality but differs in the sense that it aggregates both positive and negative class
misclassification with FP and FN [98]. This is not always desirable for fairness because cost of
rejecting a qualified applicant from minority group can be justified to be higher than rejecting
a qualified applicant from majority group. Therefore, this fairness notion can be impractical
to satisfy at the point of hiring.

Treatment Equality requires the ratio of FN to FP to be equal for all social groups,
irrespective of sensitive feature A : FN

FP A=0
= FN

FP A=1
. This simple fairness notion treats all

groups equally by having the same proportion of misclassification [12]. For instance, if men
have different ratio of FN to FP compared to women, then men and women are being treated
differently by the algorithm. This fairness notion can be useful when only Type I or Type II
misclassification is important for fairness. Treatment equality is limited in usefulness by itself
but can be a helpful indicator to satisfy other fairness notions [12], and hence can be useful for
hiring.

2.5.4 From evaluation scores

A typical regression problem in the ML pipeline predicts a real valued score instead of the
prediction class. We present, three fairness notions based on this score. These notions are
applicable to binary classification set-up as regression problems can be converted into binary
classification problems.

Balance requires balance for the positive class or the negative class [76]. Balance for the
positive class requires the equal expectation of score received by the positive class for all groups
: E[S|Y = 1, A = 0] = E[S|Y = 1, A = 1]. This means that on average individuals from the
positive class receive similar predictions irrespective of their social group status. For instance,
all men and women with the actual outcome of being hired on average receive the same score
during prediction. This is important when positive class is important and must have balanced
prediction for the group. Similarly, balance for the negative class requires the equal expectation
of score received by the negative class for all groups : E[S|Y = 0, A = 0] = E[S|Y = 0, A = 1].
This is useful when balance for the negative class is more important compared to the positive
class. Both notions are not symmetric, which implies that achieving balance for positive class
does not guarantee balance for the negative class. Balance for both the classes simultaneously
has not been found in literature [98]. In hiring, fairness is required in who is selected and
ultimately hired. Hence, balance of positive class is more desirable than balance of negative
class.
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Calibration requires positive outcome for the same predicted score irrespective of the sensitive
feature : P (Y = 1|S = s, A = 0) = P (Y = 1|S = s, A = 1) 8s 2 [0, 1]. This means equal
probability of actually belonging to the positive class for each predicted score S = s, irrespective
of the sensitive feature [32]. For example, muslim women and christian women with predicted
score of 0.8 should have equal probability of having their actual outcome of being selected,
when religion is a sensitive feature. The same statement holds for every value of s 2 [0, 1].
Calibration is similar to predictive parity but is a stronger notion of fairness because it remains
valid for any chosen threshold to obtain a cut-off limit for candidate selection. This makes
calibration suitable for scenarios where the threshold can be dynamic. A stronger bound on
calibration is achieved by the next fairness notion called well-calibration.

Well-calibration requires positive outcome for the same predicted score S to be also equal to
s, irrespective of the sensitive feature : P (Y = 1|S = s, A = 0) = P (Y = 1|S = s, A = 1) =
s 8s 2 [0, 1]. This means that apart from satisfying calibration, probability for individuals to
actual come from selected class is equal to the score for every given score [76] and this score
reflects the probability of an outcome given all the features. For example, from the candidates
who have a probability s of being hired, approximately s percent of them should have their
actual outcome of being hired. This notion of fairness is suitable for hiring, however, it can be
satisfied without any consideration of fairness. When there is enough representative data, A
can be predicted from the remaining features and S can be approximated to E(Y |A,X) which
comes close to E(Y |X), thereby satisfying well-calibration without any effort towards fairness
[9] )

2.5.5 Based on Similarity

As fairness notions are applied where human beings receive decisions, some fairness notions
have been proposed with the consideration of the (dis)similarity between individuals based on
their characteristics and sensitive features.

Causal discrimination requires the same prediction for individuals who have the same
features but differ only with respect to their sensitive feature : Xa=0 = Xa=1 ^ A0 6= A1 )
ŷa=0 = ŷa=1. This means the same treatment is given to individuals who are similar but come
from different social groups [49]. Causal discrimination looks at individuals and not how a
minority group fares with respect to the majority group. For example, two individuals who
have the same work experience, educational background and skill set but come from different
religion are treated the same. This is a useful metric to understand the percentage of violations
in the predictions for a dataset or get quantify how many people are treated unfairly by the
model, which is useful for hiring.

Fairness through awareness requires the same prediction for any pair of individuals who
have lower similarity distance than a given threshold [43]. For any two individuals i and j, where
P (Xi) is the probability distribution of over the outcome of prediction for i, D measures the
distance between two probability distributions and d measure the similarity distance between
the two individuals, fairness through awareness can be written as : D(P (Xi), P (Xj)) 
d(Xi, Xj). For instance, for a binary outcome, if the probability distribution for individuals i
and j are [0.3,0.7] and [0.2,0.8], respectively, the distance between the distributions could be
measured by, say Hellinger distance between them which is approximately 0.08. Here [0.3,0.7]
means that the probability of belonging to the positive class is 0.3 and the probability of
belonging to the negative class is 0.7. Now, if the similarity distance metric d between i
and j is, say the euclidean distance between them, fairness through awareness is achieved if
the Hellinger distance of 0.08 is lower than the euclidean distance between features of i and
j. Though similar, fairness through awareness can be seen as a relaxed version of causal
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discrimination but provides a fine-grained analysis because it can also quantify how individuals
are treated. A major challenge of this fairness notion is that a good collaboration is required
between domain experts to define the similarity metric, which can be different based on the
context and its requirements.

2.5.6 Based on Causality

Causal definitions of fairness go beyond mathematical constructs by incorporating additional
constructs to help make value judgments [101]. These notions can help find pathways of
unfairness and possibly bridge the gap between mathematical notions of fairness and the social
concept of fairness.

Counterfactual fairness requires the probability for every individual with A = a to get the
same prediction, had the sensitive value been A = a0. It looks at the causal relationship between
variables, rather than the statistical correlations between them [80]. For example, looking at
the change in probability of receiving a positive or negative outcome for an individual with
her ethnicity flipped, can show how the model is dependent on ethnicity for the prediction.
Counterfactual fairness can also have multiple flavors, where instead of examining the effect of a
direct dependence between sensitive outcome and predictive, an indirect effect can be examined.
For example, sex of an individual may effect the education level they receive, which is in turn
used to predict their hirability. This creates an indirect dependence between sex and hirability.
The counterfactual scenario would be to set the education level, the person would have achieved
if they belong to the opposite sex and examine the changes in prediction probabilities. This
measure is useful to take the study of fairness beyond the boundaries of mathematical notions.
It can also be used only with domain knowledge and professional expertise, as it is required to
create causal graphs. Counterfactual fairness is difficult to achieve as it requires no change in
prediction when the sensitive features are flipped as it is an unrealistic scenario.

No unresolved discrimination is achieved when there are no direct paths from from A
to prediction Ŷ , except through a resolving variable [74]. From the example presented for
counterfactual fairness, difference in prediction between sexes can be justified as it impacts
education level, which can act as a resolving variable. This situation can be visualized as path
A as not acceptable, and path B as acceptable. Whether such a justification is moral despite
being under legal bounds debatable. This is a weak notion of fairness as discrimination can be
masked by back-door paths [106], which can be intentional or unintentional if domain knowledge
is missing or impact of the model is not understood by designers. No unresolved discrimination
may not be beneficial in hiring, but other fields like medicine, where sex of an individual may
be useful in predicting treatment.

2.5.7 Based on disparate treatment and impact

Legal concepts, namely disparate treatment and disparate impact, have led to the formulation
of the mathematical fairness notions - treatment disparity and impact disparity [92]. Disparate
treatment occurs when members of different social groups are given different treatment
intentionally whereas, disparate impact occurs when the treatment differs across social groups
unintentionally [10]. Algorithmic decision making can exhibit both forms of discrimination. It
is important to note that algorithmic notions may not achieve the legal definitions of fairness,
despite being inspired by them.

Impact Disparity requires same fraction of positive predictions across different groups [135],
which in literature has been formulated as p% rule [15]. According to the p% rule, the proportion
of positive predictions from the advantaged group, say qa and the positive predictions from
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the disadvantaged group, say qb should satisfy qb
qa

� p
100 . For example, if ethnicity is the

sensitive feature and African-american is the sensitive group for an occupation and p = 80,
then the number of African-americans selected should be greater than 80% of the non African-
americans. This is a suitable fairness notion when the historical data and the outcomes present
in it contain biases. However, if law does not help in choosing a fair p value, this notion
can be satisfied without achieving social fairness. A related notion Treatment disparity
requires the prediction, Ŷ to be blind to the sensitive feature A : Ŷ ? A. This means that
the final prediction should not be based on the sensitive characteristics of an individual. While
disparate treatment requires blindness to the sensitive feature, disparate impact takes it into
account. A major disadvantage of disparate treatment as the sole fairness notion is that making
an algorithmic decision making system blind to the sensitive feature can still produce unfair
outcomes because of biases in the data, algorithm or evaluation process. It is a challenge to
satisfy both these notions of fairness [134].

2.6 Granularity of Fairness Notions
Fairness can be defined at three levels of granularity. Instances of discrimination can thus
be found by identifying individuals who are treated less favorably, discovering groups whose
aggregate decisions are less favorable and sub-groups who are at a disadvantage despite their
overall group receiving fair treatment.

2.6.1 Individual, group and sub-group fairness

Group Fairness also known as statistical fairness asks to treat different social groups equally
[80]. After fixing a number of groups based on sensitive features, some chosen statistical measure
needs to be valid across all the multiple groups [33]. Group fairness is easy to understand and
obtain as it does not require any assumptions of the underlying population [73]. This level
of analysis provides average guarantee for groups. One implementation checked the average
weighted similarity of outcomes for two groups [11]. However, the average guarantees do not
highlight the instances where some people are still unfavorably treated [33]. Moreover, some
statistical fairness notions can be satisfied without reaching the social goals of fairness [73] and
thereby, fail to provide meaningful guarantees [43]. Studies also show that multiple statistical
notions are impossible to satisfy simultaneously [32, 76], making it difficult to operationalize
group fairness.

Individual fairness asks for similar predictions for similar individuals [80]. A fine-grain
analysis of fairness can be achieved by placing constraints on pairs of individuals [43]. A
motivation for desiring this granularity of fairness is that people who are less qualified should
not be preferred over more qualified ones [63]. Moreover, individual fairness provides better
understanding of the social context than group fairness [33]. One implementation for satisfying
fairness at individual level compares every individual of a protected group to every individual
from another protected group and penalizes the algorithm for different decisions for similar
individuals [11]. A distance or similarity metric is required to compare individuals to see how
similar they are. The downside to this is that different metrics can produce different results.
Therefore, knowledge of the data, especially, the relationship between features and labels are
required to perform such fine-grain analysis [33], [73]. This also requires domain knowledge and
understanding of organizational requirements.

Sub-group fairness is relatively new in literature and asks to satisfy group fairness notions
over smaller collection of sub-groups [73], [72]. The motivation for this level of analysis is to
pick best properties of both group and individual notions of fairness to get a fair outcomes over
smaller-groups. The advantage of sub-group fairness is that group fairness can be satisfied while
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Independence Separation Sufficiency
Notation Ŷ ? A Ŷ ? A|Y Y ? A|Ŷ

Idea
Prediction should be in-
dependent of the sensitive
feature.

Prediction should be indepen-
dent of the sensitive feature
given the actual outcome be-
cause the sensitive features
may be correlated with the
prediction. Correlation be-
tween the prediction and sen-
sitive feature is allowed only
to the extent it can be justi-
fied by the actual outcome.

Prediction is sufficient when
sensitive feature and actual
outcome are clear from the
context because prediction is
already based on sensitive
feature, which is independent
of the actual outcome.

Example

Skills required for a job
should be considered inde-
pendently of the sensitive
feature such as religion or
ethnicity.

The rate of incorrectly being
predicted as rejected and the
rate of incorrectly being pre-
dicted as selected should be
the same for men and women.

The rate of correctly pre-
dicting positive decision over
all the positive predictions
and the rate of correctly pre-
dicting negative decision over
all the negative predictions
should be the same for appli-
cants with or without disabil-
ity

Cons
Can be satisfied with
masking and no effort
towards fairness

Unreliable if actual outcome
is unreliable

Does not capture or limit
additional dependencies be-
tween A, Y and Ŷ introduced
by the model [6]

Table 4: Independence, Separation and Sufficiency conditions

addressing intersectionality [33]. For instance, sub-group fairness can be satisfied for people
belonging to two or more social groups. However, this level of fairness suffers from the same
disadvantages as group fairness, albeit on a limited scale.

2.6.2 Independence, Separation and Sufficiency conditions

Most of the group fairness notions come from properties of joint distribution of sensitive features
A, actual outcome Y and prediction Ŷ or score S. Therefore, they are written as statements
involving properties of these three random variables, which produces three groups of fairness
criteria, namely Independence, Separation and Sufficiency conditions [9]. The notation, main
idea, example and limitations of these conditions is listed Table 4.

It is seen from literature that independence and sufficiency are mutually exclusive and cannot
be satisfied simultaneously [9]. The same hold true for independence and separation. Further,
satisfying separation and sufficiency at the same time only results in degenerate solution [9].
This calls for fine grain analysis of different fairness flavors and granularity to understand which
definitions are suitable in the context of hiring and discover meaningful trade-offs between
multiple criteria for fairness.

2.7 Assumptions and Choices in Fair ML
We enlist several assumptions made and choices taken in literature when designing an
algorithmic or prediction based decision making system. A wide variety of choices can be
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made regarding the statistical problem at the input, algorithm and output levels.

2.7.1 Dataset

The input data used to train the predictive model can produce different outcomes depending on
the choices made. A dataset that will be used in the context of hiring contains measurements,
categories and properties of employees or job applicants. The dataset may posses certain
characteristics that makes it unsuitable such as poor quality of dataset, irrelevant or correlated
features or bias [101]. A knowledge of the sources of the undesirable properties can help make
decisions about how and when to handle them. Consider the scenario of predicting whether a
job candidate will be a high performer. The dataset contains information about who was hired
and was a high performer as well as who was hired but was not a high performer. However,
the dataset has no information about the performance of candidates who were not hired. Such
bias in the data should be taken into consideration when accounting for fairness [33].

2.7.2 Input features

The choice of features to be used, including sensitive features should be informed, motivated
and consistent by the definition of fairness and the consequent affects that the model may
have. There has been a debate on the inclusion of sensitive attributes in the input data, which
most recently concludes that sensitive features be allowed in prediction systems. The work
in [26] shows that removing the sensitive feature from the dataset does not remove potential
discrimination due to red lining effects. This is because the sensitive features are correlated with
other features and can be predicted, despite their removal. Another work [138] demonstrates
damage to data utility when sensitive features are removed from the input.

2.7.3 Predicted outcome

The statistical problem assumes that by predicting a small number of outcomes, the broader
goal of fairness defined at the policy level can be achieved [101]. For example, to predict sales
target of a potential employee, to measure their suitability for being selected for a sale position.
Careful choices need to be made about what outcomes are predicted because irrelevant or too
few outcomes may affect decision quality, also refereed to as omitted payoff bias [27]. Next, the
decision space for the statistical problem needs to be chosen. for instance, the decision space
can be to accept or reject an applicant in the early stages of hiring. Furthermore, there are
many choices to be made in the model building process such as type of model or its parameters,
which has an impact on fairness.

2.7.4 Prediction algorithm

After handling the data and training a predictive model, it has to be evaluated. Three important
assumptions are that first, outcomes for each individual can be evaluated as a whole such as
accuracy or specificity, second, outcome of each individual is considered equal to the others,
and third, each outcome can be simultaneously evaluated without temporal consideration [101].
Some of these assumptions might not lead to fair outcomes. The performance of a standard
machine learning classifier can be measured by the errors in the prediction. If the performance
goal in a fairness application remains the same - minimize the error in prediction - the model
will fit the majority population [33]. For example, historically disadvantaged ethnic groups have
lower access to education and resources and may achieve lower grades at university compared
to the majority groups. When job performance distribution is this example is different for two
groups, error rate may not be the best evaluation method.
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2.8 Fair ML - Achieving Fairness Notions
The fairness notions proposed in literature have been applied using classical machine learning
algorithms, causal graphs and neural networks. In this section, we present, the relevant technical
applications of fairness notions.

2.8.1 Fair Classification

In a simple set up, the assumption is that a sensitive feature such as ethnicity defines a mapping
to two groups - advantaged and disadvantaged. A classification task such as selection or
rejection of candidates for a job interview is fair if the predictions are not correlated with
the sensitive feature. The sensitive features that categorizes people into advantaged and
disadvantaged groups is typically based on discrimination laws and can vary across regions
and cultural contexts. People can have a combination of sensitive features and multiple group
associations,say a 50 year old muslim black woman, which makes fair classification a complex
problem to tackle mathematically. Different frameworks for fair classification are listed here.

To achieve fairness through awareness, with the idea of treating similar individuals similarly,
fairness is proposed as an optimization problem where the goal is to find a relation from
individuals to class outcome distribution which minimizes expected loss constrained by the
Lipschitz condition [43]. The population is divided into two distinct groups based on their
sensitive feature and the result obtained by solving the linear optimization problem shows
that statistical parity is obtained, with a small loss in utility. This post-processing approach
combines both individual and group fairness. However, similarity between individuals is based
on a metric which can vary as per contexts. Other works achieve statistical parity by massaging
the input dataset [65] or training a model for each sensitive feature [26].

Another approach to satisfy fairness notions is to reduce it to a set of finite linear constraints
and learning an accurate classifier for the linear constraints [2]. This reduces the binary
classification setting to a series of cost sensitive classification, where the the input contains costs
for predicting each class along with the features. The costs are obtained from a reduced saddle
point problem. The classifiers used for incorporating linear fairness constraints are logistic
regression and gradient boosted decision trees. Fairness notions such as statistical parity and
equalized odds have been satisfied with this approach and is an in-processing technique.

Equalized odds or equal opportunity can be obtained by learning a non-discriminating predictor
in the post-processing step that minimizes the loss of incorrectly predicting the labels [59].
ROC curves are used to determine feasible space for a predictor and ternary search to solve the
optimization problem. Results are shown for a Bayes Optimal Classifier on a banking credit
dataset to predict loan defaulting. An improvement over this approach to produce a a nearly
optimal statistical solution that is tractable to achieve equalized odds is shown in [130].

Calibration can be satisfied by obtaining calibrated probability estimates using decision tree
and naive Bayesian classifiers [133]. The best modification to improve the probability estimates
has been studied on a large unbalanced dataset that also contains misclassification costs. The
decision tree is modified with smoothing by m-estimation and a variant of pruning, whereas the
naive bayesian classifiers with binning. The methods are done in-processing or post-processing.
Another approach to obtain calibrated output looks at how an existing classifier like Support
Vector Machine (SVM) that does not output probabilities can be used for calibration [108].
This post-processing technique is done by separately training an additional sigmoid function
and mapping the SVM’s output to it.

To prevent disparate impact, convex margin based classifiers such as logistic regression and SVM
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can be used by incorporating to the p% rule in their objective function and constraints [135].
Another approach tries to remove disparate impact from the original dataset, thereby removing
dependence on type of classifier chosen [45]. The motivation for this approach is that there is a
relation between predictability of the sensitive feature value and disparate impact. Therefore,
by using a designed ’rank preserving and repair’ method, stratified dataset is created that can
no longer be used to predict the original sensitive feature while maintaining class predictability.
As the p% rule is difficult to incorporate in a classification system, it is translated into an
equivalent problem - decision boundary fairness [135], confusion matrix [45] or difference in FP
and FN rates [32].

A chosen fairness notion should ideally be independent of the classification algorithm as many
algorithms should be able to implement a fairness notion [43]. Most of the literature looks at
trade-off between classification accuracy and fairness notion specified and some even achieve
relaxations of a fairness notion as it is difficult to fully remove discrimination. An overview
of the literature shows that experimental results are obtained on only a single binary valued
sensitive feature in a binary classification setting. In the context of job candidate selection,
multiple sensitive features are present and can be categorical, real-valued or binary.

2.8.2 Causal approaches

Causal approaches are not completely data driven but need additional knowledge of the domain
it is applied to as it clarifies how discrimination can propagate in the algorithmic decision
making system. By representing the variables in a graphical form - features, sensitive features
and target variables - it is possible to predict the effects of causes and infer counterfactuals. The
motivation for using causal approaches for fairness is that the philosophies on justice incorporate
same ideas; it is unfair to receive outcomes that is beyond an individual’s control and therefore
policies choose to eliminate treatment given to people that have causal dependence beyond
their control such as nationality or sex [94]. In a causal graph, the nodes represent the random
variables and a path is a set of connected nodes. If a node representing a sensitive feature,
say sex is connected to a set of nodes that ultimately connect to the node representing job
performance, then the algorithm trained on this data will be discriminatory. The causal graphs
have been represented using structural equation model or bayesian network [102], [74], [94],
[31].

No unresolved discrimination can be formulated as the presence or absence of a path from a
sensitive feature directly or via a mediator variable to the predicted outcome. Using causal
graphs to identify the discriminative pathways from the observed aggregated data distribution,
this notion can be achieved by maximizing the likelihood constrained by the restriction of effects
induced by paths [102]. Only a single sensitive feature can been considered in the experiments.
It is also difficult to find instances of no unresolved discrimination when other fairness notions
are considered [74].

Using causal pathways to remove discrimination in the dataset by correcting the data samples
that produce different outcomes for similar individuals, who differ only on the sensitive feature
[30], achieves counterfactual fairness. This correction is done during test time by changing
the prediction that an individual would have received in a counterfactual world using the
abduction-action-prediction technique [107]. The results are also demonstrated for a single
sensitive feature.

Both counterfactual fairness and no unresolved discrimination provide a deeper understanding
of how discrimination is propagated in a model as well as identifying instances of unfairness in
an algorithmic decision making system. However, modelling these causal notions of fairness is
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computationally challenging.

2.8.3 Fair representation Learning

Representation learning tries to learn representations of data that contain all the informative
features while removing noise or irrelevant features. Fair representation learning, then learns
representations of input training data that contains maximum information to map to the
actual outcomes but minimum information about the sensitive features. By obtaining a fair
representation of the data, fairness can be handled at the dataset level before it is given
as an input to any type of classifier. For example, by using a neural network based semi-
supervised technique for clustering to find an intermediate representation of data that encodes
all information but removes group membership details [136], fair representation can be learned
at the dataset level. This approach maps every data sample to a probability representation
in the same space by satisfying statistical parity, which is a group fairness notion. Further,
by obtaining fairness at dataset level removes group membership information thereby, also
satisfying individual fairness. The results are however, obtained for only a single sensitive
feature.

Further advances in fair representation learning comes from two approaches, namely variational
auto encoders and adversarial learning. The major advantage of using variational auto encoders
is that the learned representation can prevent unfairness in further downstream tasks such as
classification. By adding a regularizer to deep variational autoencoder architecture [75], which
is already capable of separating existing features from the sensitive features, further separation
can be achieved [95]. This approach is not based on any specific fairness notion and also
considers only a single sensitive feature in the datasets. In order to achieve statistical parity
by taking into account multiple sensitive features, fair representation can be learned [37], by
disentangling [93] information from the sensitive features.

Adversarial learning where the predictor’s ability to predict the target variable is maximized
and the adversary’s ability to predict the sensitive feature is minimized [137] can be used to
obtain fair representation of input data. This techniques shows that a predictor and adversary
can be learned to optimize any desired notion of fairness such as statistical parity, equalized
odds and equal opportunity. Disparate treatment and disparate impact can be removed by
learning a generator to produce fair data that is representative of the real data using generative
adversarial networks(GAN) [51]. The generator and two discriminators play adversarial games
to produce a generator that maximizes the utility, a discriminator that minimizes the ability
to predict whether the data sample is real or fake and second discriminator that minimizes
the ability to predict the sensitive feature [131]. Both techniques using adversarial learning to
create fair representation show results for only a single sensitive feature.

The above mentioned literature primarily compares the techniques based on accuracy and
a pre-defined discrimination metric. Discrimination metric is based on measuring bias with
respect to the sensitive feature, which in some form measures the difference in proportion of
positive classifications from sensitive and non-sensitive groups. Despite some of the approaches
satisfying fairness notions, they lack clarity on how the fairness notions are achieved.

2.9 Why is Fair ML Challenging?

In this section, we identify five challenges in the field of fair ML.
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2.9.1 Gaps between mathematical and social concept of fairness

Fairness is a social construct that cannot be measured mathematically- rather, it is measured
based on observations or properties related to them such as difference in treatment, imbalance
in distribution of harms or benefits or socioeconomic consequences. This creates a mismatch
between what is required to be measured and it operationalization [62]. Each fairness notion
is based on satisfying a social understanding of fairness but they can often fail to satisfy their
social counterparts. For example, the legal concepts of disparate treatment and disparate
impact have given rise to two mathematical notions of fairness, namely treatment parity and
impact parity, respectively. However, it may be possible to satisfy the mathematical notions
without satisfying its legal equivalent [92], which creates a gap between legal and algorithmic
definitions of fairness.

A study [121] was conducted to understand people’s perception of fairness and map it to their
mathematical counterparts by asking participants to judge if a fair algorithm’s predictions
were fair. It found that most people consider statistical parity as fair and have difficulty
understanding complex definitions and they tend to choose accuracy over fairness when fairness
is in a high stakes context such as predicting life expectancy. The study also concludes that
most people prefer more context on how decisions are made so that they can make better and
informed judgment of fair algorithm’s outcomes.

2.9.2 Accuracy-fairness trade-off

Most works in fair classification, satisfy a fairness notion as an additional constraint in
the optimization process, which brings a fairness while reducing accuracy. A study [11]
demonstrates using logistic regression for group and individual fairness notions that accuracy
reduces when fairness increases. It also shows that the choice of fairness notion and the dataset
or domain can result in different accuracy fairness trade-offs. Optimization for accuracy and
equalized odds has been shown to be an NP-hard problem [130]. In the domain of public safety,
for instance, it can be challenging to satisfy existing fairness notions [35] while achieving high
accuracy. Satisfying fairness notions might set free more high risk defendants, which is caused
by reduction in accuracy.

To reduce the trade-off between accuracy and statistical parity, a study [46] looks at three
machine learning algorithms namely, logistic regression, support vector machines and adaptive
boosting. They show that by shifting decision boundary for the least error for statistical parity,
the gap is the lowest when compared with random relabeling and massaging. Another work [72]
demonstrates that the trade-off between accuracy and fairness is low when sub-group fairness
is considered. Lastly, another work [53] shows that it is possible to either achieve fair outcomes
or high accuracy but not both, through a study on COMPAS data.

2.9.3 Many fairness notions cannot be satisfied simultaneously

An algorithmic decision making tool called COMPAS has received widespread attention and
criticism in recent years because it used features such as such family or neighborhood correlated
with race to predict the risk of criminal recidivism in the U.S [4]. It satisfies two sufficiency
conditions - Positive Predicate Value (PPV) [40] and calibration within groups [47]. This means
that the proportion of defendants who got rearrested from the high risk group is same regardless
of race and both White and Black defendants had equal probability of being high risk for the
same predicted score. However, the tool did not satisfy equal False Positive Rate (FPR) by race
[4], which is a separation condition. Therefore, despite satisfying two notions of fairness, the
decisions were unfair because Black defendants were predicted with higher risk of recidivism
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than they actually were also had higher rate of misclassification as high risk compared to their
White counterparts [4].

To satisfy both FPR and PPV, which come separation and sufficiency conditions, respectively,
requires either the distribution of predicted scores to be same across groups or that some groups
never a certain outcome [101]. In the context of hiring, say for male and female candidates,
both groups have same base rates for selection or one of the groups is never rejected, which is an
unrealistic scenario. Along the same lines, the notions of balance for positive class, balance for
negative class and calibration cannot be satisfied simultaneously, because it requires equal base
rates for all the groups or a prefect prediction of score s as 0 or 1 only [76], [32], which is also not
realistic. These three fairness notions - positive class, balance for negative class and calibration
- was also not satisfied for COMPAS tool. Moreover, calibration cannot be satisfied along with
equalized odds [76], but a relaxation of equalized odds can be satisfied with calibration [109]
at the cost of increasing misclassification for one social group. Lastly, statistical parity cannot
be satisfied along with any fairness notion from separation or sufficiency condition [9]. These
insights point towards the need for meaningful trade-offs between different fairness notions and
their implications.

2.9.4 Difficult to reconcile group and individual fairness notions

When comparing group and individuals notions, literature shows that the former has been
given more attention and has been preferred over individual fairness [82]. The three conditions
of independence, sufficiency and separation are all group fairness notions, which contain an
extensive list of notions, whereas there are comparatively fewer fairness notions targeting
fairness at individual level. The point of consideration is that it is possible to satisfy a group
fairness notion while still treating some individuals unfairly [17].

Some studies have looked into satisfying both levels of fairness. One approach to satisfy both
group and individual fairness looks at creating a fair representation of the data from the
existing data by removing group membership information while encoding all other relevant
information [136], thereby removing information that can distinguish individuals based on
sensitive characteristics and also attain fair outcome for the entire population. Another
approach has created a new notion called sub-group fairness [73], with the idea of satisfying
group fairness on sub-groups rather than on individuals. This approach satisfies statistical
parity and equal opportunity for the sub-groups. Lastly, political and philosophical arguments
have been made about why two mathematical fairness notions need not be conflicting [17].

2.9.5 No clear guidelines on how to operationalize fairness for given domain

There are tensions between different fairness notions and at what granularity they can be
achieved. Without an understanding of the working or formulations of different fairness notions,
it can be difficult to incorporate them for any context such as hiring, admission or lending. Most
people when faced with multiple notions of fairness, tend to choose the simplest - statistical
parity [121] and need more context on how decisions are made to better understand fairness. In
the domain of financial lending, a study has experimented with different fairness notions and
recommends separation condition as appropriate for credit scoring [79] because it is sensitive
to misclassification cost, which is important for lending. While another study [115] found that
ordinary people prefer calibration fairness to be most fair in the context of loan decisions.

There is no consensus on which fairness notions to operationalize for a task or how to measure
the fairness of the algorithmic decision making system. This makes it difficult to adopt fair
practices and policies for fair ML [139]. Some choices that can help set up guidelines are
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the availability, presence of features correlated with sensitive features, importance of precision
versus recall, importance of FP versus FN, misclassification costs, prediction thresholds,
intersection between sensitive features, legislation and organizational policies [139].

2.10 Additional challenges of Fair algorithmic selection of job
candidates

While the challenges of fair ML identified in the previous section remain, applying fair ml to
the field of hiring brings additional challenges. We first, present on overview of algorithmic
hiring and then discuss its various limitations and challenges.

2.10.1 Overview of Algorithmic hiring

Algorithms are becoming a helpful source of advice in recruitment, selection and other HR
activities. Recruitment and selection are distinct because algorithmic technologies are used
for recruitment, which finds candidates and selection, which selects candidates from the found
candidates [78]. Recruitment is done using search engines and recommender systems which
can be based on say, collaborative filtering to find well-fitting candidates or online advertising
[29],[24]. Here, algorithmic decision making helps recommend candidates to recruiters or jobs to
candidates. Selection on the other hand, is done using algorithmic analysis of CV, video resume
or job application, which can be based on say, text mining or Natural Language processing
(NLP) [132], [81] or Facial Expression Processing (FEP) [103], [55]. Algorithmic based decision
making system for both recruitment and selection, also known as sourcing and assessment is
widely used in industry [89].

While research continues in the field of Fair ML, there is a growing interest on its applicability in
the context of hiring. One approach looks at group fairness by finding partitions of candidates
in a space defined by a combination of sensitive features [44]. It uses a decision tree to make
the split on the sensitive feature that results in the most unfairness, thereby showing which
candidate group if selected, leads to highest unfairness. The results are obtained on a simulated
dataset from crowd sourcing platform. Another study [122] confirms the presence of gender
bias in online hiring on a hiring platform, TaskRabbit where individuals or groups can find a
list of candidates for small duration tasks such as gardening or painting. When fair ranking
algorithms are applied, it improved the representation of underrepresented candidates only
when they had similar features to the majority. It also looked at adverse impact at the top
4 ranks using counterfactual fairness and found that their fair ranking algorithm prefers men
at highest ranks compared to women. Next, inspired by domain experts who manually select
a linear combination of weights to predict job performance while ensuring fairness, [50] uses
Evolutionary multi-objective optimization (EMOO) to find algorithms that jointly increase job
performance and reduce adverse impact. The goal of the obtained algorithm is fairness and
legal compliance when transforming a list job candidates into a ranked list based on a linear
combination of weights. The results are obtained on three data sets obtained from SIOP 2018.

Most of the commercially available tools providing algorithmic decision making for recruitment
and selection do not disclose how decisions are made. A study [111], looked at 18 vendors who
provide algorithmic decision making at these stages to understand how they work based on
publicly available information. It was found that only 15 vendors vaguely mention bias and
only half of them discuss legal compliance. Moreover, most vendors do not explain which biases
are removed, how are they removed or how models are validated.
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2.10.2 Limitations and Challenges

Along with the challenges of Fair ML discussed previously, fair hiring introduces additional
challenges. They are:

• Intersectionality When looking at sensitive features - a vast majority of literature
reviewed has focused on a single binary feature. However, people have multiple sensitive
features, which can overlap and can be multi-valued. For example, the three sensitive
features - race, sex and age are all different types such as categorical, binary and numerical.
Job applicants have an overlap of sensitive features which brings an additional layer of
complexity while incorporating fairness. A study [23] on three commercial vendors for
gender classification based on facial images showed that dark skinned females were the
most misclassified and light skinned male subjects had high accuracy in classification. One
of the first literature [100] advocating adoption of intersectionality in selection problem
shows that good utility can be achieved with intersectional constraints.

• Interpretability If recruiters who algorithmic decision making systems, need to explain
why they can continue using the system, they need to understand the working of the
system. There is a need for interpretability as employers and recruiters should have
the possibility to understand the inner workings of the algorithmic process [88]. An
important aspect of this is the need for accountability for decisions and transparency
to applicants and employers in order to make fair decisions [38]. A study [111] to
understand interpretability shows that knowledge of 5 factors namely, features, target
variable, training data, validation and fairness notions, is needed to make the process
more transparent and interpretable.

• Biased dataset For hiring, the predictions indicate employee performance, suitability,
organization fit or a similar metric. The data contains this information only on who
was hired; there is no performance data for someone who did not get hired. Predicting
candidate job performance comes from biased data. Furthermore, many qualified
applicants do not apply for jobs because of various reasons such as conflicting values,
identity mismatch or personal concerns. This removes their representation in the data.

• Limited correctional measures It is only possible to observe false positives - those who
get selected but do not get hired or perform well when hired. There is no data on false
negatives - those who did not get selected but would have performed well. This means
that if some social groups always get excluded from the selection process, it creates a high
representation of candidates from certain social groups who never get hired. It creates
difficulty in identifying this issue and lowers the possibility of correcting the dataset.

• High cost of data procurement Any ML task requires high quality dataset, which
holds true for fair hiring. Data collection for this domain is expensive because- 1) it needs
to be collected from large organization with a huge employee base, 2) the organization
needs to monitor and store data related to its job applicants and employee performance,
3) the organization is not legally allowed to share information about its employee and 4)
privacy and ethical concerns with the risk of identifying individuals and causing harm.

2.11 Human centered approaches in Fair ML
Recent literature shows the focus shifting towards human centered approaches to fairness
conducted through online surveys [121], [115], [18], [84], [41], [54], [71], face to face interviews
[129], [87], [89], [86], or participatory design approaches such as workshops [129], [22]. While
some studies have looked at understanding how lay people perceive mathematical fairness
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through different dimensions of such as justice, emotions evoked, trust and attitude, others
have similarly looked at the perception of fairness by people personally affected by algorithmic
decision making. In this section, we discuss studies on lay people’s and affected communities’
perception of fairness, how explanation styles affect their judgment and recommendations for
practitioners. We conclude this section, recommendations for practitioners.

2.11.1 Lay people’s Perception of algorithmic fairness notions

To understand lay people’s perception of fairness, [121] surveyed people to find out which
fairness notions is more discriminatory in three contexts of recidivism prediction, skin cancer
diagnosis and different level of impact on individuals, where the data contains 2 sensitive
features - race and gender. They found that people have difficulty judging complicated fairness
notions and tend to choose statistical parity. Moreover, people prefer high accuracy than
equality for a high stakes scenario but asked for more context on how decisions were made.
While [121] studied the fairness notions namely, statistical parity, error parity, equality of false
positive rate and false discovery rate, [115] studied three other fairness notions namely fairness
through awareness, calibrated fairness and never favor a worse individual over better one. By
presenting scenarios in the domain of lending, the research investigated lay people’s perception
of fairness and how it changes when an additional sensitive feature is presented. They conclude
that calibrated fairness was the most preferred notion in the context of lending.

Another research [54] studied how people perceive the usage of different input features, including
sensitive features for making recidivism prediction decisions. They found that there is no
consensus in the fairness of input features used, unfairness concerns of people go beyond
discrimination and features can be considered unfair to be used despite not being a sensitive
feature such as education, quality of life or involvement with family. Lastly, to understand the
fairness judgment and the emotions evoked, [84] surveyed people in the context of managerial
task to find that people consider algorithmic decisions as fair for mechanical tasks such as
assigning work or scheduling, whereas they think algorithmic decisions are less fair than humans
in tasks such as selecting candidates for a job or evaluating performances. They conclude that
people’s knowledge of the decision makers has an influence on the validity and trust in the
decision made.

2.11.2 Affected people’s perception of algorithmic fairness notions

Moving from ordinary people’s perception of fairness, [129] and [22] investigate how people
affected by algorithmic decision feel through face to face interaction with people. The research
from [129] interviewed people from marginalized communities and found that algorithmic
outcomes evoked negative emotions regarding racial and economic injustice and reduced their
trust of the products of companies using algorithmic decision making. Furthermore, the research
from [22] interviewed multiple stakeholders in child welfare service and found that people have
many concerns with the system, the different scenarios in child welfare service and the degree of
reliance on algorithmic decisions. The research also highlights affected people’s concerns with
bias in data and biased decisions made by the human relying on algorithmic decisions. Lastly,
[87] uses participatory design by interviewing multiple stakeholders to obtain best practices to
design an algorithmic decision making service to allocate donation to non-profit organizations.
They conclude that different stakeholders have different fairness motivations, which depends
on people, context and the type of interaction they will have with such systems.
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2.11.3 Effect of explanation styles for algorithmic decisions

By surveying people on 5 common situations through fictional scenarios such as loan, work
promotion, car insurance, flight re-routing and freezing of bank account, [18] conclude that there
is no best way to explain algorithmic decisions to people. The reason being that explanation
styles does not effect how people respond to (in)justice given to the fictional scenarios in
the 5 situations. People’s concerns with algorithmic decision making include lack of human
involvement, reasonable outcome and morality. However, the study [41] shows that people
consider some explanation styles unfair while some explanation styles increase their trust of
the system in the context of recidivism prediction, where the severity of the decision is higher
than the common situations in [18]. Moreover, people’s prior position on algorithmic fairness
has an influence on their reaction to algorithmic decisions.

Another related work, [117] studies how trustworthiness of an algorithmic decision making
system changes when ordinary people are given varying levels of information about the decision
making process and it’s outcomes. Based on an online survey in the context of home loan
approvals, they found that more information of the underlying system increased people’s
perception of trust in the system, however, it slightly decreased when shown the importance
of input features such as education, gender and marital status. This can be connected to the
results in [54], where people’s perception of fairness in the outcomes decrease when shown the
usage of input features such as education and family background, apart from race.

2.11.4 Algorithmic hiring in Practice

A study [111] examined what the vendors of algorithmic pre-assessment of job candidates
disclose about their products in terms of features used, target variable, training data, validation
and fairness notion. Based on publicly available information they found that assessment is
available in 3 main forms - questionnaire such as personality test or situational judgment
test, video interview analysis and gameplay. The target variable and training data is either
selected by the vendor or the client’s past and current employees, which can also be customized
for job roles or client requirements. Most vendors, however did not disclose their validation
methodology. Moreover, most vendors only check for legal compliance such as disparate impact
or removal of variables correlated to sensitive features to reduce discrimination.

Another study [89] interviewed HR professional’s who use algorithmic decision making systems
for finding and assessing job candidates and reveals that HR professional’s rely on the outcomes
and the scores given to the candidates by the algorithmic decision making system to filter out
a large number of applicants and shift their resources to make selections from the system’s
outcome. While some HR professionals onboard the tool after legal consultation, only few
others consult I/O psychologist, approve the features, validation methodology or fairness notion
used.

The implication of this is two fold. First, it limits the HR professionals’ ability to improve
diversity within their organizations because of low control over the training data or fairness
notion used. Second, it limits the organizations using such tools from fully understanding the
implications of the tool, justify its use and meet their goals of diversity and inclusion.

2.12 Recommendations for practitioners of Fair ML from Qualitative
Research

• Design fairness as a value in product design The research [86] ran several
experiments with groups of people who have some background or knowledge in fields

34



adjacent to computer science and found that a significant proportion (33%) participants
think that algorithms are less than fair, when the outcomes affects their groups
or them individually in the context of fair division algorithms. They recommend
accounting for social and human behavior in designs which can be difficult to express
mathematically.Further, [129] recommends designing fairness as a value in product design,
which could include diverse training data, diverse target group, ethical considerations and
awareness of implications of various choices in designing the system.

• Transparency of the process of the decision making system While surveying
students in fields related to algorithmic development, [71] found that students who
agreed with the outcomes did not necessarily think that the outcomes were deserving
and appropriate input features did not necessarily correspond to being fair. They
recommend transparency in the input features used, including sensitive features and the
procedures followed while making decisions. Another research survey [117], concluded
that informational fairness can be achieved by informing users about which input features
and how they are used in the decision making.

• Participatory design to account for diverse perspectives The study [129]
conducted informative workshops and interviewed people from marginalized groups to find
that many members from marginalized communities expressed anger or disappointment
when decision making systems contain social prejudice against their communities. They
recommend accounting for diverse perspectives, including those of marginalized group
and engaging with community groups to collaborate on designs. Such approaches can
also ensure that items relevant to under represented communities stay in context when
designing systems [61].

Participatory approaches were used by studies in [22] and [87], where various stakeholders’
in a child welfare system and a food allocation organization, respectively, were interviewed.
This approach was used to elicit different concerns, values and expectations of affected
stakeholders’.

While [22] and [87] examined the importance of involving various stakeholders in the
design process, the research [118], on the other hand studied one approach of allowing
community members to deliberate different machine learning models to pick the one most
suitable for their goals and values. This type of participatory design approach allowed
members to weigh different trade-offs and facilitate informed decision making with a final
group proposal.

2.13 Research Gap
From this survey, we see that various fairness notions have been proposed in Fair ML literature,
which has been applied in many domains such as financial lending and recidivism risk prediction
as data-driven automated decision-making systems. Despite their usage, Fair ML has many
open challenges that need to be addressed to ultimately handle the biased and discriminatory
decisions that impact people.

Applying the fairness notions using these automated decision-making systems brings additional
challenges in hiring. Commercial solutions to aid hiring help source or pre-assess job
applicants. However, the decisions reflect many biases. Moreover, there is evidence of vendors
and companies offering and using algorithmic decision-making for recruitment and assessing
candidates, which lacks transparency on fairness notions, feature set, target variable, training,
and validation data. The reliance of HR professionals on the decisions by such systems prevents
them from understanding and justifying the use of these decision-making systems. There is no
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research on how HR professionals and organizations who use Fair ML, understand and agree
with the fairness notions used behind the algorithms they use.

Recent literature points to several reasons why qualitative research on human perception of
fairness is needed. First, ordinary people’s judgment and perception of fairness show that one
fairness notion cannot be used for different contexts. Second, people affected by automated
decisions, when explained the process and concepts of automated decisions, are concerned about
potential bias and discrimination, which lowers their trust in such systems. Lastly, results from
participatory research show that the concept of fairness differs for different stakeholders.

This research aims to gain insights into the alignment of organizational representatives with
different mathematical notions of fairness in terms of their understanding, impression, and
perception of fairness towards achieving their goals of employee diversity through early
candidate selection in hiring.
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3 INITIAL DOMAIN INTERVIEWS
To aid the study design and to test the practicality, feasibility and research directions of
our research, we we conducted initial domain interviews. We conducted semi-structured
interviews with five participants. In this Chapter, we first describe the participants and provide
background descriptives in section 3.1. We then describe the topics of the semi-structured
interviews in section 3.2. The findings from the semi-structured interviews are described for
each topic separately: current candidate selection process, the utility for different stakeholders
during early stages of candidate selection, how fairness, diversity and inclusion are handled in
the current selection process and how fair selections can be made. We provide these findings
and a table with aggregate responses in section 3.3.

3.1 Participants
We conducted semi-structured interviews to understand the candidate selection process, current
ambitions of HRM professionals regarding questions of fairness, and diversity current and future
candidate selection process. They were recruited by direct emails obtained from connections
of the research group. A total of 5 professionals participated in the semi-structured interviews,
out of whom 4 are female and 1 male, with working experience in the field ranging from 0.5 to
23 years. All the 5 participants work in the Netherlands and none of the participants or their
organizations have used automated decision making in the context of early candidate selection
in hiring. The participant information is shown in Table 5.

Participant
ID

Job Title
Experience
(in years)

Gender

PS1 Professor, Psychology in hiring practices 20 Female
PS2 HR Advisor 5 Female
PS3 Senior Talent Acquisition 23 Male
PS4 Talent Acquisition specialist 4 Female
PS5 Admission Coordinator, Bachelor Programme 0.5 Female

Table 5: Background information of the Participants of the Pilot Study.

3.2 Semi-structured Interviews
Each participant was interviewed independently. The participants’ informed consent was
obtained by presenting them with an opening statement containing the goal of the interview,
information to be collected and the contact details of the researchers. The semi-structured
interviews covered 4 broad topics as follows:

• How does the current candidate selection process work?

• What goals do the different stakeholders strive for during recruitment and early stages of
candidate selection?

• How is fairness, diversity and inclusion handled in the current selection process?

• How can fair selections be made in the early stages?

Each broad topic consisted of sub-questions, to which participants were allowed to respond
openly. Written notes were taken during the interviews as the interviews were aimed to inform
the study design.
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3.3 Findings

The aggregated responses for the 4 broad topics obtained by analyzing the interview notes
through discussions within the research group are shown in Table 6.

3.3.1 How does the current candidate selection process work?

The early selection process is performed by the vacancy holders who create the job vacancies
and selection committees appointed by HR functions. The main role of the HR functions is to
ensure transparency of the process. The selection makers have the option to explain their choices
and decisions about each candidate they review. However, they are not required to provide an
explanation. Most selection makers often make notes about candidates. Most organizations,
according to the participants do not have well-formulated explicit diversity criteria during
selections.

3.3.2 What goals do the different stakeholders strive for during recruitment and
early stages of candidate selection?

The goal for different stakeholders such as the organization, HR functions and selection makers
differs. The organization looks for candidates who make the organization’s population diverse
and enable the company’s growth, whereas HR functions help find a diverse applicant pool for
the different job vacancies in the organization. The goal for selection makers comes down to
finding candidates with the right skill set, motivation and capability to do the job well.

3.3.3 How is fairness, diversity and inclusion handled in the current selection
process?

Organizations take various measures to operationalize fairness and diversity in the selection
process. They begin by creating textual descriptions of job vacancies that is likely to attract a
diverse applicant pool. Internally, organizations may also provide bias and non-discrimination
training to the selection makers and HR functions. Legal compliance is also taken into
consideration. Many organizations also have diversity in their statements of mission, which
may or may not be known by selection makers. Organizations are allowed to access some
sensitive features of the applicants. Some use gender as a factor while making early selections
but do not have policies or directions on monitoring other sensitive features.

3.3.4 How can fair selections be made in the early stages?

All participants identified gender as an important sensitive feature, while some also indicated
nationality and ethnicity as important. However, none were able to coherently argue about the
need to monitor different sensitive features. The confusion was caused by legal limitations and
company policies on the use and access of the sensitive features. Further, every participant
stated that it was impossible to monitor False Negatives in the selection process as per GDPR
(General Data Protection Regulation) guidelines because applicant information cannot be
retained by the organization with the applicant’s consent. However, all participants indicated
the possibility of monitoring for False Positives in the selection in the future.
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Topic Sub-questions Aggregated responses
Who makes the early selec-
tions?

Usually people who create the job vacancies
or selection committees. It can also be
based on test scores obtained.

Role of HR in selection pro-
cess

To oversee the process, appoint selection
committees and screen candidates for hard
requirements.

Are selection decisions ex-
plained?

It is optional. Selection committees can be
asked to explain their choices.

Current
selection
process Are there diversity related

criteria during selection?
Rarely seen in practice. Some organiza-
tions work on it more than others.

Organization Organizational goals such as diversity, mo-
tivation, reputation, company growth, job
performance, organizational fit, etc

HR Finding a diverse applicant pool for vacan-
cies.Goal of

stakeholders Selection makers Skills, knowledge, experience, capability,
motivation, etc

Operationalization 1) Adhere to legal legislation to prevent dis-
crimination. 2) Edit Job Vacancy descrip-
tion to attract diverse applicants. 3) Train
committees and selection makers on diver-
sity.

Awareness of mission
statemenent on diversity

Most employers making the selection are
aware of the statement but are not always
capable of putting it into practice.

Acesss to sensitive features Yes, only within the organization.

Diversity and
inclusion in

current selection
process Sensitive features or groups

monitored
Gender and sometimes nationality.

Important sensitive features Gender, nationality, ethnicity.
Should senstive features be
monitored?

Confusion over its legality.

How to monitor False Nega-
tives?

Not possible. As per GDPR, applicants
information cannot be retained without
their consent

How to make
fair selections

How to monitor False Posi-
tives?

Can be monitored by identifying the appli-
cants who get rejected in the later stages of
selection.

Table 6: Findings of the Pilot Study.

These findings helped formalize the study design. First, the domain interviews helped narrow
the scope of the research to organizational representatives who have involvement and influence
over the early selections in hiring. Second, gender is the only sensitive feature that is feasible
and legal to track by organizations, which will be the sensitive feature of focus in the study
design. Third, the interviews showed the feasibility and scope of conversations with further
domain experts regarding concepts of fairness.
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4 METHODOLOGY

In this section, we describe the formulation of the study design and the methods adopted
to answer the research questions. The study design (4.1) describes the relation to a binary
classification set-up, the six chosen mathematical fairness notions and design of the user-friendly
explanations and illustrations. The methods (??) describe the recruitment of the research
participants (experts), how and when the they were interviewed, the interview process and the
analysis performed. This methodology was approved by the Human Research Ethic Committee
of the Delft University of Technology.

4.1 Study Design

4.1.1 Mathematical Fairness Notions

Formally, all of the notions can be implemented as optimization constraints in a binary
supervised machine learning classification problem. In this problem, we have a collection of
N candidates, where each candidate is represented by a given feature set X, a single binary
sensitive feature, A and true outcome, Y, which is a binary variable indicating whether a
candidate was selected to advance to the next stage or not. A classifier makes predictions Ŷ ,
that should be as close as possible to Y, while the fairness notion of interest is being satisfied.

Fairness
Notion

Motivation Definition Useful when Disadvantages

Fairness
through
aware-
ness
(FA)

Similar people
should be treated
similarly

A distance metric
such as hellinger
distance between
the class probabil-
ity distribution of
two people should
be lower than the
distance between
their features

It is important to
quantify how indi-
viduals are treated

The similarity
metric needs jus-
tification based
on context and
requirements

Counterfactual
fairness
(CF)

Study of fairness
can go beyond
the boundaries
of mathematical
notions and should
be done with do-
main experts. It
is important to
look at causal re-
lationship between
variables, rather
than the statis-
tical correlations
between them

Probability for ev-
ery individual with
A=a to get the
same prediction,
had the sensitive
value been A=a’

Domain and ex-
pert knowledge is
available and it is
important to show
instances of unfair-
ness that can be
understood by hu-
mans

Difficult to achieve
in practice

Table 7: The 2 individual fairness notions - Fairness through awareness [43] and Counterfactual
fairness [80]
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We chose 6 fairness notions for this research, from which 4 come from group fairness and the
remaining 2 from individual fairness. The 4 group fairness notions are Statistical Parity (SP)
[43], Equal Opportunity (EO) [59], Disparate Impact (DI) [92] and Calibration (CB) [32], as
shown in Table 8. The individual fairness notions are Fairness through awareness (FA) [43] and
Counterfactual fairness (CF) [80], shown in Table 7. The 6 notions are chosen based on their
relevance in the context of hiring, the prevalence in available literature and as representatives
of group and individual notions of fairness.

Fairness
Notion

Motivation Definition Useful when Disadvantages

Statistical
Parity
(SP)

Selection should
depend only on the
prediction, not the
actual outcome
because there is
no performance
data for who is
not hired, and A
and Y are from
real world can be
discriminatory

Equal prediction
rates across groups
regardless of the
actual outcome

1) One decision is
preferred over the
other, 2) Legal re-
quirement of equal
acceptance rates,
and 3) Dataset
contains biases

1) Does not work
well if unequal
baserates for
groups in dataset
and , 2) Can
be satisfied with
masking (without
efforts towards
fairness)

Equal
Opportu-
nity (EO)

Selection should
depend on the pre-
diction for a given
actual outcome
because sensitive
features may be
correlated with
prediction

Probability of be-
ing predicted in
the positive class
when the actual
outcome is posi-
tive should not de-
pend on the sensi-
tive feature. Equal
TPR or FPR for all
sensitive groups

1) FP rate is not
important, and 2)
Recall is more im-
portant than preci-
sion

Not useful when
ground truth is
not available or
dataset is biased

Calibration
(CB)

Selection can be
said to be fair
when sensitive
feature and actual
outcome are not
correlated

Equal probability
of actually belong-
ing to the positive
class for each pre-
dicted score S=s,
irrespective of the
sensitive feature

Model should be
independent of the
decision boundary
(dynamic thresh-
old)

Difficult to achieve
in practice when
only a limited
number of can-
didates can be
selected

Disparate
impact
(DI)

Legally, different
outcomes for dif-
ferent groups is
termed discrimina-
tion and leads to
impact disparity

The proportion
of positive pre-
dictions from the
advantaged group,
say qa and the pos-
itive predictions
from the disadvan-
taged group, say
qb should satisfy
qb/qa � p/100

Dataset contains
biases

Can be satisfied
with masking
(without efforts
towards fairness)

Table 8: The 4 group fairness notions - Statistical Parity [43], Equal Opportunity [59],
Calibration [32] and Disparate Impact [92]
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4.1.2 Mathematical definitions to user friendly explanations

The 6 fairness notions were translated into user friendly non-mathematical scenarios using an
iterative process. The goal of this translation was easy and efficient communication between
researchers with a background in ML and organizational representatives, who may not have a
background in ML. Each fairness notion was depicted using a diagram and a textual explanation
in English without using any mathematical vocabulary and discussed with a lab member with
a background in social inclusion and no mathematical background in machine learning.

(a) Initial design of the toy example for SP

(b) Final design of the toy example for SP

Figure 8: Design changes to the toy example

After multiple iterations, several design changes were made shown in figure 8a for the initial
design and in figure 8b for the final design.

Each fairness notion is represented using a fictitious toy example for a job application. The
job type is presented as requiring merit and skill based selection, where multiple people can be
selected for the position. This includes jobs such as teachers, nurses, accountants, engineers as
well as students for university admission. Jobs that require specialist skills for expert positions
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Fairness Notion
User friendly definition Example

Statistical Parity
(SP)

Equal selection rate for men and
women regardless of any known
previous selection decisions

For 100 job applicants, with 70 men
and 30 female, 30% selection rate
for men gives 21 men and 30%
selection rate for women gives 9
women. Previous selection deci-
sions about these 100 applicants
are known but not used.

Equal Opportunity
(EO)

Equal selection rate for men and
women from the group who was
previously selected

For 100 job applicants, with 70 men
and 30 female, previous commit-
tee has selected 50 applicants of
40 men and 10 women. From this
group of 50 applicants, 40% selec-
tion rate for men gives 16 men and
40 % selection rate for women gives
4 women.

Calibration (CB)
If applicants get same points in the
new selection, they should have the
same possibility of previous selec-
tion or previous rejection

We give the same points to appli-
cants who got similar decisions be-
fore. So, we give calibrated or rela-
tive points to candidates instead of
looking at each candidate individu-
ally.

Disparate impact
(DI)

Select candidates so that selection
rate for women is at least 80% of
the selection rate for men

For 100 applicants, with 70 men
and 30 women, select at least 4
women if 10 men are selected OR
select at least 7 women, if 20 men
are selected.

Fairness through
awareness (FA)

Regardless of gender, two similar
applicants should be given similar
decisions

There are 2 job applicants - one
man and one woman with the same
characteristics except gender. We
either select both or reject both
because they differ only on gender.

Counterfactual
fairness (CF)

Change in only gender should not
affect the selection decision

You are given a male applicant’s
resume and you select him. Now,
I change the gender to female on
the resume while everything else
remains the same. Now, you have
to select her because only gender is
different.

Table 9: User friendly textual definition and example for each of the chosen fairness notions
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such as CEO, surgeon, Chief Scientist, Department Head are excluded in this set up. Such
a set-up gives scope to include fairness and gender diversity as a strong and desirable criteria
while making early stage selections. Furthermore, this set-up also allows for selection of multiple
candidates for an organization.

The toy example consists of an applicant pool of 10 candidates, who have applied to a job of
the description mentioned above. These 10 candidates, identified with an ID ranging from A1
to A10 meet all the hard requirements for the job such as education, experience and skill set,
etc. This pool is composed of 7 men and 3 women, as seen in Figure ??. It consists of a skewed
gender composition to indicate that one gender applies more frequently over the years to this
type of job.

For each candidate in the applicant pool, a previous selection decision is known. This is
representative of the actual outcome Y or the ground truth that is available in the data
to train an algorithm. A positive decision is represented by a smiley face in yellow and a
negative decision is represented as a "-" symbol. Next, for each candidate, a new selection
decision is also known. This new selection is representative of the prediction Ŷ of an algorithm.
These predictions are made based on one fairness notions, where yellow indicates that the
candidate is selected and blue indicates that the candidate is not selected. The Figure ??
shows the toy example obtained for Statistical parity. The choice of yellow and blue to indicate
selection or rejection respectively is to move away from red and green, which represents polarized
decisions. Through discussions with the lab member, we concluded that red indicated that a
rejected candidate should not be selected by the algorithm. The neutral colors aim to close the
gap between the decisions and allow research participants to consider selections of previously
rejected candidates.

Therefore, the toy example represents a binary classification problem of predicting, whether to
select Ŷ = 1 or not select Ŷ = 0 an applicant. This gives a total of 6 scenarios made of the toy
example, one for each of the 6 fairness notions. The Table 9 shows the fairness notion and it’s
final non mathematical textual explanation.

4.2 Methods
4.2.1 Recruitment of Research Participants

We used a combination of purposive sampling and snowball sampling [52] to recruit experts.
Initially, we sent direct emails to relevant professionals in the domain of recruitment, Human
Resource Management (HRM), Diversity and Inclusion (D&I) operations found with the help
of our network of our personal connections in industry. Next, we made announcements on
LinkedIn inviting professionals in the domain of recruitment, HRM, diversity and inclusion
operations to participate in an interview by sending us their email. We sent follow-up emails to
those who responded. We also found a list of professionals working in this field using LinkedIn,
whom we contacted by sending direct messages on LinkedIn. Overall, we contacted over 80
potential participants, out of whom 48 responded. Finally, 21 participants scheduled interviews.
We conducted the study in Delft University of Technology in The Netherlands.

4.2.2 Participants

The participants were interviewed between June and August of 2022, either in person or
Microsoft Teams. Out of the 21 participants, we selected 17, who are most relevant to the field
of this study and have experience with the selection process in the early stages of hiring. Their
professional role was checked with their Linkedin profile. The demographic information of the
17 participants is listed in Table 10. The gender distribution of 17 participants were 9 (52.9%)
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Job Title Experience Education Gender Ethnic Minority* Other minority**
E1 Talent Acquisition Specialist 23 years Bachelor Male No No
E2 D&I Officer 4 years Doctorate Female No No
E3 HR Manager 24 years Master Female No No
E4 Managing Director 3 years Master Male No No
E5 Executive Board Member 5 years Bachelor Female No Yes
E6 CEO 14 years Master Male Yes No
E7 HR Development Trainee 1 year Master Male No No
E8 HR Business Partner 4 year Master Male Yes No
E9 HR advisor 5 years Doctorate Female No No
E10 D&I Advisor 8 years Master Female No Yes
E11 Chief Diversity Officer 10 years Doctorate Male Yes No
E12 Recruitement Technology Consultant 15 years Master Male No No
E13 Assistant Professor (as vacancy holder) 6 years Doctorate Female No No
E14 Psychological Assessment Reseacher 40 years Master Female No No
E15 Global D&I Manager 12 years Master Female Yes Yes
E16 Inclusion Specialist 6 years Bachelor Male No Yes
E17 I/O Psychologist 7 years Master Female Yes No

Ethnic Minority* = self-reported as belonging to an ethnic minority

Other Minority** = self-reported as belonging to a minority group that faces discrimination

Table 10: Demographic Information of Study Participants

Employment Industry Number of Participants Organization Size
Education and Sports 1 <10
Recruitment Service 2 <10
Water Management 1 <100

Human Rights 1 <100
Arts and Culture 1 <100

Higher Education and Research 3 <1,000
Higher Education and Research 4 <10,000

FMCG 1 <70,000
Police 2 <70,000

Offshoring 1 <70,000

Table 11: The number of participants per employment industry and organization size

female and 8 (47.1%) male, with an average of 11.6 years (SD=9.67) of relevant HR experience.
10 (58.82%) participants have a Master degree, 4 (23.53%) participants have a Doctorate degree
and 3 (17.65%) participants have a Bachelor degree. Out of the 17 participants, 5 (29.41%)
self-reported as belonging to an ethnic minority, 4 (23.53%) self-reported as belonging to other
minority related to age, health, sexual orientation, immigration and neurodiversity, and only
1 (5.88%) belonged to both ethnic and another minority group. All participants work in The
Netherlands. Their current employment industry, along with the size of the organization is
shown in table 11.

4.2.3 Interview Process

The same researcher interviewed each participant independently, either in person or online
using Microsoft Teams. The semi-structured interviews were conducted in one or two sittings
session and lasted 75 minutes on average. The interview began by presenting an opening
statement containing goal of the interview, participant information to be collected, purpose of
audio recording, participant’s right to withdraw from the research and contact details of the
researchers. After obtaining the participant’s explicit and voluntary consent to the opening
statement, we proceeded with the semi-structured interviews.
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The interview consisted of 5 parts as described below:

1. Introductions were made and the participants provided their background information,
shown in Table 10.

2. The participants were introduced to the context of early candidate selection, example job
positions and multiple vacancies. Further, the participants were not given any algorithmic
context - actual outcome was represented as decisions made by a committee, whose ’yes’
and ’no’ decisions were known but not their criteria for selection. The origin of the
fairness notions was not disclosed to the participants. The deliberate decision to not
disclose algorithmic context was taken to get a bias free commentary from the participants
because the type of decision maker for the same task evokes different emotions in people
[84].

3. Participants were shown a user friendly definition of one fairness notion and asked to
think out loud about their understanding, concerns, benefits, feelings and implications
of adopting the fairness notion. After participants described their initial thoughts, they
were shown the pictorial representation of the same fairness notion and their comments
were obtained. The discussion of each fairness notion concluded with their rating on
understanding, fairness and diversity in terms of gender, which is described in the
following questions:

• What would you rate your understanding of this fairness notion?
(1=Don’t Understand, 2=Somewhat Don’t Understand, 3=Don’t know, 4=Some-
what Understand, 5=Understand)

• What would you rate this notion on fairness?
(1=Unfair, 2=Somewhat Unfair , 3=Don’t know, 4=Somewhat Fair, 5=Fair)

• What would you rate this notion’s ability to improve gender diversity?
(1=Unhelpful, 2=Somewhat Unhelpful , 3=Don’t know, 4=Somewhat Helpful,
5=Helpful)

These rating at the end of each fairness notion was collected on a 5 point scale where, 1
indicates the lowest value and 5 indicates the highest value. The process was repeated
for 6 fairness definitions. Participants were shown two individual fairness notions and
4 group fairness notions in random order to mitigate order effect. However, the order
within 4 group fairness was in the following order: SP, EO, DI and CB and the order
within 2 individual fairness notions was kept to FA and CF. This was done to help the
participant move from the simplest to hardest user friendly translation as some learning
curve was observed in the pilot studies.

4. The participants were asked to rate each fairness notion again using the same 5 point
scale. This was done to handle order effects in the previous part.

5. Participants were asked to describe their experience of the interview and their thoughts
about using the fairness notions.

4.2.4 Analysis

We used thematic analysis [21] to code approximately 26 hours of audio or video recording
and their corresponding transcripts using Atlas.ti. The transcripts were obtained from closed
captioning functionality of Adobe Premiere Pro 2022 for audio recordings and Microsoft Teams
for video recordings, which were all checked for correctness of translation. Initially, two of the
researchers worked on open coding 4 interview transcripts using inductive approach, which was
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later compared and consolidated to establish coding practice and guidelines for consistency in
the research. Next, all the 17 transcripts were coded using deductive approach to answer the
research questions. After deliberation and discussion, the codes were categorized and formulated
into high level themes.

4.2.5 Ethical Consideration

The research was approved by Human Research Ethics Approval of Delft University of
Technology, which consisted of a Data Management Plan, Risk Evaluation Checklist and
Opening statement as Informed Consent for the research Participants.
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5 RESULTS
This section shows the results obtained from the analysis described in section 4. We present
the ratings provided by participants for three factors Understanding , Fairness and Diversity
of using the mathematical fairness notions on a 5-point Likert Scale. 17 participants rated SP,
EO, CB, FA, CF and 8 of them also rated DI as shown in Figures 9 through 14. Each figure
shows the number of participants and their corresponding ratings for the three factors. The
ratings are further broken down by sensitive features - Gender, Ethnic Minority and Other
Minority, to examine potential relationship between a participant’s sensitive feature and their
ratings. Gender, as reported by participants contains two values - Male (M) and Female (F).
Ethnic Minority and Other Minority is represented as a Yes or No.

Next, we qualitatively discuss the four core themes - impression, perception of fairness,
perception on improving diversity, and applicability - obtained from the thematic analysis
performed on all interview transcripts. Lastly, we present the ratings on fairness again, given
by participants after reflecting on all the fairness notions. We conclude this section with a
discussion of the changes in their ratings.

5.1 Statistical Parity (SP)
We present the qualitative analysis for SP from 150 quotations obtained upon coding transcripts
of 17 participants. All the ratings given by participants for three factors - Understanding (U),
Fairness (F) and Diversity (D) of using SP are shown in Figure 9.

Figure 9: SP - Ratings given by participants on Understanding, Fairness and Diversity of SP,
along with the distribution by gender, ethnic minority and other minority groups.

5.1.1 What is their impression of SP?

Participants had a wide range of thoughts and comments on the notion of Statistical Parity. Six
participants expressed what they liked such as merit being the basis of selection (E1, E9, E12)
and that the notion objectively treats all job applicants equally (E2, E4, E6). “..it should not
restrict us getting in contact with good candidates" - E9. “creates equal opportunities for both
sexes, which is positive" - E6. However, two of the same and four additional participants also
disagreed with the notion or said that they would not use the notion in their organizations (E5,
E6, E8, E11, E12, E16). “I understand what it’s trying to do. But would I use it? Do I agree
with the fairness notion, then no." - E5. “I would never do it this way. I don’t care what the
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gender is in this stage. I want to select the best candidates." - E12. In fact, several participants
expressed their dislike for the notion directly or indirectly. While some participants directly
mentioned that they did not like the notion (E5, E6, E7), others did not like gender being the
basis of separation (E4, E1, E7). “I don’t like this one. It is very well possible that these 70
men aren’t very qualified at all and then you’re going to still hire 30% of them" - E7. “ ..you
are making a difference on gender and it’s something we try to avoid as long as possible." - E4.
Majority of the participants understood the notion and gave a rating of 4 or 5.

While one participant was glad that Statistical Parity allowed some representation of minority
groups, which might not otherwise happen without effort (E10), three participants said that
the notion favors majority and may not help minorities (E2, E10, E15). “I’m happy that there’s
at least more than just one woman, because we often see there’s only one woman. Looking at
chances, the men have more chance of being hired than the women do in this case." - E10. “We
know that the chance of hiring female is zero. Right?" (sighs) - E11.

5.1.2 What is their perception on fairness of using SP?

There was no consensus in the ratings, with four participants rating it 1 and an equal number of
participants rating it 2 and 4. A similar pattern of ratings is seen for both genders and majority
groups. However, ethnic and other minority provide a low rating on fairness. Thematic analysis
of their responses explains the ratings.

About nine participants, argued this notion as unfair because they feel it is not equitable (E8),
is based on gender (E5, E6), is based on quota system (E11), skewed applicant pool (E3, E15,
E16) and other factors (E1, E2). “it’s not equitable. So I think it’s unfair". - E8. “The whole
system is not fair because you don’t want to use a quota system, right?" - E11. On further
examination, we see that many participants consider Statistical Parity as only theoretically fair
and applicable only in an ideal world (E2, E4, E8, E9, E13, E15, E16, E17). “It’s fair in theory,
unfair in result. If it were a fair world, a perfect world, then this would be a fair procedure." -
E2. According to them, theoretical fairness is attributed to ideally treating everybody equally.
“Technically, it’s still fair because of same selection rate for men and women" - E4. However,
seven of them hesitated about the calling the notion fair. “I think it’s fair on paper [...] it’s
actually not quite fair because 30 women and 70 men applied for the job, and it feels really
wrong to have only 9 women go on to the next round" - E16. Lastly, four participants found
it quite difficult to say whether or not this notion could be called fair. “ this is a difficult one.
I really would like to know why A1, A3 and A4 were chosen by the former committee and why
the decision is now different. If I don’t know why, I cannot say if it’s fair or not, or sensible."
- E14.

5.1.3 What is their perception on improving diversity on using SP?

Participants were more certain about commenting on improving gender balance in organizations
with the help of Statistical Parity. Five participants felt positive about the notion’s ability to
help diversity in terms of gender (E1, E2, E4, E7, E9). “We have 75% men and 25% women
in our company. So when we introduce this fairness notion, then it will help to balance our
company more." - E4. They like the notion and reasoned that despite a skewed applicant
pool it can act as a precautionary step because final hiring can be biased, however long the
improvement takes. “You will provide possibility of balance in your selection group but then
there’s still the final selection". - E1. “But if you really want to hit the targets, that’s probably
not going to help." - E7. This can be seen in the ratings, where seven participants gave a rating
of 4 or higher for diversity.
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However, a larger number, totaling eight participants, reasoned about the notion’s inability
to improve diversity for two main reasons(E2, E3, E5, E8, E12, E13, E15, E16). First, four
participants said that diversity goals cannot be achieved if minority is absent in the applicant
pool. “Because if only one female applies, then there goes your theory" - E5. Second, six of
them said that broader diversity goals of the organization cannot be realized because of small
minority representation in selections. “You need to identify your minority group and make sure
that’s at least 50% of your talent pool. Otherwise you’ll never make this change." - E8. Despite,
polarized perceptions, five participants indicated that the notion could contribute to diversity
to some extent (E1, E4, E6, E11, E13). “I mean of course, if your team had no women then
you’re improving your gender balance. If your team consisted of only women, you might want
to select only men. So it depends on what your gender balance was." - E13. From the ratings,
we see that 10 participants rated 1 or 2 for diversity.

5.1.4 What is the applicability of SP?

Majority of participants were concerned about the structure of the selection rate. Eight of them
said that the status quo of minority and majority would not change resulting in unfairness
towards minority (E5, E8, E9, E10, E11, 15, E16, E17). “ I presume that you want equal
representation and you can’t do that by focusing on percentages because as you see the end
of the funnel, you’ll still end up with a majority and a minority." - E5. Five of them were
concerned about gender, instead of merit being the focus of selection (E1, E4, E5, E7, E12).
“You’re not looking at the big picture of hiring the best candidates. This is statistics." - E12. “I
hope that most companies won’t make the decision focused solely on gender." - E5. Lastly, Four
of them said that equal selection rate removes effort towards fairness or attracting more diverse
applicants (E2, E10, E12, E15). “Apparently [here], we see men as higher quality than women
and the risk is that you have this excuse woman. We need a woman in selection procedure. We
we have more men, but we also have one woman. So we are also diverse" - E10. “I see that
we have overwhelmingly male applicants or female applicants. Whatever the role is, I’m always
curious why that is the gender distribution. Is it something about our job ads? Is it something
about the language that we use?" - E15. Interestingly, some of them suggest that Statistical
Parity is applicable only when the applicant pool is large (E5, E2) and contains only qualified
(E1, E7)and diverse (E15, E16) applicants, which would increase it’s effectiveness (E2, E15).
“When you create models like this, you often take the presumption that many will apply. But
what will happen if you only have 3 applicants?" - E5. “If all the hard criteria is met, the
percentages would make more sense and then they would feel more fair." - E1. Furthermore,
many participants also suggested modifying the selection rate by making it proportional to the
applicant pool representation (E5, E10, E16), making the selection rate higher for minorities
(E2, E15, E16, E17), or opting for minimum number of minority candidates over a percentage
(E11). “It doesn’t feel fair looking at it from this perspective. I feel like the selection rate might
need to be higher for women because there are fewer women if they’re all qualified." - E15.
“There needs to be at least one female candidate on the shortlist. It is kind of a minimum
requirement of one at least one viable female candidate. Otherwise you have to keep searching.
You can’t only have male candidates." - E11.

Another major source of concern among the participants was the context in which the notion is
applied. “It’s a clear notion, but it misses lots of context." - E6. They said that it’s applicability
depends on the the composition of the existing team and type of job role, saying that a more
diverse employee base and a generalist role would make Statistical Parity fair to use (E1, E5,
E6, E13, E17). “I would also argue that it depends on your current team if you want to have
a diverse team. If you have a team of only women, then you could argue to put more focus to
men." - E6. “If you copy this model to a production facility with 150 people doing almost exact
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the same work, then it would be easy, really easy to implement" - E1. Some of the participants
also pointed that the notion’s applicability depends on the type of organization, its size and
more importantly its goal (E5, E6). “You can’t just replicate it towards an entire industry or
even jump function or organization. It wouldn’t create the effect you’re looking for I think. In
SMEs talent pools aren’t that big." - E5.

5.2 Equal Opportunity (EO)
All the 17 participants discussed EO after SP because SP could help bridge the learning
gap needed to reflect on EO. We obtained 88 quotations upon coding transcripts of the 17
participants. All the ratings given by participants for three factors - Understanding (U),
Fairness (F) and Diversity (D) of using EO are shown in Figure 10.

Figure 10: EO - Ratings given by participants on Understanding, Fairness and Diversity of
EO, along with the distribution by gender, ethnic minority and other minority groups.

5.2.1 What is their impression of EO?

Many participants, having talked about Statistical Parity were able to point the similar
underlying principle in Equal Opportunity (E5, E9, E12), where some even felt the current
notion being less fair (E1, E2, E4, E7). “It’s slightly different data, but the principle is the
same." - E12. “I don’t like it even more than the previous one because of this." (points to
actual outcome) - E2. All participants gave a rating of 4 or 5 for their understanding of EO.
While all the participants understood the notion, some with questions, about five participants
immediately indicated their dislike or disagreement with the notion (E8, E10, E11, E12, E17).
“I would never use this. It’s a forced way [what] you’re doing. But this is not what helps you
realize non biased selection." - E12. “I don’t agree. The problem is I don’t agree with with
selecting people on the basis of splitting up on percentages and gender. I think it will create
conflict and upset people even more because it’s just based upon numbers." - E11. However, a
large source of dislike came from the use of actual outcome in final predictions. Nine participants
either asked for reasons for the actual outcome or outright disagreed with its usage saying that
it can influence a human selection maker if actual outcome is known (E1, E2, E4, E5, E7, E10,
E13, E16, E17). “It will it will interfere with your selection method knowing what somebody else
concluded." - E1. “If you ask me what happened and and why is this like this, why did they do
this then? That part I don’t understand." - E17. It is important to point out that the actual
data can only be used while training the model, and may not be shown to the human decision
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maker. The participants, however were not aware that the prediction Ŷ is made by the model
and not a human.

5.2.2 What is their perception on fairness of using EO ?

Majority, totaling 13 participants, rated the notion either a 1 or 2 on fairness. Four participants
said that Equal Opportunity is less fair than Statistical Parity (E1, E2, E4, E7). “If you do
not know the background of the decisions, I would still go for an equal selection rate of the
applicant pool [SP]" - E4. While only one participant indicated the theoretical fairness of EO
(E16), about seven participants expressed the notion being unfair due to the influence of actual
outcome in the selections and the need more information on reasons for actual outcome (E1,
E2, E4, E7, E10, E15, E17). “Has to be very clear on what basis those decisions are being made.
And in this scenario, it wasn’t clear. So that’s not fair." - E7. “What was the selection criteria
and if that’s unknown to me, then this new selection doesn’t seem fair because I don’t have the
information to make that decision" - E15. This reason also made three participants unwilling
to provide a rating on fairness (E7, E14, E17). “I have no clue. I couldn’t also not say if it’s fair
or not." - E17. “For now we are going to do a equal percentages. But when your organization
needs more women or maybe more men, then you have to have other principles. But for now I
cannot say anything else." - E14.

5.2.3 What is their perception on improving diversity on using EO?

A majority, totaling 10 participants rated 1 or 2 on the ability of EO to improve diversity.
Similar patterns can be seen across genders and minorities, with no participant giving a rating
of 5. From the thematic analysis of their responses we see that many participants were certain
that using EO will not improve gender balance in organizations. Six of them attributed this to
small minority in the applicant pool (E1, E4, E7), their slim chances of being selected in the
actual outcome (E4, E11) and lack of trust in the actual outcome (E1, E13, E15). “Then you
most probably end up with three or four men and zero or one women." - E4. “You’re copying the
same bias, perhaps as the previous person" - E1. The remaining participants did not provide
reasons for their ratings on diversity.

5.2.4 What is the applicability of EO?

The biggest source of concern for majority of the participants was trusting the actual outcome.
Six participants mentioned that bias present in the actual outcome will get copied to the
prediction (E1, E2, E5, E10, E13, E16) defeating the purpose of the fairness notion. “ If this
(points to actual outcome) is very unfair, then it propagates unfairness." - E2. “What we do as
an organization is that we never ask the opinion of the previous committee." - E10. While, 11
participants expressed concerns about using the actual outcome, three participants mentioned
that they would only use the notions if the reasons for actual outcome is known (E6, E7, E9).
“Knowing what somebody else concluded will interfere with your selection method." - E1. “The
first thing that I will do is check with them. On what basis did you select those people?" - E7.
“Sometimes you would have to trust that people made the right decisions and you have to move
from there." - E9. One participant also said that usability would improve if there was space to
disagree with the actual outcome (E16). “Instead of A1, I think I would like to interview A7
or A10 only because I’m very curious to see what they’re about and just to find out if there is
anything that the previous selection decisions [missed]." - E16.

The next set of concerns affecting the applicability of EO was its inability to help diversity
goals. Participants said that diversity goals could not be achieved using equal selection rate
and gender, in the example was used just for sake of diversity, thereby decreasing effort towards
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fairness (E9, E11, E12). “This equal selection rate for merit should be something to monitor
but not to aim for." - E9. “You’re confusing the situation, you’re confusing things by doing
this. You’re just using gender to make selections without any reasoning. You can play with the
percentages, you can create all kinds of different equations, but it doesn’t serve justice to what
you want to achieve in the end, right?" - E11. Four participants felt that just like Statistical
Parity, the applicability of Equal Opportunity was affected by a skewed applicant pool, which
favors majority, suggesting a higher selection rate for minorities (E5, E7, E8, E10). “If the basis
you’re working from is not truly inclusive, you’ll see that with every cycle that difference and
imbalance magnifies." - E5. “If they’re all qualified, if they can all do the job, why not select
women? Because it would be very good to restore gender balance. In the long term, it’s almost
always better for your company." - E7. Lastly, one participant said that diversity goals can be
achieved by involving multiple stakeholders, which EO currently misses (E10). “You really need
these different perspectives, put them together and then you can, I think create fair principles
and fair ways of working. This [EO] was probably made by one person." - E10.

5.3 Calibration (CB)
We obtained 72 quotations upon coding transcripts of the 17 participants. All the ratings given
by participants for three factors - Understanding (U), Fairness (F) and Diversity (D) of using
CB are shown in Figure 11.

Figure 11: CB - Ratings given by participants on Understanding, Fairness and Diversity of
CB, along with the distribution by gender, ethnic minority and other minority groups.

5.3.1 What is their impression of CB?

About half of the participants rated their understanding of CB at 3 or lower. Five additional
participants rated it 4 and only four participants gave a rating of 5. Most participants said
that they found it confusing or illogical (E1, E4, E5, E6, E7, E9, E10, E13, E15, E16, E17).
“I’m trying to find the logic behind this. I can can really find it" - E17. “I think this system
is really confusing. I think I don’t see why this would help" - E16. They said that it felt
mathematical or asked clarifying questions on the scores (E1, E9). “It looks very scientific
and quantitative. But I know from practice is that can be very difficult" - E9. “The points
are based on what exactly?" - E17. Despite the difficulty in understanding the concept, three
participants pointed out rating participants on merit is fair and can help keep human biases in
check (E1, E4, E11). “If you purely look at merit based recruiting, grading candidates based on
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their merits is fair." - E1. Three participants extended the discussion saying they liked that
applicants were compared, which can remove the myth of meritocracy (E1, E2, E17). “I would
say the positive will eliminate this meritocracy myth." - E2. However, two people also disliked
comparing applicants and assigning them scores (E4, E10).

5.3.2 What is their perception on fairness and diversity of using CB?

About 13 participants rated fairness of CB as 3 or lower. However, not all participants were able
to clearly express reasons behind their ratings. Two participants indicated that they needed
more information and context to judge CB on fairness (E13, E17). “I can’t really say anything
about fairness because I have no clue about the previous decisions. I really need that piece of
information to. Make a statement about fairness." - E17. Three other participants felt that the
process of assigning scores to applicants was unclear and they could not justify (E4, E5, E6).
“The idea of grades can help explain to people why they were selected. But in this situation,
it’s quite difficult because if you want to be transparent and open on it, I would say this is
really difficult." - E4. “I don’t understand how you can give points in this way to candidates.
That’s why it feels not fair if it’s not transparent enough and how the points are made and how
decisions are made. It lacks transparency." - E6.

5.3.3 What is their perception on improving diversity of using CB?

Majority of the participants rated 3 or lower for diversity. While 10 participants rated it 1 or 2,
a stark number of 6 participants rated it 3, indicating that they didn’t know if CB could help
diversity in organizations. Eight participants provided reasons for their ratings on diversity
saying that they were either uncertain or could not see how gender balance would improve with
the help of CB (E1, E2, E4, E5, E6, E9, E10, E17). “If you crystallize the process, then could
it help on gender balance? Maybe. I wouldn’t dare say at this point." - E5. “I think this has
nothing to do with gender balance" - E10.

5.3.4 What is the applicability of CB?

Participants expressed two major concerns regarding the applicability of CB. First, 8
participants said that the process of assigning scores was unclear making it lack transparency
and logic (E2, E3, E7, E10, E11, E13, E14, E16). “It looks like it’s very objective, but it’s just
a number and you don’t know what it’s based on" - E3. “That makes no sense. And I don’t
think it would contribute to anything. I don’t think it would help gender balance. I don’t think
it’s logical." - E11. Further, they expressed that lack of transparency made CB undesirable
for use (E2, E4, E6, E11, E14). “What actually do you take into account whether something
can be quantifiable, which is known to be more in favor for men like publications or grants?
Then you are by default lowering the values of women." - E2. “ If I don’t understand it, I
can’t see how it’s going to help me." - E6. The second major concern came from doubts about
actual outcome. Eight participants expressed theirs doubts about using it and said that it was
irrelevant to use it in decisions (E2, E7, E10, E11, E12, E14, E14, E5, E7). “It can propagate
bias in selection, right?" - E2. “I don’t know why they made these decisions. I don’t know what
the selection committee was like. I have no idea. So that makes me not like using any of their
previous decisions." - E15.

5.4 Fairness Through Awareness (FA)
Half of the participants were shown individual fairness notions before group fairness notions. FA
was the first out of the two individual fairness notions, which means that half of the participants
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started the interview with FA. We obtained 127 quotations upon coding transcripts of the
17 participants. All the ratings given by participants for three factors - Understanding (U),
Fairness (F) and Diversity (D) of using FA are shown in Figure 12.

Figure 12: FA - Ratings given by participants on Understanding, Fairness and Diversity of
FA, along with the distribution by gender, ethnic minority and other minority groups.

5.4.1 What is their impression of FA?

Participants had many things to say about FA. While six participants agreed with the notion
saying they were happy that both genders were treated equally (E2, E4, E5, E6, E9, E17),
two participants found it difficult to comment on the notion (E1, E9). “I agree. And I would
select both." - E4. “We cannot disagree with that. That is what we should aim for" - E9. On
further probing 8 participants mentioned that in their experience two similar people are never
the same, saying that they may differ on some aspects such as potential or soft skills (E1, E3,
E4, E5, E8, E9, E13, E15). “They’re all unique, so it might differ in terms of location, match
or growth in different direction" - E5. “So they had their PhD, say in 2012 and they both have,
I don’t know, 16 papers. But if the woman has been on maternity leave twice, then those 16
papers means she’s been in the other time much more productive than the man. So what do you
even mean with the same characteristics?" - E13.

Every participant rated their understanding at 4 or 5, indicating that they understood the
definition of FA. While, majority of the participants clearly said that they understood the
notion, most of them also indicated that this notion reflects the ideal end goal cautioning its
use to only early phases of hiring (E2, E5, E8, E9, E13, E14, E16). “I understand it fully. But
circumstances make it sometimes impossible to follow this principle." - E14. “I think it might
work best in the beginning of the hiring process. Because, you know, in at the end of the process,
you might make decisions on different data points" - E5. “I think it’s where you want to go as
an end goal but to drive the change for unconscious bias, need to create more opportunities for
women" - E8.

5.4.2 What is their perception on fairness of using FA?

Majority of the participants rated fairness of FA at 4 or higher. Interestingly, they reflected on
many dimensions to assess the fairness of FA. While four participants referred to FA as being
principally fair (E6, E8, E10, E11), several others provided reasons for calling the notion unfair.
“The principle in itself is rationally fair. The world that we live in is not." - E10. Participants
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called FA unfair because it is not equitable, cannot achieve diversity goals, disadvantage to
minorities (E2, E7, E8, E15). “I think given the gender imbalance for which we want to correct,
then I don’t think this is fair " - E2. “This is a utopia idea. I think it’s still inequitable because
the female will always have a bias, that she is considered less fit for the job if everything else is
the same" - E8. Further, participants reflected that while FA might be fair towards applicants
(E1, E3, E5, E7, E12, E16, E17), minorities groups might still find it unfair (E1, E14, E15) and
they felt that it was more important to fix historical justice because majorities won’t be severely
affected if minorities are given more opportunities (E2, E8, E11, E15, E17). “It’s difficult for
the male candidate, but we have a kind of historical injustice that has to be fixed. It doesn’t
mean we only select female applicants, right?" - E11. Lastly, four participants found it quite
difficult to rate fairness of FA saying that fairness depends on many factors such (E9, E10, E11,
E13). “I find it very hard to answer because I need a more clear definition of what the the same
characteristics are." - E13. “It’s fair within the scope of the context, which I would define but
as a general statement, it’s not fair." - E11.

5.4.3 What is their perception on improving diversity on using FA?

In contrast to ratings on fairness, ratings on diversity are however, divided across the Likert
scale and there is no consensus on it, with the mean at 3. While three participants said that
FA could help organizations improve gender balance (E4, E5, E15), seven other participants
said that FA could not improve gender balance because it is prone to cultural cloning, skewed
applicant pool and minorities self-selecting themselves for job applications (E2, E6, E8, E9,
E10, E14, E16). “If you have a black woman and you have a white man and the previous
20 people that did the job were all white men, then the white man will be hired again. This
is how our brain works." - E10. “If you want to improve gender balance in an organization,
then sometimes you cannot have this fair criterion. Sometimes you have to let that go." - E9.
Lastly, five participants indicated that the notion could help in some contexts, while being
supported by other measures within the organization (E3, E4, E7, E11, E17). “Yes, it will help
improvement, but it’s not the only thing." - E11. “It depends on so many things. I don’t know
how many women or men employees the organization has." - E17.

5.4.4 What is the applicability of FA?

Majority of the participants said that FA is quite theoretical and difficult to apply in practice
(E1, E2, E5, E8, E9, E10, E11, E13). “It’s the most fair thing to do, but it doesn’t make any
sense" - E1. “In the perfect world where everybody would be treated equally and we have equal
opportunities, then this principle is great but we are not in that world right now." - E10. “On
paper, it may look very easy, but in practice it’s not." - E9. Additionally, five participants
also indicated that the notion benefits the majorities more than it benefits the minorities and
cannot select applicants who have different characteristics than previous employees (E1, E3,
E4, E8, E10). “It could be that a male applicant has more profit of this fairness notion than a
woman because maybe a woman was pregnant a couple of times" - E3. “So if you have always
had white men of a certain age with a certain background, certain studies, and they were always
doing the job in a good way, you will pick a person that is the same as all the people that did
it before" - E10. Lastly, some participants mentioned that the notion would be applicable only
in organizations that are diverse (E7, E10, E11, E14). “When [your organization] is balanced
and you are in that sense equal, you’re also giving equal opportunities to everybody. Then you
can apply this principle of fairness for sure." - E10.
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5.5 Counterfactual Fairness (CF)
All the 17 participants discussed CF after FA because FA could help bridge the learning
gap needed to reflect on CF. We obtained 72 quotations upon coding transcripts of the 17
participants. All the ratings given by participants for three factors - Understanding (U),
Fairness (F) and Diversity (D) of using EO are shown in Figure 13.

Figure 13: CF - Ratings given by participants on Understanding, Fairness and Diversity of
CF, along with the distribution by gender, ethnic minority and other minority groups.

5.5.1 What is their impression of CF?

Every participant rated their understanding at 4 or 5, with majority of the participants rating
it 5. Majority of the participants either understood or agreed with the notion (E1, E3, E6, E7,
E8, E9, E10, E12, E13, E14), and two of them expressed curiosity about trying out the notion
(E1, E16). “I agree that changing only gender should not affect the selection decision." - E14.
“I really like this especially if you test it." - E1. Additionally, some participants mentioned
that such a notion can help keep discrimination in check (E1, E2, E16). “You’re not pushing
more women forwards or more men forwards. You’re just checking bias" - E1. Lastly, few
participants indicated the similarity of CF and FA (E1, E7) “I think there’s they’re ethically
speaking the same, right?" - E7.

5.5.2 What is their perception on fairness of using CF?

Perception of fairness and diversity of using CF elicited few responses from the participants.
Five participants said that the notion is fair in principle but is not very practical or useful (E5,
E10, E10, E14, E17). “The principle in itself is very fair. But putting it in the context of our
world becomes very complex." - E10. Another set of four participants felt the notion is fair
because it is purely based on merit and could help improve the selection of minorities (E7, E9,
E11, E15). “I would rate this as fair because nothing has changed about the qualifications of the
candidate at this point." - E15.

5.5.3 What is their perception on improving diversity of using CF?

Ratings are divided for diversity across the Likert scale and there is no consensus on it.
Majority of the participants were unsure whether CF would help improve the gender balance
in organizations and indicated the using other measures instead (E2, E3, E4, E5, E6, E8, E9,
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E10, E12, E14). “Can it help improve gender balance? I’m not sure. This notion, not by itself,
no." - E6. “No, it won’t help. When you want to have more women in your organization, Then
sometimes you have to [use other approaches]" - E14. “I don’t think in in terms of fairness
or diversity it can be improved. At least temporarily, we might need different measures." - E5.
Few participants indicated that depending on the context, it could help diversity (E11, E16).
“We want to get more males for secretarial support. There, it would contribute to helping the
gender balance." - E11.

5.5.4 What is the applicability of CF?

The biggest concern about CF expressed by participants was related to gender. Four
participants said that they were unsure about gender or another sensitive feature being part
of the selection process when CF is used (E1, E6, E9, E17). “I think it’s all information that
we do not need for open, transparent and merit based recruiting. It might help with diversity,
though. And sometimes a big age gap can be seen as something less positive too" - E1. While,
three other participants said that diversity is a quality and such features can be helpful in
selection (E3, E4, E10). “To me and to our organization, diversity is also a quality. So, if the
norm in your organization is female and the applicant is male, then that is also a quality of the
person" - E10. “Men and women bring different perspectives which you should also consider.
You don’t see this if you remove the gender." - E3. Two additional participants indicated low
applicability of CF, if diversity is a goal of the company (E7, E11).

On the applicability of CF, four participants said that improvement would be quite slow because
the notion favors majority (E2, E5, E13, E15). “You have marginalized groups that are like 10
- 0 behind. So you can use notion, but that would mean that we would have to go to many
cycles to reach to reach true fairness levels. So it’s not always applicable." - E5. Lastly, two
participants indicated that the notion is not bidirectional, meaning that it was not logical to
show majority as a minority applicant because they would still be favored (E2, E13). “I think
what occurs more is that you would have females who are not selected and then if they were
presented as a male candidates, they would be selected and not the other way round." - E2. “You
can never have the same candidate’s gender flipped because a man cannot become pregnant, so
you cannot have a gender neutral CV because how do you account for pregnancy leave then." -
E13.

5.6 Disparate Impact (DI)

Eight out of the 17 participants were interviewed on DI. We present the analysis for DI from
30 quotations obtained from corresponding transcripts. All the ratings given by participants
for three factors - Understanding (U), Fairness (F) and Diversity (D) of using DI are shown in
Figure 14.
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Figure 14: DI - Ratings given by participants on Understanding, Fairness and Diversity of DI,
along with the distribution by gender, ethnic minority and other minority groups.

5.6.1 What is their impression of DI?

Seven out of eight participants rated their understanding of DI at 4 or higher, which is similarly
seen across genders and minorities. They understood the notion and were able to express their
likes and dislikes about using DI. Two participants, out of the eight, who were interviewed on
DI said that it could make organizations accountable by actively trying to improve diversity
(E15, E17). “By having a target that you’re actually working towards this early in selection,
you’re making it more fair for women. A lot of organizations don’t want to have these targets
in place because you are then held accountable." - E15. Three other participants expressed their
disagreement or dislike for the notion because merit being overlooked for diversity (E11, E16)
or minority having lower selection rate than majority (E13). “I don’t like the principle at all.
That’s saying that if you pay $1 you can pay the woman $0.80 because she’s a woman." - E16.
“If you just have three random females because you sit on gender and not on qualifications.
Then it’s not a fair system." - E11.

5.6.2 What is their perception on fairness and improving diversity on using DI?

Half of the participants rated fairness at 2 whereas, half of the participants rated diversity
at 4. Two participants called the notion fair when organizations are working towards certain
diversity goals (E14, E15). “This is a measurable target in place to ensure that you are working
towards gender fair representation in your organization." - E15. “If percentage of women is still
less than the percentage of men [in organizations], then it’s fair. It’s again when it’s necessary
for the organization and they are equally suitable, but there has to be reason and the reason
should be explainable." - E14. Three other participants considered the notion to be unfair
(E10, E11, E13). While, one participant said that it was to a large extent based on a sensitive
feature(gender), the other two participants said that it was unfair because minority had lower
selection rate compared to the majority. “It doesn’t make sense because you’re selecting people
on gender. It’s not a fair way to manage processes." - E11. “It’s not fair. It’s because like
I said, I mean in a tech job or something, women have a harder time getting there anyway.
So you should prevent the selection rate for women being lower than for men." - E13. It is
interesting to note from the ratings that all men rated fairness of DI at 2.

Three participants said that the notion could help improve diversity only within some contexts
in organizations (E12, E16, E17), while one participant said that despite the notion being

59



unfair, it had the potential of improving diversity (E11). “If you just have these benchmarks
in your in your selection procedure, then yes this will help." - E12. “It’s not the way we would
use. It’s not fair, but it would contribute to some improvement in diversity" - E11.

5.6.3 What is the applicability of DI?

Many participants felt that the notion is quite mathematical and seemed concerned about not
being able to select the best applicants (E11, E12, E17). “It’s not about filling the numbers. I
mean, you could argue statistically it helps you because you have more chance of hiring a female
but decisions don’t get made on that. It’s not a statistical matter. It’s a qualitative matter.
Your approach is very quantitative. That’s a problem" - E11. “It’s still based on statistics.
You’re not selecting the best candidates with this." - E12. “I assume that when you say, at least
80% selection rate for women, that you select women with a good resume and not just random
women." - E17. One participant said that the notion was not applicable because higher number
of selected women does not necessarily guarantee their hiring. “That means maybe working with
recruiters and other people to get those people in the system, because if you don’t do that, you’ll
want to hire a male, even though maybe there’s ten females and one male. It’s not going to
increase the chances of the female to get hired if the male is better than the females." - E11.
On the contrary, another participant said that this notion is applicable in sectors dominated
by majority, by increasing the chances of the minority. “It could help the specifically if you have
a very male dominated job and you don’t really have that many female applicants. This way of
thinking could help." - E17.

5.7 Changes in the ratings
Having discussed and rated all the notions, participants were asked to rate the same notions on
Fairness (F) again. This second round of ratings was obtained to mitigate order effects, where
participants did not have access to view their initial ratings. The Figure 15 shows the initial
rating and the final ratings given by the participants for each fairness notion.

• SP: While we see that majority of the participants changed their rating to either a
higher or a lower value, the number of participants calling the notion fair stays the same.
This could be due to the fact that half of the participants started the discussion with
SP and having reflected on the notions, adjusted their ratings. The final ratings, see
proportionally equal number of responses throughout the scale.

• EO: The ratings show that participants felt EO was more fair compared to their initial
reflection. However, the final ratings still show that majority of the participants gave a
rating of 1 or 2.

• CB: The overall change shows the majority of the participants gave a rating of 1 or 2,
showing that difficulty to grasp the notion affected their rating on fairness.

• DI: Out of the eight participants who were interviewed for DI, only two participants
changed their ratings from 2 to 4. From the smaller sample of participants, we see that
the ratings remained similar in the second round.

• FA: The overall effect is decrease in the number of people who rated 5 and increase in
the number of people who rated 2 or 3. Having agree with the notion in the first round,
participants seemed to adjust their ratings with respect to all the notions.

• CF: The changes were similar to FA, where there was a decrease in the number of people
who rated 5.
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(a) SP (b) EO

(c) CB (d) DI

(e) FA (f) CF

Figure 15: Alluvium plot showing changes in the ratings for fairness for 6 fairness notions.
Initial ratings on the left are moved to the final ratings on the right
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6 DISCUSSION
In this section, we present our discussion by connecting the ratings to the reflections of the
participants. Moreover, we present additional findings, which were not part of the research
questions but provide valuable insights to evaluate the current research and direct towards
future research.

6.1 Connecting the ratings and reasons for all the fairness notions
On analyzing the results of the three ratings given for understanding, fairness and diversity,
and their corresponding reflection for all the notions, we find that connecting the ratings to
the reasons is required to understand the bigger picture and answer the research question.
This section connects the participants’ ratings for understanding, fairness and diversity to their
responses for impression, perception of fairness, perception of diversity and applicability.

6.1.1 Some notions are difficult to understand than others

Amongst the group fairness notions, participants were able to understand the concept of SP,
EO and DI. However, CB was difficult to grasp. This was also seen during the design of the
toy examples and illustrations, where lab members had deemed it ’too difficult’ to understand.
Consequently, this lower rating for understandability reflected uncertainty or lower ratings for
fairness and diversity. Moreover, this result relates to the study in [121], where participants
had difficulty judging complicated fairness notions and ended up selecting SP as the fair option
in comparison to a complicated notion. In our study, participants gave ratings for each notion
independently and being experts in their domain, were able to reflect on various aspects such as
merit and organizational goals. Lastly, participants were also able to understand the concept
of FA and CF.

6.1.2 It is difficult to rate the fairness of mathematical notions

Most participants found it quite difficult to provide a rating on fairness. “Can you call a
process that focuses on education and experience in itself fair? I think that’s a difficult question
to answer" - E5. “I find it quite difficult answering your questions. I mean, I would like to
separate the fairness and the judging" - E13. “It’s quite difficult to say if it’s fair or not because
you think the answer is yes, but I don’t think it is". - E16. Participant’s took time to reflect
on multiple aspects to help contextualize fairness for themselves. “It depends how you define
fairness. Yeah. It’s depends what you understand on the word fairness. Okay. So I’d say don’t
know because I don’t know what you mean by fairness, because fairness is a, is a subjective
term. So objectively is not fair. Subjectively it’s fair. Depends how you want to view it." - E11.
This indicates the need to contextual fairness within a specific scope in future studies due to
the subjective nature of fairness. A similar result [54] showed that lay people did not have any
consensus on fairness and their concerns went beyond topics of discrimination to educational
background, familial status, equity, etc. This means that more work in needed to translate
complicated user friendly definitions to stakeholder friendly language.

6.1.3 Fairness and Diversity considerations may not go hand in hand

For individual fairness notions, many participants took time to suggest that while the notion
was fair, it would not help diversity goals of their organizations. “it’s the most fair thing to
do, but it doesn’t make any sense" - E1. The tension between fairness and diversity is reflected
in the high ratings for fairness but low ratings for diversity. “If you want to improve gender
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balance in an organization, then sometimes you cannot have this fair criterion. Sometimes
you have to let that go." - E9. “In general, that will be fair. But if you want to change,
unbalanced to balanced, then the decision can be changed." - E7. For the group fairness notions
participants found it difficult to separate their ratings for fairness and diversity. “It’s more than
just historical [injustice]. It’s also about diversity. We know that having more diverse teams,
leads to more creativity and different ideas. So we don’t want to create a strict view of one type
of candidate that meets like a mold that." - E11. “If it’s not diverse and gender equal, it’s not
fair." - E1. This points towards a need to look at holistic view of fairness and diversity because
the fairness notions may not be advancing with societal needs regarding diversity. This aligns
with literature suggesting looking beyond discrimination [54] because different scopes impact
how people perceive fairness [84]. In our study, we uncover that diversity is an important
consideration when addressing fairness in hiring.

6.1.4 Fairness notions in their current state are limited in their applicability

Participants expressed numerous concerns about the applicability of each of the six fairness
notions. The major concern noted for SP, EO , FA and CF was the inability of the notion
to help improve diversity because majority-minority status quo would be be affected by using
these notions. While this concern was expressed in relation to equal selection rates for SP
and EO, it was in relation to every individual being defined by different characteristics for FA
and CF. “I presume that you want equal representation and you can’t do that by focusing on
percentages because as you see the end of the funnel, you’ll still end up with a majority and a
minority." - E5. “"It could be that a male applicant has more profit of this fairness notion than
a woman because maybe a woman was pregnant a couple of times". - E3. Moreover, participants
expressed that a skewed applicant pool with fewer or no minorities, makes it difficult to put
notions such as SP, EO and DI into practice. The applicability of fairness notions, though used
in practice [111], is under-researched in literature, pointing towards the need for collaboration
between different stakeholders when designing fairness promoting directives in organizations.

6.2 Additional Findings
The semi-structured interviews allowed the participants to provide insights not intended by
the research questions. However, these additional findings shed more light on deciphering the
perception of fairness and diversity of the mathematical notions. The main themes prevalent
across interviews are discussed next.

6.2.1 Use of actual outcome raises many doubts and concerns

When shown the actual outcome as decisions made by a previous committee, most of the
participants questioned it’s use and validity in the current decisions. “every hiring committee
thinks of themselves as being fair. But it turns out that often they’re not, because it’s so hard
to judge things like." - E13. “They are to me unfair because they are so highly at the risk of
being influenced by previous people that you don’t know what was their rationale behind a certain
decision." - E10. Specifically, for EO participants said that they need space to disagree with the
actual outcome because it could perpetuate bias. “If you ask me what happened and and why is
this like this, why did they do this then? That part I don’t understand." - E17. “"Instead of A1,
I think I would like to interview A7 or A10 only because I’m very curious to see what they’re
about and just to find out if there is anything that the previous selection decisions [missed]." -
E16. However, when reflecting on CB, the usage of the actual outcome brought concerns about
transparency. “" If I don’t understand it, I can’t see how it’s going to help me." - E6. As actual
outcome comes from the data driving algorithmic systems, this highlights concerns about data
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quality. With ramifications on diversity goals of organizations, transparency is needed on what
data is collected and what is measures because it can affect the users’ trust in the system [117].

6.2.2 There is discomfort in weighing merit and diversity in selections

Many participants said that merit was important and diversity considerations should not
precede merit. “It doesn’t serve justice to what you want to achieve in the end, right? What
you want is the best candidate and hopefully it should be also a female." - E11. “General rule
is you try to select as much as you can on merit and you only do this [fairness notions] if you
really want to choose for gender balance". - E7. Some important tensions seen throughout
the discussion with participants was whether to include a sensitive feature such as gender so
explicitly in the selection process. “I don’t think it’s fair to select on gender." - E17. “I think
that’s not really fair. When you when it’s, for instance, the first thing you look at when you are
starting the hiring procedure." - E4. Another concern that emerged was the fear of selecting
unqualified female candidates for the ‘sake’ of fairness. “It feels a lot like the woman is there as
an excuse." - E10. “You should always select based on merit and merit doesn’t come presented
in gender." - E1.

However, examining this theme according to the gender of the participants, highlights an
interesting point. While most participants deliberated both the concerns on gender and merit,
many women explicitly expressed that general notion of merit favored men and more inclusive
takes on merits are needed before such notions could be applicable and called fair. “We see
also that women who, if they have children in their careers, that it has an impact on maybe
a number of publications or whatever, and that should not hinder them in making progress or
being hired because male applicant has maybe more publications". - E8. “I find this topic is just
very complex because when you look at experience, we see that because systematically, women
get less chances in work than men do, the women also have less experience and therefore, have
less strong resumes. But that is a system and you want to break through that system because
we always say fix the system, not the women". - E2.

6.2.3 Domain-specific context and critical nuances are missing in mathematical
fairness notions

Many participants expressed that fairness notions miss many critical nuances and context to
questions of early selection. Not having access to these nuances and context, such as team
composition, type of job role, type of industry, size of the organization and it’s goals, hinders
them from being certain of their answers, and makes them more resistant to see fairness notions
as potential ways to get more explicit and standardized policy. “The most important thing is
always context. Because you can’t say that something is fair without having something to bounce
it off of. Like the company or the status quo of the company, the hiring process itself. There
are many more factors than just equality, than just minority majority or male female. It should
be more dynamic and not like a fixed way of approaching [fairness]" - E6. “It needs more
clarity. So if you say within the context of the needs of [diversity], it’s fair. If you would say
in context of the male candidate, it would probably be unfair." - E11. More effort will need to
be spent on connecting these notions further with the domain. Here, it is likely that a ‘one size
fits all’ approach will not exist. “The definition of fairness depends on the circumstances, the
environment you’re in. Because if it’s been an unequal system, what is fair might be different
from when it is an equal system." - E5.
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6.2.4 Minorities may have different reflections on fairness

Some participants from a minority background refused to answer the questions, saying that
they were forced to rate an option they did not agree with. “So it’s it’s [sic] a bit of a dilemma.
There’s no there’s no clear answer on this. So you’re trying to force me into a box and you
can’t." - E11. “I’m missing quite a bit of context. It’s really hard. I can’t. I can’t give a
proper answer. I find it really hard. These kind of notions, the way we are thinking about
this diversity and inclusion. You need to have these numbers, right? Because then you have a
better understanding. But for me it’s too simple, too much simplified actually" - E6. In our
study, most of the professionals we reached did not identify as belonging to a minority. In the
future, it will be interesting to recruit a balanced sample appropriately representing different
minority groups to investigate potential response differences. To further strengthen a case for
this, for the sensitive attribute on which we had a reasonably balanced sample (gender), on
closer examination, we see that proportionally more women compared to men were skeptical
about all the notions’ abilities to improve diversity. This direction is aligned with the work
in [129], [22], which shows how algorithmic fairness evokes negative emotions from minority
groups regarding racial and economic justice and the importance to

6.2.5 Ratings on fairness, do not necessarily reflect sentiment

Even if a larger sample of participants and ratings would be reached, it is important to not only
look at numerical ratings, but also at the rationale behind them. Most of the participants felt
that they could not disagree with individual fairness notions of FA and CF and rated it as fair.
However, their language suggested some restrain or skepticism. “The principal is fair, but the
human brain is not fair.So yes, I’m sorry I find is a very hard question. I suppose the principle
is fair." - E10. Sentiments of disinterest in continuing the discussion with all the notions were
observed during the interviews, despite participants being enthusiastic on talking about such
topics, reflects that the ratings do not convey the full picture. “if you start doing this, is it
fair? But the notion and mindset of fairness needs to change. You need to first understand who
is the minority, do they actually get the same opportunity? No." - E8. “in the perfect world
where everybody would be treated equally and we have equal opportunities, then this principle
I think is great but we are not in that world right now." - E10.

6.2.6 Fairness notions are not a replacement towards efforts towards fairness in
hiring

Many participants liked the concept behind the fairness notions, but said that more work in
different stages of the hiring pipeline is needed for fair and diverse hiring. “I’m really a big fan
of making these notions so that you help your organization or hiring managers to decrease their
bias. So they have a lot of potential. I like these notions, but they need some improvements."
- E10. Many participants expressed the need to improve the stages involving interviews or
interaction with job applicants, saying human biases need to be overcome. “So in at our
[organization], it is obligatory by now to do a gender diversity workshop if you want to be in
a hiring committee which I think is very good." - E13. “[we] do a stigma awareness training.
It’s just telling you that there are things that happen in society that do not help the inclusion
talk". - E16. Whereas, some participants suggested working in the first stages by attracting the
suitable candidates. “that means maybe working with recruiters and other people to get those
people in the system" - E11. “if you start doing this, is it fair? But the notion and mindset of
fairness needs to change. You need to first understand who is the minority, do they actually get
the same opportunity? No. It should be about equity." - E8. This shows that mathematical
interventions, in their current state are insufficient and needs collaboration between multiple
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stakeholders to define policies on fairness in hiring.

With this comprehensive discussion, we move towards answering the main research question in
the next section.
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7 CONCLUSION
We conclude the thesis report by answering the main research question, presenting the
limitations of the study, directions for future work, describing the final conclusion of the
research.

7.1 Answer to the research question
With the analysis concrete with the results and discussion, we answer the main research
question.

RQ :Howdoorganizational representatives understand andperceive

differentmathematical fairness notions in the context of early candidate

selection in hiring?

Answer : While organizational representatives conceptually understand

mostmathematical fairness notions, they find it difficult to judge them

regarding fairness anddiversity due to a lack of domain-specific context

declaring that theymiss critical nuances that hinder applicability in the

currentworld. The quantitative notions donot necessarily allow reaching

their organizational goals of equity, diversity, and inclusion,making them

resistant to seeingmathematical fairness notions as potential approaches

toward standardized policy.

7.2 Limitations and Future work
We identified several limitations in our study. First, the research participants were limited to
professionals in the Netherlands, which is not representative of the country’s demographics
due to the nature of the study. The interviewed professionals also work with skilled job
applicants. This indicates that the results are not necessarily transferable across different
cultures, demographics, or varying skill sets, which may require more study.

Second, our design set-up handled a single binary valued sensitive feature, a small fictional
dataset and a synthetic machine learning model. These choices were sufficient for the study.
The choice of a single binary valued variable, gender was adapted from the initial domain
interviews as the only feasible option for organizations to track. A small fictional dataset was
used to ease the discussion with organizational representatives, enabling them to focus on the
topic of fairness. Due to the small fictional dataset, training a real algorithm was impossible.
All of the above suggests that the applicability of our study can differ when multiple or inter-
sectional sensitive values are used from a large dataset to train a machine learning algorithm,
towards which we direct future work.

Third, during our research, we also interviewed a Bachelor and a Master admission coordinator,
whose reflections suggested similarities with the hiring domain. However, upon closer
examination, we discovered many differences such as using a standardized test for grading
performance, organizational goal of study success, and narrowing from a large to a small subset
of students for admissions, which deems it a different topic of study.

Lastly, we presented the participants with only our iterative finalized toy examples. Participants
being confronted with questions of fairness based on mathematical concepts for the first time
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did not leave enough room to discuss different designs. For future work, it would be interesting
to study the effect of different examples and explanation styles on the perception of fairness of
mathematical notions.

7.3 Conclusion
In this study, we interviewed 17 professionals from executive functions, talent acquisition, HR,
I/O psychology, and diversity and inclusion operations in The Netherlands. By designing user-
friendly illustrations and explanations in the context of early candidate selection in hiring,
we explore their ratings and responses to four group and two individual fairness notions. Our
qualitative investigation suggests that these fairness notions raise three concerns. One, they lack
additional contexts such as a company’s size or diversity goals. Two, they give rise to several
ethical and practical concerns such as lack of trust in the data, disadvantaging minorities, or
the selection of unqualified applicants. Lastly, they act only as a small step towards fairness
in the large hiring pipeline. We conclude that a qualitative approach in collaboration between
designers, practitioners, and policymakers is the key to refinement and contextualization of
future technologically enabled fair hiring policies. Our participants’ intrinsic motivation to
engage with the topic of fairness strengthens our case.
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Appendix

A. HREC Approval

The research was approved by HREC as shown below.

Figure 16: HREC Approval
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B. Final toy illustrations of the six mathematical fairness notions

(a) Final design of the toy example for SP

(b) Final design of the toy example for EO
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(c) Final design of the toy example for CB

(d) Final design of the toy example for FA

(e) Final design of the toy example for CF82



(f) Final design of the toy example for DI

C. Paper Submission
The following paper was written during the thesis and submitted to ACM CHI Conference on
Human Factors in Computing Systems 2023, an international conference of Human-Computer
Interaction (HCI). The submission is currently under review and hence, the authors are shown
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“It’s the most fair thing to do, but it doesn’t make any sense”: Perceptions of
mathematical fairness notions by hiring professionals

ANONYMOUS AUTHOR(S)

In this work, we explore the alignment of organizational representatives involved in hiring processes with �ve di�erent, commonly
proposed fairness notions. In a qualitative study with 17 organizational professionals, for each notion, we investigate their perception
of understandability, fairness, potential to increase diversity, and practical applicability in the context of early candidate selection in
hiring. To be more user-friendly to non-technical stakeholders, after initial rounds of interviews with domain representatives, the
notions are translated into more accessible illustrations and explanations. Furthermore, we do not explicitly frame our questions as
questions of algorithmic fairness, but rather relate them to current human hiring practice. As our �ndings show, while many notions
are well understood, fairness, potential to increase diversity and practical applicability are rated di�erently, illustrating the importance
of understanding the application domain and its nuances, and calling for more interdisciplinary and human-centered research into the
perception of mathematical fairness notions.

CCS Concepts: • Human-centered computing ! User studies; • Software and its engineering ! Designing software; • General
and reference ! Metrics; • Social and professional topics ! Computational thinking; • Applied computing ! Business-IT
alignment.

Additional KeyWords and Phrases: algorithmic fairness, operationalization, user studies, hiring and early candidate selection, presonnel
selection
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Anonymous Author(s). 2018. “It’s the most fair thing to do, but it doesn’t make any sense”: Perceptions of mathematical fairness
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1 INTRODUCTION

As data-driven decision-making has become prevalent and widely adopted, concerns have been rising about the
(un)fairness of algorithmic decisions. With the machine learning components in these decision-making systems typically
being guided to optimize for recognizing and reproducing statistical patterns in the data, this risks that majority patterns
get ampli�ed and standardized, while minority patterns can be mistaken for irrelevant noise. Furthermore, society has
been continuously evolving. Stances on inequality that were considered acceptable a century ago, for example regarding
gender or race, may today be explicitly illegal. Still, historical disadvantages and undesired biases still perpetuate into
today’s society, and the world as it is today may not yet be the world we want to strive for in the future.

In reaction to concerns that data-driven decision-making can easily scale up and amplify undesired biases, over
the past years, dedicated research communities emerged that consider fairness, accountability and transparency, and
seek to consolidate legal expertise, expertise from philosophy, and expertise from mathematics and computer science.
With regard to fairness, on the side of mathematics and computer science, multiple potential fairness notions have
been proposed that can be quantitatively used in data-driven systems. These can be used to monitor the current degree

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not
made or distributed for pro�t or commercial advantage and that copies bear this notice and the full citation on the �rst page. Copyrights for components
of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior speci�c permission and/or a fee. Request permissions from permissions@acm.org.
© 2018 Association for Computing Machinery.
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of fairness, or to spark (technical) interventions within a machine learning pipeline to mitigate undesired bias. To
ease adoption, several toolkits implementing these notions have been proposed, such as the IBM AI Fairness [4] and
FairLearn [8] toolkits.

These notions and libraries may imply that undesired biases in a presently unfair world can be �xed through compu-
tational means. The presence of debiasing strategies also is being explicitly used as a selling point by vendors o�ering
data-driven assessment solutions—even though how debiasing will exactly be done tends to remain underspeci�ed [37].
However, the problem is more complicated, as translating real-world problems to data and problem framings compatible
with machine learning frameworks is a highly non-trivial matter. The earlier-mentioned question on whether the world
generating data and consequent outcomes today actually re�ects the world we would like to see (and thus, whether
accurately predicting for today’s status quo is the goal to strive for, or rather a con�rmation of current undesired biases)
is key to the way in which a fairness problem should be addressed. The various possible mathematical fairness notions
capture fundamentally di�erent world views [35, 20], that mathematically cannot be satis�ed at the same time [20, 36].
In technically concretizing what is required to be measured and how optimization should take place (operationalization),
both measurement bias and overarching questions of experimental validity need explicit concern, although they are not
trivially included in machine learning methodology [24, 33].

In applications of data-driven decision-making in credit risk scoring [23] and criminal recidivism prediction [2], it has
been shown that seemingly justi�able choices of operationalization towards increasing fairness actually can perpetuate
inequality with strongly adverse e�ects on the most minoritized populations. Furthermore, with questions of fairness
in real-world scenarios typically originating from social science application areas, a potential technical addressing of
fairness (which typically will be built by computer or data scientists) needs to be contextualized at interdisciplinary
crossroads. Here, the computationally and non-computationally-minded stakeholders may think they speak of the same
problem, but actually depart from di�erent underlying assumptions on which aspects of the problem need the deeper
research [33].

While the discussion so far focuses on technical research and innovation, problems of (un)fairness also are actively
being addressed as an organizational operational concern, as e.g. exempli�ed by the establishment of Equity, Diversity
and Inclusion o�ces and interest groups, that seek to implement fairness-promoting strategies in the policies of
organizations. Stakeholders involved in these actions typically do not fundamentally perform academic research on
matters of fairness, and thus are not trivially engaged with advances proposed in the �eld. As such, to avoid that a
research-practitioner gap may occur, as happened in personnel selection [33], it is worthwhile to try engaging these
audiences.

In this work, we seek to do this, by exploring the alignment of organizational representatives involved in hiring
processes on �ve di�erent, commonly proposed mathematical fairness notions. Potential advantages of these fairness
notions are that they are explicit with clear boundary de�nitions, and as such may be a way to very crisply de�ne
policy. However, as potential disadvantages, they may take a very simpli�ed and unimplementable take on the hiring
and selection process, and not be understandable to professionals who may not be mathematically inclined.

To this end, after surveying current practical experiences on implementing fairness-promoting policies, we design
more accessible and user-friendly explanations of the chosen fairness notions, and use them to initiate dialogues
with the participants on the extent to which these notions are understandable, fair, and applicable in practice. More
concretely, we depart from the following main research question and sub-questions:

How do organizational representatives understand and perceive di�erent mathematical fairness notions
in the context of early candidate selection in hiring?
Manuscript submitted to ACM
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(1) How do organizational representatives align with di�erent mathematical fairness notions in the context of
early candidate selection in hiring?
(a) What is their conceptual understanding of the mathematical fairness notions?
(b) What do they rate the mathematical fairness notions (and their consequent output decisions) in terms of

fairness and why?
(c) What do they rate the mathematical fairness notions in terms of improving diversity in organizations?

(2) What is their impression, perception of fairness, perception of diversity and applicability of using the di�erent
mathematical fairness notions during the early candidate selection in hiring?

We will investigate these questions in a qualitative study, based on semi-structured interviews with professionals in
executive functions, talent acquisition, HR, I/O psychology, and diversity and inclusion operations.

With this study, we o�er several contributions to the �eld. First of all, there still is much less empirical work on
human perceptions and considerations of technical fairness notions and potential interventions, than there are proposals
of new notions or interventions. Existing work focusing on human perception of fairness tends to focus on lay people’s
understanding of generic fairness scenarios [39], [38], [22], [30]. In contrast, in our work, we address participants who
are already professionally committed to addressing questions of fairness, albeit from a very di�erent methodological
angle than that of the algorithmic fairness domain.

In focusing on hiring as an application domain, we choose a scenario that has high-stakes elements, and that is
compatible with Equity, Diversity and Inclusion special interest work in organizations. At the same time, we take a
di�erent focus from common research on algorithmic fairness in hiring, which would normally focus on AI-based
automated assessments of job candidates [33, 37]. In contrast, we choose a speci�c point in the hiring pipeline: that
of early selection, in which an initial large group of potential applicants needs to be reduced to a smaller group, that
will advance to further assessment or interviewing rounds. By focusing on this point in the pipeline, we deliberately
do not look at the highest-stake phase in the hiring processes where actual o�ers will be made with a �nal candidate.
The early selection phase also is naturally compatible with diversity-improving interventions in the real world: if an
organization is unsure but curious about a candidate, even while other candidates more obviously seem a match, the
candidate can still advance. Towards our participants, we will actually leave ambiguous whether algorithmic processes
or humans would make a selection; instead, we primarily want to focus on the extent to which very formalized policy
notions may be compatible with current human selection practices.

Finally, in conducting this study, we have been raising awareness across �elds on current best practices. With
the authors of this work being computer scientists, the study helped in gaining deeper insight on how to navigate
requirements on fairness-promoting interventions with domain experts. At the same time, for many of the domain
experts, this was the �rst time to be familiarized with algorithmic and more formalized takes on fairness concepts.

2 RELATED WORK

2.1 Candidate selection processes

Organizations manage operations related to recruitment, hiring, employee satisfaction, promotion and retention
through Human Resources Management (HRM), making it an important source of information to design informed
policies concerning their employees. In recent years, these functions have expanded to include diversity and inclusion
operations within organizations. These can start from sourcing potential employees to �nally integrating new and
existing employees in diverse set-ups. Hiring is the �rst stage accessible to HRM functions to work towards this goal.
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The hiring pipeline of organizations can be broadly composed of three stages: recruitment, selection and job o�ering.
Recruitment focuses on targeting and attracting potential employees for di�erent job vacancies, with the goal of
receiving job applications from interested applicants. The second stage, candidate selection, assesses and evaluates the
job applicants through multiple steps of screening, tests and interviews. In these steps, applicants are evaluated by
multiple decision-makers such as Human Resources (HR) or vacancy-creators, thereby producing a smaller subset of
applicants with each step. Among the �nal subset, the most suitable applicants are o�ered the jobs.

The candidate selection stage has seen an increasing adoption of data-driven algorithmic decision-making interven-
tions o�ering automated candidate screening and assessment [14, 37, 10, 17]. Reasons for the adoption can be attributed
to overcoming unconscious human judgment [27], increasing e�ciency in processing [9], and economic bene�t [1].
However, data-driven algorithmic decisions have been shown to reinforce human bias [37, 13]. A study [32] found
that while some organizations onboard automated candidate screening and assessment tools after legal consultation,
only a few consult experts on the input features, data, validation methodology or fairness notions used. Without fully
understanding the implications of the tool, the adoption of automated systems limits HRM from justifying its use and
subsequently, achieving their goals of fair and inclusive hiring.

2.2 Algorithmic fairness

Group Fairness, also known as statistical fairness, seeks to treat di�erent social groups equally [29]. After �xing a
number of groups based on sensitive features, some chosen statistical measure needs to be valid across all the multiple
groups [16]. Group fairness is easy to understand and obtain as it does not require any assumptions of the underlying
population [26]. This level of analysis provides average guarantee for groups. One implementation checked the average
weighted similarity of outcomes for two groups [5]. However, the average guarantees do not highlight the instances
where some people are still unfavorably treated [16]. Moreover, some statistical fairness notions can be satis�ed without
reaching the social goals of fairness [26] and thereby, fail to provide meaningful guarantees [19]. Studies also show that
multiple statistical notions are impossible to satisfy simultaneously [28, 15], making it di�cult to operationalize group
fairness.

In contrast, individual fairness asks for similar predictions for similar individuals [29]. A �ne-grain analysis of
fairness can be achieved by placing constraints on pairs of individuals [19]. A motivation for desiring this granularity of
fairness is that people who are less quali�ed should not be preferred over more quali�ed ones [25]. Moreover, individual
fairness provides better understanding of the social context than group fairness [16]. One implementation for satisfying
fairness at individual level compares every individual of a protected group to every individual from another protected
group and penalizes the algorithm for di�erent decisions for similar individuals [5]. A distance or similarity metric is
required to compare individuals to see how similar they are. The downside to this is that di�erent metrics can produce
di�erent results. Therefore, knowledge of the data, especially, the relationship between features and labels are required
to perform such �ne-grain analysis [16], [26]. This also requires domain knowledge and understanding of organizational
requirements.

2.3 Human-centered research on fairness notions

Several studies have been conducted to understand lay people’s perception of fairness of data driven algorithmic
decisions. On surveying lay people, it was �nd that people tend to believe statistical parity as fair because of its
simplicity, while other complicated notions are deemed unfair [39] in recidivism and cancer prediction. Moreover, [38]
studied three notions - fairness through awareness, calibrated fairness and never favor a worse individual over better
Manuscript submitted to ACM
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one. By presenting scenarios in the domain of lending, the research investigated lay people’s perception of fairness and
how it changes when an additional sensitive feature is presented. They conclude that calibrated fairness was the most
preferred notion in the context of lending.

Another research [22] studied how people perceive the usage of di�erent input features, including sensitive features
for making recidivism prediction decisions. They found that there is no consensus in the fairness of input features used,
unfairness concerns of people go beyond discrimination and features can be considered unfair to be used despite not
being a sensitive feature such as education, quality of life or involvement with family. Lastly, to understand the fairness
judgment and the emotions evoked, [30] surveyed people in the context of managerial task to �nd that people consider
algorithmic decisions as fair for mechanical tasks such as assigning work or scheduling, whereas they think algorithmic
decisions are less fair than humans in tasks such as selecting candidates for a job or evaluating performances. They
conclude that people’s knowledge of the decision makers has an in�uence on the validity and trust in the decision made.

Moving from ordinary people’s perception of fairness, [42] and [12] investigate how people a�ected by algorithmic
decision feel through face to face interaction with people. The research from [42] interviewed people from marginalized
communities and found that algorithmic outcomes evoked negative emotions regarding racial and economic injustice
and reduced their trust of the products of companies using algorithmic decision making. Furthermore, the research
from [12] interviewed multiple stakeholders in child welfare service and found that people have many concerns with
the system, the di�erent scenarios in child welfare service and the degree of reliance on algorithmic decisions. The
research also highlights a�ected people’s concerns with bias in data and biased decisions made by the human relying
on algorithmic decisions. Lastly, [31] uses participatory design by interviewing multiple stakeholders to obtain best
practices to design an algorithmic decision making service to allocate donation to non-pro�t organizations. They
conclude that di�erent stakeholders have di�erent fairness motivations, which depends on people, context and the type
of interaction they will have with such systems.

The e�ect of explanation styles for algorithmic decisions have also seen some work. By surveying people on 5
common situations through �ctional scenarios such as loan, work promotion, car insurance, �ight re-routing and
freezing of bank account, [7] conclude that there is no best way to explain algorithmic decisions to people. The reason
being that explanation styles does not e�ect how people respond to (in)justice given to the �ctional scenarios in
the 5 situations. People’s concerns with algorithmic decision making include lack of human involvement, reasonable
outcome and morality. However, the study [18] shows that people consider some explanation styles unfair while some
explanation styles increase their trust of the system in the context of recidivism prediction, where the severity of the
decision is higher than the common situations in [7]. Moreover, people’s prior position on algorithmic fairness has an
in�uence on their reaction to algorithmic decisions.

3 INITIAL DOMAIN INTERVIEWS

To better familiarize ourselves with our chosen problem domain, understand the candidate selection process and current
ambitions of HRM professionals regarding questions of fairness, and make more informed choices on the scoping of
our main study, semi-structured interviews were �rst conducted with a small group of organizational professionals.
Participants were recruited by direct e-mails obtained from connections of the research group. A total of 5 professionals
participated in the semi-structured interviews, out of whom 4 are female and 1 male, with working experience in
the �eld ranging from 0.5 to 23 years. All the 5 participants work in [ANONYMYZED COUNTRY] and none of the
participants or their organizations have used automated decision-making in the context of early candidate selection in
hiring. The participant information is shown in Table 1.
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Table 1. Background information of the participants for initial domain interviews.

Participant ID Job Title Experience Gender
PS1 Professor, Psychology in hiring practices 20 years Female
PS2 HR Advisor 5 years Female
PS3 Senior Talent Acquisition 23 years Male
PS4 Talent Acquisition specialist 4 years Female
PS5 Admission Coordinator, Bachelor Programme 0.5 year Female

Each participant was interviewed independently for one hour. The participants’ informed consent was obtained
by presenting them with an opening statement containing the goal of the interview, information to be collected (the
information stated in Table 1, and the contact details of the researchers. The semi-structured interviews covered 4 broad
topics as follows:

• How does the current candidate selection process work?
• What goals do the di�erent stakeholders strive for during recruitment and early stages of candidate selection?
• How is fairness, diversity and inclusion handled in the current selection process?
• How can fair selections be made in the early stages?

The responses were meant to inform our study design, but were not intended to serve as formal analysis data of our
study. Therefore, written notes were taken during the interviews, but no recordings or transcriptions were made, to
more strongly protect the privacy and anonymity of our participants.

3.1 Findings

3.1.1 How does the current candidate selection process work? The early selection process is performed by the vacancy-
holders, who create the job vacancies and selection committees appointed by HR functions. The main role of the
HR functions is to ensure transparency of the process. The selection-makers have the option to explain their choices
and decisions about each candidate they review. However, they are not required to provide an explanation. Most
selection-makers make notes about candidates. According to the participants, most organizations do not have well
formulated or explicit diversity criteria during selections.

3.1.2 What goals do the di�erent stakeholders strive for during recruitment and early stages of candidate selection? The
goals for di�erent stakeholders such as the organization, HR functions and selection-makers di�er. The organization
looks for candidates who match the organization’s overall organizational goals, make the organization’s population
diverse and enable the company’s growth, whereas HR functions help �nd a diverse applicant pool for the di�erent job
vacancies in the organization. The utility for selection-makers comes down to �nding candidates with the right skill set,
motivation and capability to do the job well.

3.1.3 How is fairness, diversity and inclusion handled in the current selection process? Organizations take various
measures to operationalize fairness and diversity in the selection process. They begin by creating textual descriptions
of job vacancies that are likely to attract a diverse applicant pool. Internally, organizations may also provide bias and
non-discrimination training to the selection-makers and HR functions. Legal compliance is also taken into consideration.
Manuscript submitted to ACM
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Many organizations also have diversity in their statements of mission, which may or may not be known by selection-
makers. Organizations are allowed to access some sensitive features of the applicants. Some use gender as a factor
while making early selections, but do not have policies or directions on monitoring other sensitive features.

3.1.4 How can fair selections be made in the early stages? All participants identi�ed gender as an important sensitive
feature, while some also indicated nationality and ethnicity as important. However, none were able to coherently argue
about the need to monitor di�erent sensitive features—we asked this question explicitly, as it will de�ne what aspects
of fairness will be noticeable at all in data. The confusion was caused by legal limitations and company policies on
the use and access of the sensitive features. Further, every participant stated that it was impossible to monitor False
Negatives (i.e., rejected candidates that should in retrospect have been selected) in the selection process as per the GDPR
(General Data Protection Regulation) guidelines, because applicant information cannot be retained by the organization
without the applicant’s consent. However, all participants indicated the possibility of monitoring for False Positives (i.e.,
accepted candidates that should in retrospect not have been selected) in the selection in the future.

3.1.5 Consequences on our study design. The responses to our questions helped in re�ning the design of our main study.
First of all, it was clear that in recruiting future expert participants, we should strive for organizational representatives
who have concrete involvement and in�uence over the early selections in hiring. As for characteristics on which fairness
examples could be based, gender was the only sensitive attribute that today may more explicitly be considered and
registered. Thus, in considering potential adoption of mathematical fairness notions as part of diversity-promoting
policy (or, as an extension of this, fair machine learning interventions), this may be the only sensitive attribute that
could materialize as data on which the fairness notions could realistically be applied. Therefore, we chose to design
explanations of mathematical fairness notions that would deal with situations in which there is a skewed balance
between men and women.

Among our �ve participants, we included an admission coordinator for a university’s bachelor programme. This was
because we wondered whether student admissions could be seen as a similar problem to early candidate selection. While
this participant’s answers on the student admission procedure had many similarities to the answers of HR professionals
(e.g., ‘matching organizational goals’ would in this case be ‘being likely to achieve study success’), the procedure to go
from an initial set of applicants to a smaller set of selected students was much more strongly driven by standardized
tests than in job hiring cases. As a consequence, for our main study, we chose to really focus on early selection of job
candidates.

4 DESIGN OF EXAMPLES FOR THE MAIN STUDY

In our main study, we make use of examples of early candidate selections based on various mathematical fairness
notions, which we want to translate in a non-mathematical way. After discussing which mathematical fairness notions
we chose to adopt in our study, we discuss their translation into more accessible, non-technical example illustrations.

4.1 Chosen mathematical fairness notions

For our study, we adopted 5 di�erent fairness notions (3 group fairness notions and 2 individual fairness notions), which
both are well-known in literature on algorithmic fairness, and realistically applicable to early selection stages.

Formally, all of the notions can be implemented as optimization constraints in a binary supervised machine learning
classi�cation problem. In this problem, we have a collection of # candidates, where each candidate is represented by
a given feature set X, a single binary sensitive feature, A and true outcome, Y, which is a binary variable indicating
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whether a candidate was selected to advance to the next stage or not. A classi�er makes predictions .̂ , that should be as
close as possible to Y, while the fairness notion of interest is being satis�ed.

4.1.1 Statistical Parity. Statistical parity (SP) is a group fairness notion, that requires for the prediction .̂ to be
statistically independent of the sensitive attribute � : % (.̂ |� = 0) = % (.̂ |� = 1). This means that equal prediction rates
across groups should be reached, regardless of the actual outcome . [19]. SP is a suitable metric when there are legal
requirements of equal acceptance rates for multiple sensitive groups. However, the downside is that it can be satis�ed
without satisfying fairness. For instance, to obtain equal acceptance rates for men and women in hiring, the recruiters
can select quali�ed candidates from one group whereas, select only random candidates from the sensitive group to
satisfy this fairness criteria. This results in masking [3], where random candidates instead of quali�ed candidates are
selected in order to satisfy statistical parity.

4.1.2 Equal Opportunity. Equal Opportunity (EO) is a group fairness notion, where the positive prediction .̂ should
be conditionally independent of the sensitive feature, given that . comes from the positive class : % (.̂ = 1|. = 1,� =

0) = % (.̂ = 1|. = 1,� = 1). This means that the probability of being predicted in the positive class when the actual
outcome is positive should not depend on the sensitive feature [23]. An example satisfying equal opportunity is when
equal proportions of people are selected from the quali�ed fraction of the sensitive group, such as men and women.
This fairness notion is useful when the False Positive (FP) rate is not important. In practice this would mean that more
unquali�ed employees also get selected for the next round in the hiring process, along with the quali�ed employees.
This can be considered fair because it gives equal opportunity to all candidates, irrespective of the sensitive feature.
This also implies that equal opportunity should not be applied when having high FP can have consequences (e.g when
�ring ill-performing employees, many well-performing employees would also get �red) [34].

4.1.3 Calibration. Calibration (CB) is a group fairness notion, requiring equal probability of belonging to the positive
class for the same predicted score ( = B , irrespective of the sensitive feature : % (. = 1|( = B,� = 0) = % (. = 1|( =

B,� = 1) 8B 2 [0, 1] [15]. For example, for men and women with a predicted quali�cation score of 0.8, there should be
equal probability that their actual outcome was positive. The same statement holds for every value of B 2 [0, 1].

4.1.4 Fairness through awareness. Fairness through awareness (FA) requires the same prediction for any pair of
individuals whose similarity falls under a given threshold [19]. For any two individuals 8 and 9 , where % (-8 ) is the
probability distribution over all possible outcomes of prediction for 8 , ⇡ measures the distance between two probability
distributions and 3 measures the similarity distance between the two individuals, fairness through awareness can
be written as : ⇡ (% (-8 ), % (- 9 ))  3 (-8 ,- 9 ). For instance, for a binary outcome, if the probability distribution for
individuals 8 and 9 are [0.3,0.7] and [0.2,0.8], respectively, the distance between the distributions could be measured by,
say Hellinger distance between them which is approximately 0.08. Here [0.3,0.7] means that the probability of belonging
to the positive class is 0.3 and the probability of belonging to the negative class is 0.7. Now, if the similarity distance
metric 3 between 8 and 9 is, say the euclidean distance between them, fairness through awareness is achieved if the
Hellinger distance of 0.08 is lower than the euclidean distance between features of 8 and 9 . FA provides �ne-grained
analysis, because it can quantify how individuals are treated. However, a major challenge of this fairness notion is that
a good collaboration is required between domain experts to de�ne the similarity metric, which can be di�erent based
on the context and its requirements.

Manuscript submitted to ACM



417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

Perceptions of mathematical fairness notions by hiring professionals 9

4.1.5 Counterfactual Fairness. Counterfactual fairness (CF) is an individual fairness notion, that requires the probability
for every individual, 8 with � = 0 to get the same prediction, had the sensitive value been � = 00 : % (.̂8 |�8 = 0) =
% (.̂8 |�8 = 1). . It looks at the causal relationship between variables, rather than the statistical correlations between
them [29]. For example, looking at the change in probability of receiving a positive or negative outcome for an individual
with her ethnicity �ipped, can show how the model is dependent on ethnicity for the prediction, indicating the extent
of unfairness according to CF?

4.2 From mathematical notions to accessible non-technical examples

With regard to the design of accessible explanation examples, an iterative process was followed. An initial design, as
shown in Figure 1a, was visually based on a similar design used in [39] for testing lay people’s perceptions of fairness
in recidivism predictions. Textual human explanations of the mathematical notions were drafted by the authors. The
design was discussed with a lab member independent of our current study. This lab member has hands-on background
in developing social inclusion programmes in the cultural domain, is starting to get familiarized with concepts of
responsible AI applications, but explicitly does not have a technical or mathematical background.

Following multiple discussions with this lab member, as well as between the involved authors, several design changes
were made. First of all, the framing of an ‘algorithmic prediction’ seemed to distract from the true purpose of the study:
assessing to what extent common algorithmic notions match current practitioner thinking about selection policies,
regardless of whether human or algorithms are the entity ultimately making the selection. Therefore, we ultimately
removed any reference to algorithmic procedures. Instead, the fairness notion of interest would be contrasted with
‘what a previous selection committee’ would have judged. In making this choice, we also avoided potential response
bias, as the type of decision-maker for the same task evokes di�erent emotions in people [30]

Next to this, we found the concept of ‘true outcome’ problematic in the context of potentially biased hiring procedures:
it could imply an absolute ground truth that a prediction mechanism should match as closely as possible (which indeed
is the framing commonly seen in machine learning). To keep the option open that previously known judgments may
not necessarily be repeated, we framed the previous judgments as judgments from ‘a previous selection committee’. We
did not state whether this committee would have been undesiredly biased, but left this up to the interpretation of our
study participants.

In a similar line of thought, the concepts of ‘selected’ and ‘rejected’ were deemed too harsh: it may imply that those
rejected would be unquali�ed or inferior to those selected, where it actually is unknown whether this truly would be
the case. For subjects who historically would be selected, we know they positively stood out to the party doing the
selection, but for those who would not, there actually is no information on whether these candidates actually are worse,
and as argued in Section 3, legal restrictions currently make it impossible for this to be veri�ed.

Therefore, we chose to visually give a positive association to those who would previously get selected, but give a
more neutral indication for those who would not. Generally spoken, the choice of a red vs. green color palette would
not be colorblind-friendly, while at the same time again evoking stronger ‘good’ vs. ‘bad’ associations than we wished
to imply. Instead, we chose to go forward with a more accessible blue vs. green palette.

Finally, where we initially chose a slightly disbalanced gender sample (6 men and 4 women) where fewer or more
people could be selected, we ampli�ed the disbalance to 7 men vs. 3 women, out of which only a �xed, smaller number
could be selected. In doing this, we wished to have the disbalance standing out more, while at the same time being
�rmer on limited slots being available in the �ctional next application stage. The �nal design is shown in Figure 1b
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In parallel to the toy example illustrations and their choices of framing and wording, we also discussed how
understandable our textual human explanations of the mathematical notions were, and whether some notions may be
easier or more di�cult to grasp, potentially a�ecting whether they should be presented towards the beginning or end
of an interview.

Our initial textual explanation was still deemed too mathematical, and needed several rounds of explanation for
each notion. Upon understanding the concepts, for the group fairness notions the lab member was able to re�ect on SP
and later compare it with EO. She said she needed to understand SP before she could comment on EO, as EO was an
‘improvement’ on SP. This remark was consistent with the �nding in [39], where lay people selected SP as fair, but had
di�culty judging the other, more complicated fairness notions. The lab member found CB most di�cult to understand.
As for the individual fairness notions, CF raised questions from the lab member about change in gender identity of the
applicant and its consequences. FA triggered less additional discussion, and thus would be easier to discuss �rst.

Following our re�nements to our example designs and explanations, we tested these with two further independent
lab members with technical machine learning backgrounds. They were �rst shown our designs, after which they were
shown the mathematical de�nition for comparison. With their suggestions on further clari�cations, we �nalized our
designs. The �nal full set of designs is presented in Appendix A.

5 METHODOLOGICAL SETUP

5.1 Responsible research practices

With our study considering research with human subjects, Human Research Ethics Approval was requested and granted
at the main authors’ institution. Obtaining human research ethics approval also required for the opening statement to be
externally reviewed, and a separate Data Management Plan to be written and approved. For the sake of transparency and
reproducibility, we release our codebook and corresponding participant quotes (following explicit participant consent)
as supplemental material. However, to respect the privacy of our participants, full audio recordings or transcriptions
will not be reshared.

5.2 Recruitment

We used a combination of purposive sampling and snowball sampling [21] to recruit experts. Initially, we sent direct
e-mails to relevant professionals in the domains of HRM and Diversity and Inclusion (D&I) operations found with the
help of our network of our personal connections in industry. Next, we made announcements on LinkedIn inviting
professionals in the same domains to participate in an interview by sending us their e-mail. We also found a list
of professionals working in this �eld using LinkedIn, whom we contacted by sending direct messages. Overall, we
contacted over 80 potential participants, out of whom 48 responded, and 21 scheduled interviews. We conducted the
study at [ANONYMIZED INSTITUTE].

5.3 Participants

Out of the 21 participants, we selected 17 for our more thorough analysis, who are most relevant to the �eld of this study
and have experience with early selection processes. Their professional role was checked with their Linkedin pro�le.
The demographic information of the 17 participants is listed in Table 2. Out of the 17 participants, 5 self-reported as
belonging to an ethnic minority, 4 self-reported as belonging to other minority related to age, health, sexual orientation,
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(a) Initial design of the toy example for SP

(b) Final design of the toy example for SP

Fig. 1. Design changes to the toy example

immigration and neurodiversity, and only 1 belonged to both ethnic and another minority group. All participants work
in [ANONYMIZED COUNTRY], at a diverse set of di�erently-sized organizations, as shown in Table 3.

5.4 Interviews

The same researcher interviewed each participant independently, either in person or online using Microsoft Teams.
The semi-structured interviews were conducted in one or two sittings, which overall lasted 75 minutes on average.
The interview began by presenting an opening statement containing goal of the interview, participant information to
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Table 2. Demographic Information of Study Participants.

Job Title Experience Education Gender Ethnic Minority* Other minority**
E1 Talent Acquisition Specialist 23 years Bachelor Male No No
E2 D&I O�cer 4 years Doctorate Female No No
E3 HR Manager 24 years Master Female No No
E4 Managing Director 3 years Master Male No No
E5 Executive Board Member 5 years Bachelor Female No Yes
E6 CEO 14 years Master Male Yes No
E7 HR Development Trainee 1 year Master Male No No
E8 HR Business Partner 4 year Master Male Yes No
E9 HR advisor 5 years Doctorate Female No No
E10 D&I Advisor 8 years Master Female No Yes
E11 Chief Diversity O�cer 10 years Doctorate Male Yes No
E12 Recruitment Technology Consultant 15 years Master Male No No
E13 Assistant Professor (as vacancy holder) 6 years Doctorate Female No No
E14 Psychological Assessment Reseacher 40 years Master Female No No
E15 Global D&I Manager 12 years Master Female Yes Yes
E16 Inclusion Specialist 6 years Bachelor Male No Yes
E17 I/O Psychologist 7 years Master Female Yes No

Ethnic Minority* = self-reported as belonging to an ethnic minority
Other Minority** = self-reported as belonging to a minority group that faces discrimination

Table 3. Participant distribution over organization industries and sizes.

Employment Industry Number of Participants Organization Size
Education and Sports 1 <10
Recruitment Service 2 <10
Water Management 1 <100

Human Rights 1 <100
Arts and Culture 1 <100

Higher Education and Research 3 <1,000
Higher Education and Research 4 <10,000

FMCG 1 <70,000
Police 2 <70,000

O�shoring 1 <70,000

be collected, purpose of audio recording, participant’s right to withdraw from the research and contact details of the
researchers. After obtaining the participant’s explicit and voluntary consent to the opening statement, we proceeded
with the semi-structured interviews.

The interview consisted of 5 parts:

(1) Introductions were made and the participants provided their background information, shown in Table 2.
(2) The participants were introduced to the context of early candidate selection, example job positions and multiple

vacancies.
(3) For each fairness notion, participants were explained the notion according to our non-technical translation,

and were asked to think out loud about their understanding, concerns, bene�ts, feelings and implications of
adopting this fairness notion. After participants described their initial thoughts, they were shown the pictorial
representation of the same fairness notion and their comments were obtained. The discussion of each fairness
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notion concluded with 5-point Likert scale responses on understanding, fairness and diversity in terms of
gender, which is describe in the following questions:
• What would you rate your understanding of this fairness notion?

(1=Don’t Understand, 2=Somewhat Don’t Understand, 3=Don’t know, 4=Somewhat Understand, 5=Under-
stand)

• What would you rate this notion on fairness?
(1=Unfair, 2=Somewhat Unfair , 3=Don’t know, 4=Somewhat Fair, 5=Fair)

• What would you rate this notion’s ability to improve gender diversity?
(1=Unhelpful, 2=Somewhat Unhelpful , 3=Don’t know, 4=Somewhat Helpful, 5=Helpful)

In terms of the order of presentation, we randomly started with the set of group or individual fairness notions.
Within these sets, we retained the same order of presentation (group: SP, EO, CB; individual: FA, CF), which
would be in line with increasing di�culty as perceived in our design phase, described in Section 3.

(4) After all fairness notions were presented, the participants were asked to re-rate each of the notions again on
the same 5-point Likert scale. In doing this, we wanted to see whether a re-evaluation after seeing all notions
would lead to changed ratings.

(5) Finally, participants were asked to describe their experience of the interview and their thoughts about using the
fairness notions.

5.5 Analysis

Audio recordings of the interviews (totalling 26 hours of interview content) were automatically transcribed through the
automatic closed captioning functionality o�ered in Adobe Premiere Pro 2022 for audio interviews and Microsoft Teams
for video interviews. These transcriptions were manually checked by the two authors for correctness of translation
with the help of the corresponding audio or video recordings and later imported into the Atlas.ti software, which was
employed to conduct a thematic analysis [11].

Initially, the two authors independently coded 4 interviews employing an inductive approach, having codes of
relevance emerging from the text. Then, following the main research questions, but considering these next to the codes
obtained through the inductive analysis, a reference codebook was established, and a deductive approach was followed
by one of the authors to code all 17 interviews, consolidating style and granularity of the two initial coders. The codes
were categorized into high-level themes and grouped per fairness notion.

6 RESULTS

In reporting our results, we visualize the ratings given by participants on Understanding, Fairness and Diversity. Beyond
an overall visualization, we also show breakdowns by sensitive self-reported features (Gender, belonging to an Ethnic
Minority, belonging to an Other Minority). While with 17 participants, we quantitatively cannot make strong statistical
claims, this can help visualizing whether participant’s sensitive features may potentially lead to di�erent rating behavior.
Following our thematic analysis on the interview transcripts, for each fairness notion, we also qualitatively discuss
responses to impression, perception of fairness, perception on improving diversity, and applicability. Lastly, we discuss
the outcomes of the renewed ratings on fairness, that participants did after seeing all the fairness notions.
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6.1 Statistical Parity (SP)

We present the qualitative analysis for SP from 150 quotations obtained upon coding transcripts of 17 participants.
Rating distributions of the participants are shown in Figure 2.

Fig. 2. SP - Ratings given by participants on Understanding, Fairness and Diversity of SP, along with the distribution by gender, ethnic
minority and other minority groups.

6.1.1 Impression of SP. SP was well-understood by all participants. At the same time, participants had a wide range
of thoughts and comments on the notion. Six participants expressed what they liked such as merit being the basis of
selection (E1, E9, E12) and that the notion objectively treats all job applicants equally (E2, E4, E6). “..it should not restrict
us getting in contact with good candidates" - E9. “creates equal opportunities for both sexes, which is positive" - E6.
However, two of the same and four additional participants also disagreed with the notion or said that they would not
use the notion in their organizations (E5, E6, E8, E11, E12, E16). “I understand what it’s trying to do. But would I use
it? Do I agree with the fairness notion, then no." - E5. “I would never do it this way. I don’t care what the gender is in
this stage. I want to select the best candidates." - E12. In fact, several participants expressed their dislike for the notion
directly or indirectly. While some participants directly mentioned that they did not like the notion (E5, E6, E7), others
did not like gender being the basis of separation (E4, E1, E7). “I don’t like this one. It is very well possible that these 70
men aren’t very quali�ed at all and then you’re going to still hire 30% of them" - E7. “ ..you are making a di�erence on
gender and it’s something we try to avoid as long as possible." - E4.

While one participant was glad that Statistical Parity allowed some representation of minority groups, which might
not otherwise happen without e�ort (E10), three participants said that the notion favors the majority and may not help
minorities (E2, E10, E15). “I’m happy that there’s at least more than just one woman, because we often see there’s only
one woman. Looking at chances, the men have more chance of being hired than the women do in this case." - E10. “We
know that the chance of hiring female is zero. Right?" (sighs) - E11.

6.1.2 Perception on fairness of using SP. There was no consensus in the ratings, with participants using the full Likert
scale in their responses. A similar pattern of ratings is seen for both genders and majority groups.

About nine participants, argued this notion as unfair because they feel it is not equitable (E8), is based on gender (E5,
E6), is based on quota systems (E11), skewed applicant pools (E3, E15, E16) and other factors (E1, E2). “it’s not equitable.
Manuscript submitted to ACM
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So I think it’s unfair". - E8. “The whole system is not fair because you don’t want to use a quota system, right?" - E11.
On further examination, we see that many participants consider SP as fair and applicable only in an ideal world (E2, E4,
E8, E9, E13, E15, E16, E17). “It’s fair in theory, unfair in result. If it were a fair world, a perfect world, then this would
be a fair procedure." - E2. According to them, theoretical fairness is attributed to ideally treating everybody equally.
“Technically, it’s still fair because of same selection rate for men and women" - E4. However, seven of them hesitated
about the calling the notion fair. “I think it’s fair on paper [...] it’s actually not quite fair because 30 women and 70
men applied for the job, and it feels really wrong to have only 9 women go on to the next round" - E16. Lastly, four
participants found it quite di�cult to say whether or not this notion could be called fair. “ this is a di�cult one. I really
would like to know why A1, A3 and A4 were chosen by the former committee and why the decision is now di�erent. If
I don’t know why, I cannot say if it’s fair or not, or sensible." - E14.

6.1.3 Perception on improving diversity when using SP. Participants were more certain about commenting on improving
gender balance in organizations with the help of Statistical Parity. Five participants felt positive about the notion’s
ability to help diversity in terms of gender (E1, E2, E4, E7, E9). “We have 75% men and 25% women in our company. So
when we introduce this fairness notion, then it will help to balance our company more." - E4. They liked the notion, and
reasoned that despite a skewed applicant pool, it can act as a precautionary step because �nal hiring can be biased,
however long the improvement takes. “You will provide possibility of balance in your selection group but then there’s
still the �nal selection". - E1. “But if you really want to hit the targets, that’s probably not going to help." - E7. This can
be seen in the ratings, where seven participants gave a rating of 4 or higher for diversity.

However, a larger number, totaling eight participants, reasoned about the notion’s inability to improve diversity for
two main reasons (E2, E3, E5, E8, E12, E13, E15, E16). First, four participants said that diversity goals cannot be achieved
if the minority is absent in the applicant pool. “Because if only one female applies, then there goes your theory" - E5.
Second, six of them said that broader diversity goals of the organization cannot be realized because of small minority
representation in selections. “You need to identify your minority group and make sure that’s at least 50% of your talent
pool. Otherwise you’ll never make this change." - E8. Despite, polarized perceptions, �ve participants indicated that the
notion could contribute to diversity to some extent (E1, E4, E6, E11, E13). “I mean of course, if your team had no women
then you’re improving your gender balance. If your team consisted of only women, you might want to select only men.
So it depends on what your gender balance was." - E13.

6.1.4 Applicability of SP. The majority of participants were concerned about the structure of the selection rate. Eight of
them said that the status quo of minority and majority would not change resulting in unfairness towards the minority
(E5, E8, E9, E10, E11, 15, E16, E17). “ I presume that you want equal representation and you can’t do that by focusing
on percentages because as you see the end of the funnel, you’ll still end up with a majority and a minority." - E5. Five
of them were concerned about gender, instead of merit being the focus of selection (E1, E4, E5, E7, E12). “You’re not
looking at the big picture of hiring the best candidates. This is statistics." - E12. “I hope that most companies won’t
make the decision focused solely on gender." - E5. Lastly, Four of them said that equal selection rate removes e�ort
towards fairness or attracting more diverse applicants (E2, E10, E12, E15). “Apparently [here], we see men as higher
quality than women and the risk is that you have this excuse woman. We need a woman in selection procedure. We
we have more men, but we also have one woman. So we are also diverse" - E10. “I see that we have overwhelmingly
male applicants or female applicants. Whatever the role is, I’m always curious why that is the gender distribution. Is
it something about our job ads? Is it something about the language that we use?" - E15. Interestingly, some of them
suggest that Statistical Parity is applicable only when the applicant pool is large (E5, E2) and contains only quali�ed
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(E1, E7)and diverse (E15, E16) applicants, which would increase it’s e�ectiveness (E2, E15). “When you create models
like this, you often take the presumption that many will apply. But what will happen if you only have 3 applicants?" -
E5. “If all the hard criteria is met, the percentages would make more sense and then they would feel more fair." - E1.
Furthermore, many participants also suggested modifying the selection rate by making it proportional to the applicant
pool representation (E5, E10, E16), making the selection rate higher for minorities (E2, E15, E16, E17), or opting for
minimum number of minority candidates over a percentage (E11). “It doesn’t feel fair looking at it from this perspective.
I feel like the selection rate might need to be higher for women because there are fewer women if they’re all quali�ed." -
E15. “There needs to be at least one female candidate on the shortlist. It is kind of a minimum requirement of one at
least one viable female candidate. Otherwise you have to keep searching. You can’t only have male candidates." - E11.

Another major source of concern among the participants was the context in which the notion is applied. “It’s a
clear notion, but it misses lots of context." - E6. They said that applicability depends on the the composition of the
existing team and type of job role, saying that a more diverse employee base and a generalist role would make Statistical
Parity fair to use (E1, E5, E6, E13, E17). “I would also argue that it depends on your current team if you want to have a
diverse team. If you have a team of only women, then you could argue to put more focus to men." - E6. “If you copy
this model to a production facility with 150 people doing almost exact the same work, then it would be easy, really
easy to implement" - E1. Some of the participants also pointed that the notion’s applicability depends on the type of
organization, its size and more importantly its goal (E5, E6). “You can’t just replicate it towards an entire industry or
even jump function or organization. It wouldn’t create the e�ect you’re looking for I think. In SMEs talent pools aren’t
that big." - E5.

6.2 Equal Opportunity (EO)

We obtained 88 quotations upon coding transcripts of the 17 participants. Rating distributions of the participants are
shown in Figure 3.

Fig. 3. EO - Ratings given by participants on Understanding, Fairness and Diversity of EO, along with the distribution by gender, ethnic
minority and other minority groups.

6.2.1 Impression of EO. Several participants pointed out the similar underlying principle in SP and EO (E5, E9, E12),
where some felt EO being less fair (E1, E2, E4, E7). “It’s slightly di�erent data, but the principle is the same." - E12. “I
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don’t like it even more than the previous one because of this." (points to actual outcome) - E2. While all the participants
understood the notion well, �ve participants immediately indicated their dislike or disagreement with the notion (E8,
E10, E11, E12, E17). “I would never use this. It’s a forced way [what] you’re doing. But this is not what helps you realize
non biased selection." - E12. “I don’t agree. The problem is I don’t agree with with selecting people on the basis of
splitting up on percentages and gender. I think it will create con�ict and upset people even more because it’s just based
upon numbers." - E11. However, a large source of dislike came from the use of actual outcome in �nal predictions. Nine
participants either asked for reasons for the actual outcome or outright disagreed with its usage saying that it can
in�uence a human selection-maker if the actual outcome is known (E1, E2, E4, E5, E7, E10, E13, E16, E17). “It will it will
interfere with your selection method knowing what somebody else concluded." - E1. “If you ask me what happened and
and why is this like this, why did they do this then? That part I don’t understand." - E17.

6.2.2 Perception on fairness of using EO. A majority of 13 participants rated this notion low on fairness (score of 1 or 2)
.“If you do not know the background of the decisions, I would still go for an equal selection rate of the applicant pool
[SP]" - E4. While only one participant indicated the theoretical fairness of EO (E16), about seven participants expressed
the notion being unfair due to the in�uence of actual outcome in the selections and the need more information on
reasons for actual outcome (E1, E2, E4, E7, E10, E15, E17). “Has to be very clear on what basis those decisions are being
made. And in this scenario, it wasn’t clear. So that’s not fair." - E7. “What was the selection criteria and if that’s unknown
to me, then this new selection doesn’t seem fair because I don’t have the information to make that decision" - E15. This
reason also made three participants unwilling to provide a rating on fairness (E7, E14, E17). “I have no clue. I couldn’t
also not say if it’s fair or not." - E17. “For now we are going to do a equal percentages. But when your organization
needs more women or maybe more men, then you have to have other principles. But for now I cannot say anything
else." - E14.

6.2.3 Perception on improving diversity when using EO. A majority of 10 participants gave low scores to the ability of
EO to improve diversity. Similar patterns can be seen across genders and minorities, with no participant giving a rating
of 5. From the thematic analysis of their responses, we see that many participants were certain that using EO will not
improve gender balance in organizations. Six of them attributed this tothe small minority in the applicant pool (E1, E4,
E7), their slim chances of being selected in the actual outcome (E4, E11) and lack of trust in the actual outcome (E1, E13,
E15). “Then you most probably end up with three or four men and zero or one women." - E4. “You’re copying the same
bias, perhaps as the previous person" - E1.

6.2.4 Applicability of EO. The biggest source of concern for the majority of the participants was trusting the actual
outcome. Six participants mentioned that bias present in the actual outcome will get copied to the prediction (E1,
E2, E5, E10, E13, E16) defeating the purpose of the fairness notion. “ If this (points to actual outcome) is very unfair,
then it propagates unfairness." - E2. “What we do as an organization is that we never ask the opinion of the previous
committee." - E10.

While 11 participants expressed concerns about using the actual outcome, three participants mentioned that they
would only use the notions if the reasons behind the actual outcome is known (E6, E7, E9). “Knowing what somebody
else concluded will interfere with your selection method." - E1. “The �rst thing that I will do is check with them. On
what basis did you select those people?" - E7. “Sometimes you would have to trust that people made the right decisions
and you have to move from there." - E9. One participant also said that usability would improve if there was space to
disagree with the actual outcome (E16). “Instead of A1, I think I would like to interview A7 or A10 only because I’m
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very curious to see what they’re about and just to �nd out if there is anything that the previous selection decisions
[missed]." - E16.

The next set of concerns a�ecting the applicability of EO was its inability to help diversity goals. Participants said
that diversity goals could not be achieved using the concept of equal selection rate. They also indicated gender, being
used just for sake of diversity, thereby decreasing e�ort towards fairness (E9, E11, E12). “This equal selection rate for
merit should be something to monitor but not to aim for." - E9. “You’re confusing the situation, you’re confusing things
by doing this. You’re just using gender to make selections without any reasoning. You can play with the percentages,
you can create all kinds of di�erent equations, but it doesn’t serve justice to what you want to achieve in the end,
right?" - E11. Four participants felt that just like Statistical Parity, the applicability of Equal Opportunity was a�ected by
a skewed applicant pool, which favors the majority, suggesting a higher selection rate for minorities (E5, E7, E8, E10).
“If the basis you’re working from is not truly inclusive, you’ll see that with every cycle that di�erence and imbalance
magni�es." - E5. “If they’re all quali�ed, if they can all do the job, why not select women? Because it would be very good
to restore gender balance. In the long term, it’s almost always better for your company." - E7. Lastly, one participant
said that diversity goals can be achieved by involving multiple stakeholders, which EO currently misses (E10). “You
really need these di�erent perspectives, put them together and then you can, I think create fair principles and fair ways
of working. This [EO] was probably made by one person." - E10.

6.3 Calibration (CB)

We obtained 72 quotations upon coding transcripts of the 17 participants. Rating distributions of the participants are
shown in Figure 4.

Fig. 4. CB - Ratings given by participants on Understanding, Fairness and Diversity of CB, along with the distribution by gender, ethnic
minority and other minority groups.

6.3.1 Impression of CB. About half of the participants rated their understanding of CB at 3 or lower. Most participants
said that they found it confusing or illogical (E1, E4, E5, E6, E7, E9, E10, E13, E15, E16, E17). “I’m trying to �nd the
logic behind this. I can can really �nd it" - E17. “I think this system is really confusing. I think I don’t see why this
would help" - E16. They said that it felt mathematical or asked clarifying questions on the scores (E1, E9). “It looks very
scienti�c and quantitative. But I know from practice is that can be very di�cult" - E9. “The points are based on what
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exactly?" - E17. Despite the di�culty in understanding the concept, three participants pointed out rating participants
on merit is fair and can help keep human biases in check (E1, E4, E11). “If you purely look at merit based recruiting,
grading candidates based on their merits is fair." - E1. Three participants extended the discussion saying they liked
that applicants were compared, which can remove the myth of meritocracy (E1, E2, E17). “I would say the positive will
eliminate this meritocracy myth." - E2. However, two people also disliked comparing applicants and assigning them
scores (E4, E10).

6.3.2 Perception on fairness of using CB. The majority of participants rated CB as 3 or lower on fairness. However, not
all participants were able to clearly express reasons behind their ratings. Two participants indicated that they needed
more information and context (E13, E17). “I can’t really say anything about fairness because I have no clue about the
previous decisions. I really need that piece of information to. Make a statement about fairness." - E17. Three other
participants felt that the process of assigning scores to applicants was unclear and they could not justify it (E4, E5, E6).
“The idea of grades can help explain to people why they were selected. But in this situation, it’s quite di�cult because if
you want to be transparent and open on it, I would say this is really di�cult." - E4. “I don’t understand how you can
give points in this way to candidates. That’s why it feels not fair if it’s not transparent enough and how the points are
made and how decisions are made. It lacks transparency." - E6.

6.3.3 Perception on improving diversity when using CB. The majority of the participants rated CB 3 or lower for diversity.
While 10 explicitly gave low ratings of 1 or 2, 6 participants gave the ‘don’t know’ rating for this aspect, which may
relate to this notion having been harder to grasp. Eight participants provided reasons for their ratings on diversity
saying that they were either uncertain or could not see how gender balance would improve with the help of CB (E1, E2,
E4, E5, E6, E9, E10, E17). “If you crystallize the process, then could it help on gender balance? Maybe. I wouldn’t dare
say at this point." - E5. “I think this has nothing to do with gender balance" - E10.

6.3.4 Applicability of CB. Participants expressed two major concerns regarding the applicability of CB. First, 8 par-
ticipants said that the process of assigning scores was unclear making it lack transparency and logic (E2, E3, E7, E10,
E11, E13, E14, E16). “It looks like it’s very objective, but it’s just a number and you don’t know what it’s based on" - E3.
“That makes no sense. And I don’t think it would contribute to anything. I don’t think it would help gender balance. I
don’t think it’s logical." - E11. Further, they expressed that lack of transparency made CB undesirable for use (E2, E4, E6,
E11, E14). “What actually do you take into account whether something can be quanti�able, which is known to be more
in favor for men like publications or grants? Then you are by default lowering the values of women." - E2. “ If I don’t
understand it, I can’t see how it’s going to help me." - E6. The second major concern came from doubts about actual
outcome. Eight participants expressed theirs doubts about using it and said that it was irrelevant to use it in decisions
(E2, E7, E10, E11, E12, E14, E14, E5, E7). “It can propagate bias in selection, right?" - E2. “I don’t know why they made
these decisions. I don’t know what the selection committee was like. I have no idea. So that makes me not like using
any of their previous decisions." - E15.

6.4 Fairness Through Awareness (FA)

We obtained 127 quotations upon coding transcripts of the 17 participants. The high number of quotations can be
explained by half of the participants starting with FA rather than SP, and participants tending to give most feedback on
the �rst notion. Rating distributions of the participants are shown in Figure 5.
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Fig. 5. FA - Ratings given by participants on Understanding, Fairness and Diversity of FA, along with the distribution by gender, ethnic
minority and other minority groups.

6.4.1 Impression of FA. Participants had many things to say about FA. While six participants agreed with the notion
saying they were happy that both genders were treated equally (E2, E4, E5, E6, E9, E17), two participants found it
di�cult to comment on the notion (E1, E9). “I agree. And I would select both." - E4. “We cannot disagree with that.
That is what we should aim for" - E9. On further probing 8 participants mentioned that in their experience two similar
people are never the same, saying that they may di�er on some aspects such as potential or soft skills (E1, E3, E4, E5,
E8, E9, E13, E15). “They’re all unique, so it might di�er in terms of location, match or growth in di�erent direction" -
E5. “So they had their PhD, say in 2012 and they both have, I don’t know, 16 papers. But if the woman has been on
maternity leave twice, then those 16 papers means she’s been in the other time much more productive than the man. So
what do you even mean with the same characteristics?" - E13.

Every participant rated their understanding at 4 or 5, indicating that they understood the de�nition of FA. While the
majority of the participants clearly said that they understood the notion, most of them also indicated that this notion
re�ects the ideal end goal, cautioning its use in earlier phases of hiring (E2, E5, E8, E9, E13, E14, E16). “I understand it
fully. But circumstances make it sometimes impossible to follow this principle." - E14. “I think it might work best in the
beginning of the hiring process. Because, you know, in at the end of the process, you might make decisions on di�erent
data points" - E5. “I think it’s where you want to go as an end goal but to drive the change for unconscious bias, need to
create more opportunities for women" - E8.

6.4.2 Perception on fairness of using FA. Majority of the participants rated fairness of FA at 4 or higher. Interestingly,
they re�ected on many dimensions to assess the fairness of FA.While four participants referred to FA as being principally
fair (E6, E8, E10, E11), several others provided reasons for calling the notion unfair. “The principle in itself is rationally
fair. The world that we live in is not." - E10. Participants called FA unfair because it is not equitable, cannot achieve
diversity goals, disadvantage to minorities (E2, E7, E8, E15). “I think given the gender imbalance for which we want to
correct, then I don’t think this is fair " - E2. “This is a utopia idea. I think it’s still inequitable because the female will
always have a bias, that she is considered less �t for the job if everything else is the same" - E8. Further, participants
re�ected that while FA might be fair towards applicants (E1, E3, E5, E7, E12, E16, E17), minorities groups might still �nd
it unfair (E1, E14, E15) and they felt that it was more important to �x historical justice because majorities won’t be
Manuscript submitted to ACM
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severely a�ected if minorities are given more opportunities (E2, E8, E11, E15, E17). “It’s di�cult for the male candidate,
but we have a kind of historical injustice that has to be �xed. It doesn’t mean we only select female applicants, right?" -
E11. Lastly, four participants found it quite di�cult to rate fairness of FA saying that fairness depends on many factors
such (E9, E10, E11, E13). “I �nd it very hard to answer because I need a more clear de�nition of what the the same
characteristics are." - E13. “It’s fair within the scope of the context, which I would de�ne but as a general statement, it’s
not fair." - E11.

6.4.3 Perception on improving diversity when using FA. In contrast to ratings on fairness, ratings on diversity for FA are
divided. While three participants said that FA could help organizations improve gender balance (E4, E5, E15), seven other
participants said that FA could not improve gender balance because it is prone to cultural cloning, skewed applicant
pools and minorities self-selecting themselves for job applications (E2, E6, E8, E9, E10, E14, E16). “If you have a black
woman and you have a white man and the previous 20 people that did the job were all white men, then the white man
will be hired again. This is how our brain works." - E10. “If you want to improve gender balance in an organization,
then sometimes you cannot have this fair criterion. Sometimes you have to let that go." - E9. Lastly, �ve participants
indicated that the notion could help in some contexts, while being supported by other measures within the organization
(E3, E4, E7, E11, E17). “Yes, it will help improvement, but it’s not the only thing." - E11. “It depends on so many things. I
don’t know how many women or men [sic] employees the organization has." - E17.

6.4.4 Applicability of FA. The majority of the participants said that FA is quite theoretical and di�cult to apply in
practice (E1, E2, E5, E8, E9, E10, E11, E13). “It’s the most fair thing to do, but it doesn’t make any sense" - E1. “In
the perfect world where everybody would be treated equally and we have equal opportunities, then this principle is
great but we are not in that world right now." - E10. “On paper, it may look very easy, but in practice it’s not." - E9.
Additionally, �ve participants also indicated that the notion bene�ts the majorities more than it bene�ts the minorities
and cannot select applicants who have di�erent characteristics than previous employees (E1, E3, E4, E8, E10). “It could
be that a male applicant has more pro�t of this fairness notion than a woman because maybe a woman was pregnant a
couple of times" - E3. “So if you have always had white men of a certain age with a certain background, certain studies,
and they were always doing the job in a good way, you will pick a person that is the same as all the people that did it
before" - E10. Lastly, some participants mentioned that the notion would be applicable only in organizations that are
diverse (E7, E10, E11, E14). “When [your organization] is balanced and you are in that sense equal, you’re also giving
equal opportunities to everybody. Then you can apply this principle of fairness for sure." - E10.

6.5 Counterfactual Fairness (CF)

We obtained 72 quotations upon coding transcripts of the 17 participants. Rating distributions of the participants are
shown in Figure 6.
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Fig. 6. CF - Ratings given by participants on Understanding, Fairness and Diversity of CF, along with the distribution by gender, ethnic
minority and other minority groups.

6.5.1 Impression of CF. CF was very well understood, with a majority of the participants rating understability at
5. There also was high agreement with the notion (E1, E3, E6, E7, E8, E9, E10, E12, E13, E14), with two participants
expressing curiosity about trying out the notion (E1, E16). “I agree that changing only gender should not a�ect the
selection decision." - E14. “I really like this especially if you test it." - E1. Additionally, some participants mentioned that
such a notion can help keep discrimination in check (E1, E2, E16). “You’re not pushing more women forwards or more
men forwards. You’re just checking bias" - E1. Lastly, few participants indicated the similarity of CF and FA (E1, E7) “I
think there’s [sic] they’re ethically speaking the same, right?" - E7.

6.5.2 Perception on fairness of using CF. Perception of fairness and diversity of using CF elicited few responses from
the participants. Five participants said that the notion is fair in principle but is not very practical or useful (E5, E10, E10,
E14, E17). “The principle in itself is very fair. But putting it in the context of our world becomes very complex." - E10.
Another set of four participants felt the notion is fair because it is purely based on merit and could help improve the
selection of minorities (E7, E9, E11, E15). “I would rate this as fair because nothing has changed about the quali�cations
of the candidate at this point." - E15.

6.5.3 Perception on improving diversity of using CF. Ratings are divided for diversity across the Likert scale and there is
no consensus on it. Majority of the participants were unsure whether CF would help improve the gender balance in
organizations and indicated the using other measures instead (E2, E3, E4, E5, E6, E8, E9, E10, E12, E14). “Can it help
improve gender balance? I’m not sure. This notion, not by itself, no." - E6. “No, it won’t help. When you want to have
more women in your organization, Then sometimes you have to [use other approaches]" - E14. “I don’t think in in
terms of fairness or diversity it can be improved. At least temporarily, we might need di�erent measures." - E5. Few
participants indicated that depending on the context, it could help diversity (E11, E16). “We want to get more males for
secretarial support. There, it would contribute to helping the gender balance." - E11.

6.5.4 Applicability of CF. The biggest concern about CF expressed by participants was related to gender. Four partici-
pants said that they were unsure about gender or another sensitive feature being part of the selection process when
CF is used (E1, E6, E9, E17). “I think it’s all information that we do not need for open, transparent and merit based
Manuscript submitted to ACM



1145

1146

1147

1148

1149

1150

1151

1152

1153

1154

1155

1156

1157

1158

1159

1160

1161

1162

1163

1164

1165

1166

1167

1168

1169

1170

1171

1172

1173

1174

1175

1176

1177

1178

1179

1180

1181

1182

1183

1184

1185

1186

1187

1188

1189

1190

1191

1192

1193

1194

1195

1196

Perceptions of mathematical fairness notions by hiring professionals 23

recruiting. It might help with diversity, though. And sometimes a big age gap can be seen as something less positive
too" - E1. While, three other participants said that diversity is a quality and such features can be helpful in selection (E3,
E4, E10). “To me and to our organization, diversity is also a quality. So, if the norm in your organization is female and
the applicant is male, then that is also a quality of the person" - E10. “Men and women bring di�erent perspectives
which you should also consider. You don’t see this if you remove the gender." - E3. Two additional participants indicated
low applicability of CF, if diversity is a goal of the company (E7, E11).

On the applicability of CF, four participants said that improvement would be quite slow because the notion favors
the majority (E2, E5, E13, E15). “You have marginalized groups that are like 10 - 0 behind. So you can use the notion,
but that would mean that we would have to go to many cycles to reach to reach true fairness levels. So it’s not always
applicable." - E5. Lastly, two participants indicated that the notion is not bidirectional, meaning that it was not logical to
show majority as a minority applicant because they would still be favored (E2, E13). “I think what occurs more is that
you would have females who are not selected and then if they were presented as a male candidates, they would be
selected and not the other way round." - E2. “You can never have the same candidate’s gender �ipped because a man
cannot become pregnant, so you cannot have a gender neutral CV because how do you account for pregnancy leave
then." - E13.

6.6 Changes in the ratings

Having discussed and rated all the notions, participants were asked to rate the same notions on Fairness (F) again. This
second round of ratings was obtained to mitigate order e�ects, while at the same time nudging participants to now
comparatively consider the di�erent notions they saw passing by. In re-rating, participants could not revisit their initial
ratings. Figure 7 visualizes to what extent initial and �nal ratings by participants changed for each fairness notion.

Comparatively, SP sees many shifts in ratings, possibly due to this having been one of the starter notions. Participants
who initially interpreted SP as unfair, tend to still feel the same or move to a more positive rating in the second round.
At the same time, several participants who used to �nd SP somewhat fair are more negative in retrospect. Overall,
participants are divided in their �nal judgments, showing the most uniform distribution over the 5 ratings out of all
notions.

Where EO initially invoked largely negative ratings, participants becomes milder towards this notion at the end.
Still, a majority of ratings remain on the negative side of the Likert scale.

Where CB was hard to grasp, and several participants initially were hesitant to rate it for fairness, in the end,
participants more explicitly take a stance, mostly skewing towards the negative side of the Likert scale.

The initial response to FA with regard to fairness was more positive than in the end. Still, this notion overall retains
a majority on the positive side of the Likert scale, and the most negative rating disappears.

As with FA, participants initially were more positive about the fairness of CF than at the end, although the majority
remains on the positive side of the Likert scale.

7 DISCUSSION

In the previous section, we gave a rich overview of our participants’ responses relating to our research questions for
each of the chosen mathematical fairness notions. Zooming out, our observations lead to a few more insights.
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(a) SP (b) EO

(c) CB (d) FA

(e) CF

Fig. 7. Alluvial plot showing changes in the ratings for all fairness notions. Initial ratings on the le� move to final ratings on the right.
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7.1 Considerations of Understanding, Fairness, Improving Diversity and Applicability

7.1.1 Some notions are more complicated to grasp. Where overall, participants had high understanding of the fairness
notion explanations, CB (that already was found harder to grasp during our design phase) remained more di�cult to
understand. The lower degree of understanding also led to more hesitant responses regarding fairness, diversity and
applicability. This aligns to the �ndings in [39], where lay people found it di�cult to judge fairness of complex notions,
and ended up choosing the simplest notion, statistical parity, as the most fair option. In our case, the latter however
did not happen. This may have to do with domain experts being concerned about SP con�icting with considerations
of merit, which are important in hiring, where [39] considered other application domains (recidivism prediction and
skin cancer diagnosis), while the raters were no domain experts. At the same time, in our case, SP did not stand out as
obviously simpler to understand in comparison to other notions.

7.1.2 More context may be needed to judge fairness. Most participants found it quite di�cult to provide a rating for
fairness. They said that that they found the question too di�cult, as they did not have a clear set de�nition for fairness
themselves . “Can you call a process that focuses on education and experience in itself fair? I think that’s a di�cult
question to answer" - E5. “I �nd it quite di�cult answering your questions. I mean, I would like to separate the fairness
and the judging" - E13. “It’s quite di�cult to say if it’s fair or not because you think the answer is yes, but I don’t think
it is". - E16. Most participants provided their rating after talking about multiple dimensions of fairness, asking whether
it was fair to organizations or applicants. “It depends how you de�ne fairness. Yeah. It’s depends what you understand
on the word fairness. Okay. So I’d say don’t know because I don’t know what you mean by fairness, because fairness is
a, is a subjective term. So objectively is not fair. Subjectively it’s fair. Depends how you want to view it." - E11. This
points to contextualizing and de�ning the scope of fairness in future studies, as people �nd it quite subjective. This is
aligned with �ndings from [22], where participants had no consensus on fairness and their discussion went beyond
discrimination.

7.1.3 Minoritized groups may bring specific, di�erent stances on how to improve diversity. In [42], it is shown how
algorithmic fairness evokes negative emotions from minority groups regarding racial and economic justice. We did
not explicitly frame our questions as questions on algorithmic fairness to our participants, and our sample has been
too small to warrant quantitative conclusions. However, in the reactions to our question on whether given fairness
notions would help in improving diversity, we did seem to see di�erent, stronger responses from those identifying
with minority groups. Participants sometimes refused to answer this question, saying that they were forced to rate
an option they did not agree with. “So it’s it’s [sic] a bit of a dilemma. There’s no there’s no clear answer on this. So
you’re trying to force me into a box and you can’t." - E11. “I’m missing quite a bit of context. It’s really hard. I can’t. I
can’t give a proper answer. I �nd it really hard. These kind of notions, the way we are thinking about this diversity
and inclusion. You need to have these numbers, right? Because then you have a better understanding. But for me it’s
too simple, too much simpli�ed actually" - E6. In our study, most of the professionals we reached did not identify as
belonging to a minority. In the future, it will be interesting to recruit a more balanced sample on this, and investigate to
what extent there indeed are response di�erences between those identifying as minoritized and non-minoritized. To
further strengthen a case for this, for the sensitive attribute on which he had a reasonably balanced sample (gender), on
closer examination, we see that proportionally more women compared to men were skeptical about all the notions’
abilities to improve diversity.
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7.1.4 Fairness, Improving Diversity and Applicability do not necessarily go hand in hand. For individual fairness notions,
many participants took time to suggest that while the notion was fair, it would not help diversity goals of their
organizations, while some were even surprised. The tension between fairness and diversity is re�ected in the high
ratings for fairness but low ratings for diversity. “If you want to improve gender balance in an organization, then
sometimes you cannot have this fair criterion. Sometimes you have to let that go." - E9. Similarly, as already discussed
in the reactions to FA and CF, what is considered fair may not be applicable or defensible in practice.

7.2 Domain-specific considerations

7.2.1 Discomfort on selection based on sensitive a�ributes. Some important tensions seen throughout the discussion
with participants was whether to include a sensitive feature such as gender so explicitly in the selection process. “I don’t
think it’s fair to select on gender." - E17. “I think that’s not really fair. When you when it’s, for instance, the �rst thing
you look at when you are starting the hiring procedure." - E4. Another concern that emerged was the fear of selecting
unquali�ed female candidates for the ‘sake’ of fairness. “It feels a lot like the woman is there as an excuse." - E10.
“You should always select based on merit and merit doesn’t come presented in gender." - E1. While most participants
deliberated both the concerns on gender and merit, many women explicitly expressed that general notion of merit
favored men and more inclusive takes on merits are needed before such notions could be applicable and called fair. “We
see also that women who, if they have children in their careers, that it has an impact on maybe a number of publications
or whatever, and that should not hinder them in making progress or being hired because male applicant has maybe
more publications". - E8. “I �nd this topic is just very complex because when you look at experience, we see that because
systematically, women get less chances in work than men do, the women also have less experience and therefore, have
less strong resumes. But that is a system and you want to break through that system because we always say �x the
system, not the women". - E2.

7.2.2 Domain-specific context and critical nuances are missing in a mathematical fairness notion. Many participants
expressed that fairness notions miss many critical nuances and context to questions of early selection. Not having
access to these nuances and context, such as team composition, type of industry, goals, etc., hinders them from being
certain of their answers, and makes them more resistant to see fairness notions as potential ways to get more explicit
and standardized policy. “The most important thing is always context. Because you can’t say that something is fair
without having something to bounce it o� of. Like the company or the status quo of the company, the hiring process
itself. There are many more factors than just equality, than just minority majority or male female. It should be more
dynamic and not like a �xed way of approaching [fairness]" - E6. “It needs more clarity. So if you say within the context
of the needs of [diversity], it’s fair. If you would say in context of the male candidate, it would probably be unfair." - E11.
More e�ort will need to be spent on connecting these notions further with the domain. Here, it is likely that a ‘one size
�ts all’ approach will not exist.

7.3 Further considerations

7.3.1 Ratings do not reflect sentiment. Even if a larger sample of participants and ratings would be reached, it is
important to not only look at numerical ratings, but also at the rationale behind them. Most of the participants felt
that they could not disagree with individual fairness notions of FA and CF and rated it as fair. However, their language
suggested some restrain or skepticism. “The principal is fair, but the human brain is not fair.So yes, I’m sorry I �nd
is a very hard question. I suppose the principle is fair." - E10. Sentiments of disinterest in continuing the discussion
Manuscript submitted to ACM
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with all the notions, despite being enthusiastic on talking about such topics, re�ects that the ratings do not convey
the full picture. “if you start doing this, is it fair? But the notion and mindset of fairness needs to change. You need to
�rst understand who is the minority, do they actually get the same opportunity? No." - E8. “in the perfect world where
everybody would be treated equally and we have equal opportunities, then this principle I think is great but we are not
in that world right now." - E10.

7.3.2 Participants are intrinsically motivated to engage with questions of fairness. Our interviews demanded considerable
time investment from our participants (60-75 minutes), sometimes requiring for participants to return for a second sitting
to complete the session. At the same time, no resources were available to compensate participants for their time. Still,
participants were eager and intrinsically motivated to participate, return, and stay in the loop on the authors’ �ndings.
This has been a promising observation, suggesting that further collaboration between researchers and practitioners
would be a logical step to take.

7.4 Limitations and Future Work

Several limitations can be identi�ed in our current work. First of all, while our non-technical translations of mathematical
fairness notions were iteratively developed with feedback from independent colleagues, they still can further be re�ned,
and more thoroughly be evaluated on indeed being an understandable and su�ciently accessible depiction of the
fairness notions of interest.

Furthermore, many more fairness notions have been proposed in literature, and we only studied a few of them. More
notions may need to be investigated, while at the same time, it is likely that all of the notions may be too rigid, too
in�exible and too distanced from application contexts to be considered as a su�ciently acceptable explicit reference for
implementing diversity policy. It is imaginable that di�erent notions need to be combined. Generally spoken, more
explicit discussions also need to be held on the degree to which potential candidate rankings in current selection
processes can be trusted not to carry undesired biases, and whether all relevant facets to a candidate being quali�ed
already would be su�ciently captured.

Continuing on discussions on multifacetedness, our current work also only considered one sensitive attribute: gender.
Even while in practice, it seems very hard to monitor for other sensitive attributes, it will be worthwhile to investigate
considerations on other sensitive attributes, and furthermore consider aspects of intersectionality, which may lead to
extra adverse e�ects on those belonging to multiple minoritized groups [13].

Generally, the question of fairness needs to be considered in the context of its application. While we zoomed in to
early candidate selection in hiring, even within this scope, re�nement and contextualization is needed, which also may
include more explicit connection to surrounding elements and stakeholders in the pipeline. To make the discussion
more tangible and recognizable, it will be worthwhile to not only discuss theoretical, �ctional examples, but integrate
these more strongly with cases and infrastructures from actual practice. However, in doing this, the technological
intervention still would need to be considered next to non-technological organizational aspects and facilities, such as
company reputation, awareness trainings, and the facilitation of inclusive work environments.

Finally, choices of fairness notions re�ect choices of world views, and challenges of untangling and balancing these.
With regard to this, academics in the �eld of Ethics have been more explicitly articulate and aware about this. In our
current work, we did not integrate this awareness yet. However, in future re�nements of non-technical translations of
fairness notions, it will be useful to more consciously take this into account, and more explicitly include this in the
presentation of the notions.
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Presently, through our study, we have given insights in participant responses to our translations of di�erent fairness
notions. While this describes how participants currently think about the di�erent notions, we did not yet take a stance
on consequent preferred notions to adopt or integrate. This also has to do with the observed tensions between fairness,
diversity improvement and applicability. In addition, with our participants having been confronted with these types
of notions for the �rst time, they may not oversee the potential impact of the di�erent notions yet. For example, it is
striking that the individual fairness notions FA and CF are rated less negatively than the group fairness notions on
their capability of improving diversity. However, in credit risk scoring, it actually has been shown that implementing
individual fairness notions may amplify inequality between groups that already are far apart, thus being particularly
disadvantageous for members of the disadvantaged group [6].

Where hiring is a di�erent application domain from credit risk scoring, being rejected in a job selection process could
be seen as being denied an opportunity for �nancial stability. Similarly, linking back to ethics, that what respondents
currently prefer may not actually be the preferred course of action is reminiscent of the distinction between social
acceptance and ethical acceptability. Arguments that these both need to be considered when policy is to be set [40]
can easily be extended to questions of fairness in data-driven decision-making. Similarly, in the disagreements seen
between our participants, and hesitance of participants to rate when context is missing, we see aspects of conceptual
and epistemic normative uncertainties [41].

When starting the research leading to this paper, initially, the authors had intended to work on (quantitative) fairness
monitoring tooling for early selection stages. However, as our investigations show, deeper qualitative understanding of
the problem space is key before any quantitative tool will have relevance. Considering the responses of our participants,
even if good data would be available, it would not have made sense to implement functionality from common fairness
toolkits at this point in time. In �nding ways to understand where data-driven tooling may be helpful—or even before
that, where the room is to concretize towards more transparent and actionable improved selection policies—as we
pointed out, more connections between expertise in di�erent academic domains can and should be investigated, in
active collaboration with practitioners, designers and policy-makers.
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(a) Final design of the toy example for SP

(b) Final design of the toy example for EO
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(a) Final design of the toy example for CB

(b) Final design of the toy example for FA

(c) Final design of the toy example for CF
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