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Summary

With the increasing human activities in the marine environment, such as fisheries,
dredging, coastal protection or construction of marine infrastructure, seabed sedi­
ment and habitat mapping have become highly relevant for the development of sus­
tainable marine management strategies. Compared to traditional mapping meth­
ods, primarily based on bed sampling, multibeam echosounding belongs to the
cutting­edge technology to time­efficiently acquire high­resolution bathymetric and
backscatter (BS) data over large areas. Using classification methods to combine
the acoustic data with ground­truthing, large­scale maps can be automatically and
objectively produced, that enables to describe the distribution of benthic habitats
or quantify marine resources. However, acoustic sediment classification still does
not allow to discriminate between the entire heterogeneity of the seabed and is
generally applied to a single multibeam echosounder (MBES) dataset by means of
revealing the seabed state only at a given time instant.

Two challenging issues addressed within the scope of this thesis are summarized
as: (1) Investigation on the applicability of repetitive multibeam (single­frequency)
BS measurements for monitoring the seabed; and (2) Evaluation of the potential of
multispectral BS to increase the acoustic discrimination between different seabed
environments. Six study sites that comprise two single­frequency (300 kHz) MBES
time series datasets and four multispectral (90 to 450 kHz) MBES datasets were
considered. A processing algorithm, that accounts for sonar settings and envi­
ronmental conditions, was developed for single­frequency and further extended to
multispectral MBES data.

In a study carried out in the Cleaver Bank (The Netherlands), the applicabil­
ity of two unsupervised sediment classification methods, namely the Bayesian and
principal component analysis, to a multitemporal MBES dataset (time period of 15
months) was investigated. Both methods achieved a good repeatability of the clas­
sification results, indicating its suitability for monitoring strategies. Within a second
study, that was carried out in a more dynamic environment of the Ameland inlet
(The Netherlands) over a time period of two years, the influence of the environ­
ment and the MBES system on the actual BS strength was assessed. It was shown
that repetitive BS measurements can provide a reliable strategy to monitor coastal
nourishments. Sedimentary processes, such as erosion and deposition of certain
sediments as well as grain size sorting, could be visualized via the BS­based sed­
iment maps. Hence, acoustic sediment classification contributes to current nour­
ishment monitoring strategies, that merely determine volume changes based on
bathymetric measurements.

Furthermore, an extension of the Bayesian classification method to multispectral
BS data was developed and applied to MBES datasets (100 to 400 kHz) acquired in
the Bedford Basin and in the Patricia Bay (both Canada). Integrating the informa­

xi



xii Summary

tion retrieved at a single frequency into a multispectral classification map allowed
for an improved acoustic discrimination between different seabed environments.
The combination of the lowest and highest frequency revealed the most additional
information about the seabed. Nevertheless, the benefit of multiple frequencies
highly depends on the local seabed.

As also shown in two additional studies (90 to 450 kHz) carried out in the Vli­
etland Lake and Port of Rotterdam (both The Netherlands), an increased acoustic
discrimination was mainly observed for fine sediments (mud to sandy mud). For
the coarser sediments (e.g., sand with shells, gravel), currently no clear increase
in acoustic discrimination could be identified based on the performed analysis of
multi­frequency multibeam data. Emphasizing here that the range and the spatial
coverage of the coarser sediments were limited in the considered studies and more
investigations are required. Observations on the fine sediments revealed enormous
variations in the BS level at the lowest frequencies (90 and 100 kHz). This was
co­located with a significant variation in the measured depth between the lowest
and highest frequencies, due to a larger penetration into the subsurface of the
lower frequencies. Therefore, a model to simulate bathymetric measurements in
a layered medium was developed. The comparison of the modeling results with
the MBES measurements and the geological settings indicated that the BS and
bathymetry measured at the different frequencies correspond to different parts of
the surficial seabed and shallow subsurface. These observations indicate the po­
tential for 3D sediment classification in areas with depositions of fine sediments
on the seabed. All these findings can result in the establishment of multispectral
multibeam echosounding as a novel strategy for revolutionizing acoustic seabed
mapping.

Finally, different Kriging methods combined with a new approach to classify the
interpolated MBES BS into distinct classes were tested in order to produce a full­
coverage sediment map from sparsely distributed MBES data. The application to
the Cleaver Bank datasets and a comparison with ground­truthing and traditional
sediment maps (i.e., based only on bed samples) demonstrated that this approach
resolves lateral heterogeneities on a kilometer scale and outperforms traditional
mapping. The developed method allows to retrieve a full­coverage sediment map
when weather conditions, time limitations or inaccessibility of an area hampers the
acquisition of a full­coverage MBES dataset.



Samenvatting

Met de toenemende menselijke activiteiten in het mariene milieu, zoals visserij,
baggeren, kustbescherming of de bouw van mariene infrastructuur, is in het kaart
brengen van zeebodemsedimenten en habitats zeer relevant geworden voor de ont­
wikkeling van strategieën voor duurzaam marien beheer. In vergelijking met tradi­
tionele karteringmethodes, voornamelijk gebaseerd op bemonstering, is multibeam
echosounding een geavanceerde technologie om efficiënt hoge­resolutie bathyme­
trische en backscatter (BS) gegevens over grote gebieden te verkrijgen. Met behulp
van methodes om de akoestische gegevens te combineren met informatie uit de
monsters, kunnen grootschalige kaarten automatisch en objectief worden gepro­
duceerd, waarmee de verdeling van sediment of benthische habitats kan worden
beschreven. Bij aanvang van het promotieonderzoek was de verwachting dat met
verdere aanpassingen aan de methodes voor akoestische classificatie van sedimen­
ten, de mogelijkheden van de methodes om de verschillende sedimenten van elkaar
te onderscheiden, dat wil zeggen een onderscheid te maken tussen de gehele he­
terogeniteit van de zeebodem, nog verder vergroot kan worden. Verder worden nu
in het algemeen de methodes toegepast op een enkele set van multibeammetingen
(MBES), waarbij dus specifiek de zeebodemtoestand op een enkel tijdstip in kaart
wordt gebracht.

De twee uitdagende kwesties die in het kader van dit proefschrift dus worden
behandeld, kunnen worden samengevat als: (1) Onderzoek naar de toepassing
van herhaalde multibeam ('single'­frequentie) BS­metingen om de ruimtelijke sedi­
mentverdelingen in tijd te volgen; en (2) Onderzoek naar het potentieel van mul­
tispectrale BS om de akoestische discriminatie tussen verschillende zeebodemom­
gevingen te vergroten. Zes onderzoekslocaties met twee 'single'­frequentie (300
kHz) MBES­datasets in een tijdreeks en vier multispectrale (90 tot 450 kHz) MBES
datasets zijn geanalyseerd. Een verwerkingsalgoritme, dat rekening houdt met so­
narinstellingen en omgevingscondities, werd ontwikkeld voor 'single'­frequentie en
verder uitgebreid tot multi­spectrale MBES­gegevens.

In een onderzoek op de Klaverbank (Nederland) is de toepasbaarheid van twee
'unsupervised' sedimentclassificatiemethoden, namelijk de Bayesian en een aanpak
gebaseerd op de 'Principal Component Analysis', getest op data verkregen gedu­
rende herhaalde MBES­metingen (tijdsperiode van 15 maanden). Beide methodes
bereikten een goede herhaalbaarheid van de classificatieresultaten, hetgeen de ge­
schiktheid ervan voor monitoringstrategieën aangeeft. In een tweede onderzoek,
dat werd uitgevoerd in de meer dynamische omgeving van het Amelander zeegat
(Nederland) gedurende een periode van twee jaar, werden de invloeden van de
omgeving en het MBES­systeem op de werkelijke BS­sterkte beoordeeld. Er is aan­
getoond dat het gebruik van herhaalde BS­metingen een betrouwbare strategie is
om kust suppleties te volgen. Sedimentaire processen, zoals erosie en afzetting van
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sedimenten en sediment korrelgroottesortering, kunnen worden gemonitord via de
op BS gebaseerde sedimentkaarten. Vandaar dat de akoestische classificatie van
sedimenten bijdraagt aan de huidige monitoringsstrategieën voor suppleties, die
alleen volumeveranderingen bepalen op basis van bathymetrische metingen.

Bovendien werd, uitgaande van de Bayesian classificatiemethode, een multi­
spectrale classificatiemethode ontwikkeld en toegepast op MBES­datasets (100 tot
400 kHz) van het Bedford Basin en Patricia Bay (beide Canada). Het integreren
van de informatie van de verschillende frequenties in een multispectrale classifica­
tiekaart zorgde voor een verbeterde akoestische discriminatie tussen verschillende
zeebodemomgevingen. De combinatie van de laagste en hoogste frequentie gaf de
meeste aanvullende informatie over de zeebodem. Desalniettemin hangt de toe­
gevoegde waarde van het gebruik van meerdere frequenties sterk af van de lokale
zeebodem.

Zoals ook blijkt uit aanvullende studies (90 tot 450 kHz), uitgevoerd in het Vliet­
landmeer en de haven van Rotterdam (beide Nederland), wordt een verhoogde
akoestische discriminatie gerealiseerd voor fijne sedimenten (slib tot zandige slib)
als gebruik wordt gemaakt van meerdere frequenties. Voor de grove sedimen­
ten (bijvoorbeeld zand met schelpen of grind) kon geen duidelijke toename van
akoestische discriminatie worden geïdentificeerd op basis van de gebruikte analyse
technieken. Hierbij moet wel benadrukt worden dat de verscheidenheid en bedek­
kingsgraad van de grove sedimenten beperkt waren in de bestudeerde gebieden
en dat meer onderzoek op dit gebied nodig is. Waarnemingen van de fijne sedi­
menten onthulden enorme variaties in het BS­niveau bij de laagste frequenties (90
en 100 kHz). Dit ging samen met een significante variatie in de gemeten bathyme­
trie tussen de laagste en hoogste frequenties, door grotere penetratie van lagere
frequenties in de ondergrond. Voor verdere studie werd een model ontwikkeld om
bathymetrische metingen in een gelaagd medium te simuleren. De vergelijking van
de modelresultaten met de MBES­metingen en de geologie gaf aan dat de BS en
bathymetrie, zoals gemeten bij de verschillende frequenties, overeenkomen met
verschillende delen van de oppervlaktebodem en ondiepe ondergrond. Deze waar­
nemingen geven het potentieel aan voor 3D­sedimentclassificatie in gebieden met
afzettingen van fijne sedimenten op de zeebodem. Al deze bevindingen kunnen re­
sulteren in het gebruik van multispectrale multibeam echosounding, een revolutie
voor het in kaart brengen van zeebodems.

Ten slotte zijn verschillende Kriging methodes gecombineerd met een nieuwe
aanpak om de geïnterpoleerde MBES BS in verschillende klassen te classificeren, om
een sedimentkaart met volledige dekking te maken op basis van MBES gegevens
zonder volledige dekking. De toepassing op de Klaverbankdata en een vergelijking
met sediment monsters en traditionele sedimentkaarten (gebaseerd op monsters)
toonden aan dat deze benadering laterale heterogeniteit op een schaal van kilome­
ters oplost en beter presteert dan traditionele kartering. De ontwikkelde methode
maakt het mogelijk om een sedimentkaart met volledige dekking te verkrijgen, ook
wanneer weersomstandigheden, tijdslimieten of ontoegankelijkheid van een gebied
de verwerving van MBES­gegevens met volledige dekking belemmeren.
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Latin symbols
𝑎 Particle size
𝑎𝑎𝑎 Eigenvector (PCA)
𝐴 Ensonified footprint, area
𝐴0 Unit area (defined as 1m2)
𝐴𝑏 Ensonified footprint in beam limited regime
𝐴𝑝 Ensonified footprint in pulse limited regime
AAA Eigenvector matrix (PCA)
𝑏 Number of correlated variables (PCA)
𝑏𝑝 Beam pattern, directivity pattern
𝐵 Bulk modulus
𝐵𝑤 Receiver bandwidth
𝐵𝑃(𝐵𝑃𝑇 , 𝐵𝑃𝑅) Beam pattern, directivity pattern in dB (Transmission and Reception)
𝐵𝑆 Backscatter strength in dB
𝐵𝑆𝑐 Backscatter correction term in dB
𝑐, 𝑐𝑝 Sound speed, compressional wave velocity
𝑐𝑠 Shear wave velocity
𝑐̃ Complex sound velocity
𝑐̂ Sound speed ratio between two layers
𝑐̇ Cluster centroid (k­means clustering)
𝐶 Curvature
𝐶1, 𝐶2 Coefficients in Kirchhoff approximation (APL)
𝐶ℎ Structure function in Kirchhoff approximation (APL)
𝐶𝑝 Transfer coefficient (Layered backscatter model)
𝑑 Distance between sediment layers
𝑑0 Reference length of 1mm
𝑑50 Median grain size
𝑑𝑒 Spatial delay on array elements at beamforming
𝑑𝑥slope Spatial resolution of slope correction
𝐷 Number of samples used for interpolation (Kriging)
𝑒 Euler’s number
𝐸 Coefficient in forward loss equation (APL)
𝐸𝐿 Echo level
𝑓 Frequency
𝐹 Slope averaging integral (APL)
FFF Data matrix (PCA)
𝑔 Standard deviation of the interface relief amplitude
𝑔0 Reference length of 1 cm
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𝐺 Acoustic array response
ℎ Water depth, Water column
ℎ̃ Distance between sample points (Kriging)
𝐻 Hypothesis in Bayesian decision rule
𝑖 Imaginary unit
𝐼 Acoustic intensity
𝐼𝑏 Backscattered acoustic intensity
𝐼dB Acoustic Intensity in decibel relative to 1 µPa
𝐼𝑖 Incident acoustic intensity
𝐼ref Reference intensity equal to 0.67 × 10−18W/m2
𝐼𝑠 Scattered acoustic intensity
𝐽 Number of scatterers
𝑘 Wavenumber
𝑘̇ Number of clusters (k­means clustering)
𝐾 Modified wavenumber in composite roughness approximation (APL)
𝐿𝑛 Number of layers
𝐿(𝐿𝑇 , 𝐿𝑅) Array length (Transmitter and Receiver)
𝑚 Number of Gaussian distributions (Bayesian)

Array element (i.e., hydrophone or projector)
𝑀 Total number of bins per histogram (Bayesian)

Number of receiving elements
𝑀𝑧 Median grain size in logarithmic scale
𝑛 Number of measurements per BS histogram bin (Bayesian)

Number of samples within interpolation neighbourhood (Kriging)
Number of measurements per correlated variable (PCA)

𝑁 Number of classified data points (multispectral Bayesian)
Number of pairs of sample points (Kriging)

𝑁𝑠 Number of scatterpixels per beam
𝑝 Acoustic pressure
𝑝0 Acoustic pressure amplitude 1m away from source
𝑝dB Acoustic pressure in decibel relative to 1 µPa
𝑝𝑖 Incident acoustic pressure
𝑝𝑟 Reflected acoustic pressure
𝑝ref Reference pressure equal to 1 µPa
𝑝rms Root­mean­square acoustic pressure
𝑝rms𝑏 Backscattered root­mean­square acoustic pressure
𝑝rms𝑖 Incident root­mean­square acoustic pressure
𝑝𝑡 Transmitted (refracted) acoustic pressure
𝑃 Acoustic power
𝑃𝑆𝐸 Prediction Standard Error (Kriging)
𝑞 Strength (coefficient) of Gaussian distribution (Bayesian)
𝑞𝑐 Coefficients in Kirchhoff approximation (APL)
𝑄1, 𝑄2 Coefficient in composite roughness approximation (APL)
𝑟 Distance to the source, Slant range
𝑅 Reflection coefficient
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𝑅̂ Pearson correlation coefficient
𝑅𝑎 Rayleigh parameter
𝑅𝑟 Lossy Rayleigh coefficent (APL)
𝑅𝐿 Forward reflection loss
𝑅𝑀𝑆𝐸 Root­Mean­Square estimation Error (Kriging)
𝑅𝑀𝑆𝑆𝐸 Root­Mean­Square Standardized estimation Error (Kriging)
RRR Covariance matrix (PCA)
𝑠 Transmitted sound pressure signal
𝑠0 Unsampled location (Kriging)
𝑠𝐴, 𝑠𝐵 Signal measured at sub­array A and B
𝑆 Sediment suspension concentration
𝑆̇ Cluster (k­means clustering)
𝑆𝑎 Salinity
𝑆𝐻 Transducer sensitivity in dB
𝑆𝐿 Source level in dB
𝑡 Time instant
𝑡𝐷 Two­way travel time of signal for all angles
𝑡nadir Two­way travel time of signal at nadir
𝛿𝑡 Travel time in sediment layer
𝑇 Transmission coefficient
𝑇𝑒 Integration time
𝑇𝐿 Transmission loss in dB
𝑇𝑆 Target strength in dB
𝑇𝑤 Water temperature
𝑢 Proportionality constant for scattering
𝑈 Acoustic shadowing (APL)
𝑣1, 𝑣2 Coefficients in large­roughness scattering approximation (APL)
𝑉 Large­scale rms slope (APL)
𝑤 Coefficient in composite roughness approximation (APL)
𝑊 Hanning tapering function
𝑥 Space coordinate,

Horizontal distance between receiver and scatterer
Sampled location (Kriging)

𝛿𝑥 Distance between array elements or scatterers
Δ𝑥 Grid cell size
𝑥𝑠 Data point within the cluster (k­means)
𝑥lb Lower bound of ensonified footprint
𝑥ub Upper bound of ensonified footprint
𝑥𝑥𝑥 Vector containing Gaussian parameters (Bayesian)
𝑋1, 𝑋2, 𝑋3 Coefficients in roughness interpolation function (APL)
𝑦 Space coordinate,

BS value of bin in the BS histogram (Bayesian)
𝑦̄ Mean of Gaussian distribution (Bayesian)
𝑌 Complex function in composite roughness approximation (APL)
YYY Matrix containing principal components (PCA)
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𝑧 Space coordinate
𝑍 measured value (Kriging)
𝑍̂ predicted value (Kriging)

Greek symbols
𝛼 Attenuation coefficient in dB/m
𝛼𝑠 Attenuation coefficient due to suspended material in water in dB/m
𝛼𝑤 Attenuation coefficient due to dissolved substances in water in dB/m
𝛼̂ Attenuation coefficient in Neper/m
𝛽 Decision matrix of Bayesian decision rule
𝛾 Spectral exponent (APL)
𝛾̃ Semivariogram (Kriging)
Γ Gamma function (APL)
𝛿 Loss parameter
Δ Laplace operator
𝜖𝑥 Along­track slope
𝜖𝑦 Across­track slope
𝜀 random and auto­corrlated error (Kriging)
𝜁 Structure function in Kirchhoff approximation (APL)
𝜂 Spectral strength (APL)
Η Power bottom relief spectrum (APL)
𝜃(𝜃𝑅 , 𝜃𝑇) Steering angle (at reception and transmission)
Θ Beam angle
𝜅 Kappa coefficient
𝜅𝑐 Coefficient in forward loss equation (APL)
𝜆 Acoustic wavelength
𝜆bedform Bedform wavelength
𝜆̃ Weighting factor (Kriging)
𝜆̇ Eigenvalue (PCA)
𝛬𝛬𝛬 Eigenvalue matrix (PCA)
𝜇 Shear modulus
𝜇̃ Deterministic trend or function (Kriging)
𝜈 Kinematic viscosity
𝜈̂ Degree of freedom (Bayesian)
𝜌 Density
𝜌̂ Density ratio between two layers
𝜌𝑤 Water density
𝜌𝑠 Sediment density
𝜎 Standard dev. of measurements per BS histogram bin (Bayesian)

Prediction standard error (Kriging)
𝜎𝑏 Backscattering cross section
𝜎̃𝑏 modified backscattering cross section in layered medium
𝜎𝑐𝑟 Composite roughness backscattering cross section
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𝜎𝑘𝑟 Kirchhoff roughness backscattering cross section
𝜎𝑙𝑟 Large­roughness backscattering cross section
𝜎𝑚𝑟 Medium­roughness backscattering cross section
𝜎𝑝𝑟 Perturbation roughness backscattering cross section
𝜎𝑟 Roughness backscattering cross section
𝜎𝑠 Scattering cross section
𝜎𝑡 Target’s backscattering cross section
𝜎𝑣 Volume backscattering cross section
𝜎̂𝑣 Volume scattering parameter
𝜎𝑦 Standard deviation of Gaussian distribution (Bayesian)
𝜏 Pulse length
𝜏eff Effective pulse length
𝜏𝑛 Nominal pulse length
Υ1, Υ2, Υ3 Coefficients in equation for attenuation of suspended material
Δ𝜑 Phase delay or theoretical phase difference
Δ̂𝜑 Estimated phase difference
𝜙, 𝜙𝑖 Incident angle (between incident wave and surface normal)
𝜙fl Incident angle assuming a flat seabed
𝜙crit Critical incident angle
𝜙int Intromission incident angle
𝜙𝑠 Scattering angle (between scattered wave and surface normal)
𝜒2 Chi­square goodness of fit value
𝜒2𝜈̂ Reduced Chi­square goodness of fit value
𝜓 Grazing angle (APL)
𝜔 Circular frequency
Ω(Ω𝑅 , Ω𝑇) Beam opening angle (at reception and transmission)





Acronyms

General acronyms
AC Acoustic Class
ADC Analog to Digital Converter
ADCP Acoustic Doppler Current Profiler
APL Applied Physics Laboratory
ARC Angular Response Curve
ASC Acoustic Sediment Classification
BS Backscatter
CO Composite roughness approximation
CTD Conductivity, Temperature, Depth
DGPS Differential Global Positioning System
EMODnet European Marine Observation and Data network
GPS Global Positioning System
GSF Generic Sensor Format
GUI Graphical User Interface
KED Kriging with External Drift
KI Kirchhoff approximation
LA Large­roughness scattering approximation
LAT Lowest Astronomical Tide
MAC Multispectral Acoustic Class
MBES Multibeam Echosounder
NAP Normaal Amsterdams Peil
NCS Netherlands Continental Shelf
OCK Ordinary Cokriging
OK Ordinary Kriging
RTK Real Time Kinematic
SBES Singlebeam Echosounder
SBP Sub­Bottom Profiler
SCK Simple Cokriging
SIM Sonar Interface Module
SK Simple Kriging
SSC Sediment Suspension Concentration
SSS Side­Scan Sonar
SVP Sound Velocity Profiler/Probe
TVG Time Varying Gain
UCK Universal Cokriging
UN Unassigned
UK Universal Kriging
VO Volume scattering approximation

xxi
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Sediment acronyms
C Clay
sC sandy Clay
FS Fine Sand
gS gravelly Sand
gM gravelly Mud
gmS gravelly muddy Sand
(g)S slightly gravelly Sand
G Gravel
mS muddy Sand
mS SH muddy Sand with Shells
msG muddy sandy Gravel
sC sandy Cobble
sG sandy Gravel
sM sandy Mud
sM SH sandy Mud with Shells
S Sand
S SH Sand with Shells
S tSH Sand with traces of Shells
S mSH Sand with medium amount of Shells
S hSH Sand with high amount of Shells
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Introduction

1.1. Background
1.1.1. Mapping the marine environment
The world ocean’s exhibit the largest biodiversity on the planet, control the cli­
mate, supply enormous amount of natural resources and provide great potential
for renewable energies. The marine seabed serves thereby as habitats for benthic
organisms, contains resources such as sediments, minerals and metals, supports
the foundation of offshore wind farms or acts as a natural barrier for coastal ero­
sion. In order to optimally use the marine resources and, at the same time, protect
marine species and coastal areas, mapping and monitoring of the marine seabed
are required.

While radar (radio detection and ranging) or optical sensors are used to map
the terrestrial surface, mapping the bottom of the ocean’s in a similar spatial reso­
lution requires to a large extent the use of acoustic sensors [1]. The application of
electromagnetic waves is limited to very shallow environments and clear waters, as
water is a highly dissipative medium resulting in a rapid attenuation of light and ra­
dio waves [2]. In contrast, the attenuation of acoustic waves is significantly lower,
and thus the travel distance is much higher. Therefore, acoustic waves are highly
suitable for the application in the underwater environment [3].

Since the first sonar (sound navigation and ranging) was introduced in the be­
ginning of the 20th century, various acoustic systems have been developed to ex­
plore and visualize the underwater environment [4]. Due to the diversity of the
applications, the acoustic system varies in frequency, aperture and mounting con­
figuration (Fig. 1.1).

In the 1920s singlebeam echosounders (SBESs) were invented to determine the
seabed bathymetry [4]. These systems are mounted on the vessel and transmit
an acoustic pulse in a narrow beam towards the seabed. Measuring the sound
speed and the travel time of the signal in the water column allows to calculate
the water depth. In the 1960s Side­scan sonars (SSSs) were developed and solely

1
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designed for high­resolution acoustic imaging of the seabed [4]. The main types of
SSSs operate in a frequency range between 65 to 500 kHz and are generally towed
behind the vessel at a short distance to the seabed [5]. The SSS emits an acoustic
pulse across a wide angular range forming a wide swath (stripe) perpendicular to
the survey direction and measures the backscattered signal intensity at the seabed
as a function of time.

Since the multibeam echosounder (MBES) emerged in the late 1970s on the
market, it became the most efficient sensor to determine the seabed bathymetry
[4]. Depending on the water depth, the frequency of the acoustic signal ranges
between 12 to 700 kHz to map areas ranging from the deep sea to shallow lagoons
[5]. The system transmits an acoustic pulse that is narrow in the survey direction
and forms a wide swath perpendicular to it. During the reception, beam steering
allows to estimate the travel time of the signal for a large number of pre­defined
beam angles along the swath (typically 200 to 800 beams). Therefore, the MBES
enables to map large areas in a relatively short time period by covering an area
of up to seven times the water depth [5]. In addition to the acquisition of the
bathymetry, both the MBES and SBES can be used, in a similar way as a SSS, to
image the seabed properties by using the reflected and scattered signal intensity
at the seabed.

SBES MBES SBP

SSS

SBP (Seismic array)

Figure 1.1: Various acoustic systems to investigate the seabed and subsurface.

In the 1930s, seismic systems, which also employ acoustic waves although with
a lower frequency (< 10 kHz), were developed to explore the subsurface of the
seabed [5]. Two different configurations of a sub­bottom profiling system (SBP) are
established. Either the sound source and the receiver are combined in a transducer
(similar to the SBES and MBES) and mounted on a vessel or separated, as a sound
source (e.g., boomer, sparker, air guns) and receiver (e.g., hydrophone array) towed
behind the vessel (Fig. 1.1). Due to the lower frequencies, the acoustic signal
penetrates into the subsurface where reflection occurs at contrasting impedance
in the sediments. The actual penetration depth depends on the employed signal
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frequency and the geoacoustic properties of the sediment.
While seismic systems are applied for the investigation of the subsurface, SBES,

SSS and MBES are mainly invented to map the seabed. In this context mapping
the seabed is twofold: revealing the seabed morphology (i.e., water depth) and
visualizing the seabed properties (e.g., sediments).

1.1.2. Acoustic imaging of the seabed
Acoustic imaging of the seabed utilizes the backscattered signal that contains in­
formation about the composition of the seabed and about natural or man­made
obstacles such as stones or pipelines. This technique involves two different mech­
anisms. The first one requires that the acoustic sensor is closely above the seabed
where the obstacle hinders the propagation of the acoustic wave (i.e., acoustic
shadowing) [3]. The second process is directly related to the sound scattering
at the seabed, where the frequency, the incident angle and the composition of
the seabed determines the amount of the scattered energy [6]. This process is
physically quantified by the backscatter (BS) strength, which is defined as the ra­
tio between the intensities of the backscattered and incident wave per unit area
(expressed in decibels) [4].

Whereas the acoustic shadowing is mostly beneficial for SSS, the actual mea­
surement of the BS strength is of use for both the SSS and MBES. To derive the
actual BS strength from the received echo at the sonar, the influence of the environ­
ment (e.g., water column properties, seabed morphology) on the sound propaga­
tion as well as system effects (e.g., sonar settings, transducer sensitivity) during the
transmitting and receiving process requires consideration [7]. Sound propagation
effects can be corrected for by measuring the water column properties and using
sound propagation models. On the other hand, imperfect corrections of the system
effects often complicate the measurement of the actual BS strength, and therefore
the measured and processed data are often considered as a relative measure of the
BS strength.

Even though the SSS mostly achieves higher spatial resolution because it is
towed closer to the seabed and thus shorter sound pulses and higher frequencies
can be applied, the MBES outperforms the SSS in terms of BS processing capa­
bilities. Beam steering during sound reception at the MBES not only enables the
determination of the water depth across the sonar swath with an accurate geo­
graphical positioning but also provides the angles of the incoming signals in the
various beams. The measured seabed morphology in combination with the angular
information allows to measure the backscattered signal as a function of the incident
angle on the seabed. This provides the following advantages: firstly, it allows to
produce a precise georeferenced acoustic image, called BS mosaic, in which the
angular dependency of BS is removed; secondly the BS angular response curve,
which is characteristic for each sediment, can be employed as an additional sedi­
ment characterization tool. Measuring remotely the relative BS strength enables to
characterize and distinguish sediments over larger areas with a remarkable quality.
This capability has originated a rapid developing research field of acoustic sediment
and habitat classification in the last two decades with the aim to automatically and
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objectively produce sediment or habitat maps [8].

1.1.3. Acoustic sediment and habitat classification
Traditional sediment or habitat mapping was purely based on in situ measurements
(e.g., bed samples or sediment cores), which were extended to large­scale maps
by interpolation techniques or expert interpretation. In fact, in situ measurements
provide locally a detailed and accurate description of the seabed properties but it is
difficult to obtain an accurate representation of the spatial seabed heterogeneity.

The development of acoustic techniques allowed to couple the conventional in
situ sampling with the extensive acoustic data to extend the detailed information to
a large area and to reveal small­scale heterogeneities. Conventionally, the acoustic
image (i.e., BS mosaic) was divided into regions of similar acoustic characteristics
(known as acoustic facies [9] or acoustic themes [10]) based on expert interpreta­
tion. In a next stage, the ground truth information was used to label the regions
with a corresponding sediment or habitat type [3, 11].

With increasing computing performance, acoustic sediment classification meth­
ods were invented to automatically and objectively classify the acoustic data in order
to produce large­scale thematic maps (e.g., sediment or habitat maps) [10, 12, 13].
In general, the approaches are divided into two different categories, that means,
model (physical) and image­based (empirical) methods [8]. The former compares
different characteristics of the acoustic data, such as the signal echo envelope or
the angular response pattern of the BS strength, with physical models to reveal
the seabed properties via an inversion process [14–16]. Image­based techniques
explore acoustic patterns and statistical relationships of similar BS features (e.g.,
relative BS strength, angular response pattern or textural features) [17, 18]. While
model­based techniques require no ground truth information in theory, this ap­
proach highly depends on a calibrated system and works poorly in complex envi­
ronments where it is difficult to model the interaction of the acoustic pulse with
the seabed. Contrary, image­based techniques need ground truth information, but
can be applied to uncalibrated data and are applicable in complex environments
as long as they are sufficiently sampled. In addition, image­based techniques can
also incorporate other environmental predictors, for instance, bathymetry and their
second derivatives or even hydrodynamic information [19–21].

Image­based techniques can be further grouped into unsupervised and super­
vised classification [8]. Supervised methods (e.g., random forest, decision tree)
require predefined classes of the ground truth data in order to train an algorithm
to map, for example, sediment types (output value) based on the acoustic data
(input value). In an optimal case the trained algorithm allows to determine the
sediment types for all locations covered with acoustic data (e.g., [20]). Unsuper­
vised approaches (e.g., k­means clustering) classify the acoustic data in a first step
by identifying similarities or patterns in the acoustic information. The actual class
labeling using the ground truth information is carried out in a subsequent and inde­
pendent step. The class labeling is conducted by identifying the highest correlation
between the acoustic class and certain sediment properties (e.g., sediment type,
median grain size or shell content) revealed from the ground truth data (e.g., [22]).
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1.2. Scope of the thesis
Acoustic sediment classification based on MBES BS has significantly improved the
way to map marine sediments [8]. While the majority of the scientific studies have
employed a single MBES dataset to map the spatial distribution of sediments or habi­
tats, only a few studies have used repetitive MBES BS measurements to monitor
the seabed over a given time period [23–25]. This becomes, in particular, relevant
when assessments of the impact of anthropocentric activities on the natural marine
system are required. In general, the use of BS data for seabed monitoring is a highly
discussed research issue [7]. As previously outlined, an accurate measurement of
the BS strength suffers from system and environmental effects. The magnitude of
their influence varies among study sites and the operating systems. However, the
actual repeatability of the measured BS level in time and the assessment of the
effect of the environment on the BS level has only been studied to a limited extent
[26–28]. Recently, several studies were conducted for the calibration of the MBES
to tackle the systems effects (e.g., [26, 29]), but the proposed approaches are often
not feasible for every study site. Thus, alternative approaches that allow the use of
MBES BS for monitoring purposes are needed without requiring the system to be
fully calibrated. In addition, feasibility studies in different environments need to be
accomplished. Within the scope of this thesis, two MBES time series1 datasets are
employed that were acquired in a relatively stable environment (Cleaver Bank, The
Netherlands) and a dynamic environment (Ameland inlet system, The Netherlands)
(Fig. 1.2). In the first study, the dataset is investigated by two different unsuper­
vised classification methods with a specific focus on the repeatability of the acoustic
results. In the second study, the value of MBES BS time series measurements, in
addition to MBES bathymetry, to monitor the evolution of a nourished seabed over
time is investigated. At the same time, the influence of the environment and the
sonar system on the actual BS strength is analyzed in order to evaluate the appli­
cability of repetitive MBES BS measurements for seabed monitoring.

Next to the drive to establish MBES BS as a tool for seabed monitoring, the
development of technologies and methodologies to further improve the acoustic
discrimination between different seabed environments is of particular interest. In
general, MBES BS allows to discriminate between various types of sediments. Nev­
ertheless, seabed heterogeneities and limitations in the geoacoustic resolution of
MBES BS can lead to ambiguous mapping results. This occurs when different sed­
iment types or properties have a similar acoustic response resulting in similar BS
levels. As previously described, the BS strength is also dependent on the frequency.
Experimental and theoretical research demonstrated that specific sediment types
have a different acoustic response at various frequencies [30–32]. In that regard,
BS data acquired at multiple frequencies is promising to reduce ambiguous acoustic
classification results. A recent innovation in the MBES technology, which enables
to collect spatially and temporally BS at multiple frequencies, opens a new research

1The terminology time series is used in two different ways. For the majority of the thesis, time series
defines repetitive measurements of MBES backscatter and bathymetry data over time. In the second
case, used mainly in Chapter 6, time series also refers to the acoustic signal measured as a function of
time.
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field with the aim to further increase the acoustic discrimination between different
seabed environments. This research field is still in the initial stage and currently
there is only a limited number of studies that utilizes multispectral BS (e.g., [33–
36]). In order to assess the benefit of multi­frequency MBES data for various en­
vironments, four multispectral datasets (Patricia Bay and Bedford Basin, Canada;
Vlietland Lake and Port of Rotterdam, The Netherlands) are examined in this thesis
(Fig. 1.2) by developing methods to process, interpret and classify the datasets.

In this thesis, a specific focus is given to the Netherlands, since the majority of
the employed MBES datasets were acquired in the Netherlands (Fig. 1.2). To date,
only a few countries implemented and standardized acoustic classification methods
in their national mapping program (e.g., Ireland, Norway). There is still a large
part of the sediments in coastal waters that are either not mapped at all or based
on traditional sediment mapping, i.e., interpolation of sediment samples and cores.
In the case of the Netherlands, acoustic sediment and habitat mapping still play
a subordinate role and current sediment maps in the Dutch North Sea are mainly
based on traditional mapping techniques [37, 38], except for a few studies (e.g.,
[13, 19, 39]). Considering the numerous MBESs installed on different vessels and
the comparatively extensive acquisition efforts in the Netherlands, an establishment
of acoustic sediment classification would support an optimal use of MBES data in
order to map unexplored areas and to improve current sediment and habitat maps.
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Port of Rotterdam
Vlietland Lake

Ameland Inlet
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Cleaver Bank

Patricia Bay

Bedford Basin

Figure 1.2: Geographical overview of the study sites. Black color indicates participation and blue color
indicates no participation in the data acquisition.
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1.3. Research objectives
This chapter visualizes the enormous potential of acoustic classification based on
MBES BS for mapping seabed sediments and habitats. In terms of the state­of­the­
art in MBES technology and acoustic sediment classification, three main research
objectives are defined.

1. Investigation on the applicability of repetitive MBES BS measurements for
environmental monitoring of the seabed.

2. Evaluation of the potential of multi­frequency MBES BS to increase the acous­
tic discrimination between different seabed environments.

3. Development, improvement and comparison of classification methods to gen­
erate large­scale sediment maps from acoustic data with a specific focus on
the Netherlands.

1.4. Thesis outline
Chapter 2 provides information about the acoustic theory with a focus on acoustic
wave propagation, the reflection and scattering process, the sonar equation and
the concept of beamforming and bathymetric measurements. The sonar equation
is used to explain the workflow of processing MBES data. The majority of the data
processing tools are developed within this thesis in order to process the collected
MBES data. In addition, an acoustic BS model, known as the Applied Physics Lab­
oratory (APL) ­ model [40], is described to simulate the BS strength. This model is
utilized for the interpretation of the experimental data and further used as an input
for the developed MBES bottom detection model described in Chapter 6.

Chapter 3 compares current BS­based sediment classification techniques, such
as the Bayesian classification method and the principal component analysis, and
evaluates the repeatability of the classification results using multitemporal MBES
BS datasets2.

Chapter 4 assesses the applicability of repetitive MBES measurements (time se­
ries)2 to monitor sediment distributions with a main focus on the application to
underwater nourishments. Therefore, an evaluation is carried out to investigate to
what extent external sources, other than the seabed properties, affect the mea­
sured BS strength and the acoustic sediment classification.

Chapter 5 presents a novel development of an objective and semi­automatic me­
thod to classify multi­frequency MBES BS data. Furthermore, the use of multi­
frequency BS to increase the acoustic discrimination is analyzed.
2The terminologies multitemporal and time series both indicate MBES measurements over time. In
Chapter 3 the term multitemporal is preferably used because the MBES surveys aimed to cover a large
area without a specific focus on retrieving a series of measurements from the same location. The term
time series, used in Chapter 4, indicates repetitive MBES surveys, which aimed to cover the same area
multiple times.
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Chapter 6 is a follow­up on the previous chapter, where the effect of frequency
dependent signal penetration on multi­frequency BS and bathymetry data is inves­
tigated. A model to simulate the MBES bathymetric measurements in a layered
medium is developed and used as an interpretation tool for the measured multi­
frequency MBES data.

Chapter 7 introduces geostatistical modeling and presents a new approach to clas­
sify interpolated MBES BS to produce full­coverage sediment maps from sparsely
distributed MBES data. The results are compared with traditional sediment maps,
primarily based on bed sampling, and BS­based sediment classification results (i.e.,
Bayesian classification method).

Chapter 8 provides the main conclusions and an outlook for future research.

Published articles
This thesis consists to a large extent of articles that are published in dedicated jour­
nals. These articles present the general theory about underwater acoustics only to
a limited extent, while some information about the data processing are partly re­
peated. Therefore, a theoretical background about underwater acoustics and a
description of the acoustic data processing are provided in the second chapter.
The following chapters contain the main parts of the articles and treat the three
main research objectives. Some repetitions in particular in the different chapter
introductions may occur. To allow the readership to read the chapters individually,
the introduction from the published articles were kept unchanged. Nevertheless,
repeated methodologies and study area descriptions are moved to the chapters
where they are introduced for the first time. Some mathematical symbols, abbre­
viations and terms are modified with respect to the published articles to allow a
consistent notation in this thesis. References to sections and figures among the
chapters are added to indicate the relation between the research published in the
different articles.
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Acoustic theory

Everything should be made as simple as possible, but not simpler.

Albert Einstein

This chapter summarizes some background information about underwater
acoustics to provide sufficient knowledge for a better understanding of subse­
quent chapters. Starting with the wave equation, various measures of sound
are presented. The interaction of sound with the seabed, that means re­
flection and scattering, is explained. A specific focus lies on scattering and
the introduction to the modeling of backscattering. A widely used scattering
model, known as the Jackson model or APL­model, is outlined. The APL­
model is used throughout the thesis to support the interpretation of the multi­
beam backscatter measurements. It is further used as an input for a model
to simulate the backscatter strength in a layered medium and for a model to
simulate the bathymetric measurement of a multibeam echosounder (MBES).
An overview of the working principle of a MBES is provided and the concept
of beamforming is described. Furthermore, the bathymetric measurement
techniques of a MBES, known as amplitude and phase detection, are ex­
plained. The sonar equation, providing the necessary elements to process
MBES data in order to retrieve a measure of the backscatter strength, is
stated. Lastly, the algorithm to account for the seabed morphology, when
retrieving the backscatter from MBES data, is explained.

9
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2.1. Acoustic waves
The wave equation is the basis for describing wave motion in any medium. The
solution of the wave equation, using specific boundary conditions, provides an exact
equation for the propagation of the wave. To derive the wave equation the principle
of the conservation of mass and Newton’s second law are used. Combining both
principles yields to the linear wave equation [41]

Δ𝑝 = 𝜕2𝑝
𝜕𝑥2 +

𝜕2𝑝
𝜕𝑦2 +

𝜕2𝑝
𝜕𝑧2 =

1
𝑐2
𝜕2𝑝
𝜕𝑡2 (2.1)

where 𝑝 is the acoustic pressure of the propagating wave in space 𝑥, 𝑦 and 𝑧 as
a function of time 𝑡, Δ is the Laplace operator and 𝑐 is the propagation speed of
the wave. Here, the medium is assumed to be homogeneous in space. As can be
seen from Eq. (2.1), the wave equation relates the space and time derivatives of
the acoustic pressure describing the propagation of the wave [42]. Considering the
propagation in three dimensions in an isotropic and dissipative medium, it can be
shown that a solution of Eq. (2.1) for a spherical coordinate system is a spherical
pressure wave with the acoustic pressure expressed in the complex notation form
as

𝑝(𝑟, 𝑡) = 𝑝0
1
𝑟 𝑒

𝑖(𝑘𝑟−𝜔𝑡)𝑒−𝛼̂𝑟 (2.2)

where 𝑝0 is the pressure amplitude 1m from the source, 𝑘 is the wavenumber
(𝑘 = 𝜔

𝑐 ) and 𝜔 is the circular frequency defined as 𝜔 = 2𝜋𝑓 with 𝑓 the frequency of
the acoustic wave. Here, 𝑟 is a space variable which defines the distance from the
observer location to the source. The term 1/𝑟 describes the decrease of the pres­
sure amplitude 𝑝 with 𝑟 caused by the spherical energy spread of the expanding
wavefront, known as spherical spreading. The term 𝑒−𝛼̂𝑟 considers the decay of the
pressure amplitude due to scattering and absorption, known as sound attenuation.
This scattering implies a redistribution of energy in angles away from the original
propagation direction without an overall energy loss and absorption involves a con­
version to a different energy form (mostly heat) [2]. Here, attenuation is defined
by the parameter 𝛼̂ (expressed in Neper/m). For convenience the attenuation is
generally expressed by the attenuation coefficient 𝛼 in decibel per meter [dB/m],
with respect to 𝛼̂ via 𝛼 = 20𝛼̂ log 𝑒.

Restricting the wave propagation into a single direction 𝑥, i.e., the pressure does
not depend on 𝑦 and 𝑧, the 3D wave equation (Eq. (2.1)) is simplified to 1D and its
solution is

𝑝(𝑥, 𝑡) = 𝑝0𝑒𝑖(𝑘𝑥−𝜔𝑡) (2.3)

with a constant amplitude 𝑝0 and a phase depending on a single Cartesian space
coordinate 𝑥. The phase of this wave (i.e., 𝑘𝑥 − 𝜔𝑡) is constant at all points in
a plane perpendicular to the x­axis. Hence this wave is called plane wave with
plane wavefronts of constant peak­to­peak amplitudes normal to the propagation
direction. Taking the real part of Eq. (2.3) gives the acoustic pressure 𝑝 in the
trigonometric notation form [2]

𝑝(𝑥, 𝑡) = 𝑝0 cos(𝑘𝑥 − 𝜔𝑡). (2.4)
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Plane waves and spherical waves are the main tools to model the propagation of
acoustic waves. Although sources of underwater sound are in practice point sources
generating spherical waves, at a certain distance from the source the curvature of
the spherical wavefront is negligible. When these conditions are satisfied, plane
waves can be assumed for modeling local processes such as scattering. Spherical
waves are descriptive when the decrease of the amplitude with the propagation
from a point­like source must be considered (e.g., accounting for transmission loss
in sonar processing) [4].

Compressional and shear waves
In fluids, such as water, solely acoustic waves also known as longitudinal waves,
compressional waves or P­waves exist. When traveling through the medium, these
waves generate compression and extension in successive regions parallel to the
propagation direction. In these regions the particles are displaced and the local
density is changed with respect to the equilibrium density. These density changes
are subject to a restoring force, which is determined by a parameter of the medium,
known as bulk modulus. It can be shown that the speed of a compressional wave
𝑐𝑝 in a fluid, also known as sound speed, can be related to the density 𝜌 and the
bulk modulus 𝐵 as follows [2]

𝑐𝑝 = √
𝐵
𝜌 . (2.5)

When sound interacts with an object or the seabed, i.e., solid medium, a sec­
ond wave type exists. This wave generates a displacement perpendicular to the
propagation direction and is called shear wave, transversal wave or S­wave. The
transverse motion is subject to a restoring force proportional to the displacement.
The proportionality constant relating the restoring force to the displacement is the
shear modulus (i.e., ratio of shear stress to shear strain). The shear wave velocity
𝑐𝑠 can be related to the density 𝜌 and the shear modulus 𝜇 as follows [2]

𝑐𝑠 = √
𝜇
𝜌 . (2.6)

Given a fluid medium, the shear modulus becomes zero and consequently, as seen
in Eq. (2.6), fluids do not allow propagation of shear waves.

The sound speed in the water column varies with temperature, salinity and
pressure due to the depth. In practice, the sound speed in the water column can be
either directly measured using a small acoustic transducer and a reflecting surface
or indirectly retrieved from the measurements of other variables via an empirical
equation such as [43]

𝑐𝑝 = 1449+4.6𝑇𝑤−0.055𝑇2𝑤+0.00029𝑇3𝑤+(1.34−0.01𝑇𝑤)(𝑆𝑎−35)+0.016ℎ (2.7)

with 𝑐𝑝 the sound speed (in m/s), 𝑇𝑤 the water temperature (in ∘C), 𝑆𝑎 the salin­
ity (in PSU) and ℎ the water depth (in m). This equation is limited to a depth of
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1000m. Typical sound speeds in the oceans vary between 1450 and 1520m/s. In
shallow water environments, such as the study areas presented in this work, the
water masses can be well mixed and thus the sound speed variations within the
water column are small (Fig. 2.1). The difference among the sound velocity pro­
files are caused by seasonal temperature variations and location dependent salinity
variations. The study areas differ between pure freshwater (Vlietland Lake), mixed
zones with a fluvial and marine influence (Port of Rotterdam), coastal zones with a
tidal influence (Ameland inlet), coastal basins connected to the open sea (Bedford
Basin and Patricia Bay) and the open sea (Cleaver Bank).
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Figure 2.1: Examples of measured sound speeds in the study areas for a given time instant and location.
The geographical location of the study areas are shown in Fig. 1.2.

2.1.1. Measure of sound
The propagation of sound exhibits acoustic energy consisting of a kinetic (particle
motion) and a potential part (work by elastic forces) [4]. Here, the acoustic intensity
𝐼 is defined as the mean energy carried by an acoustic wave per unit area. For a
plane wave, the acoustic intensity 𝐼 is related to the acoustic pressure amplitude 𝑝0
or the root­mean­square (rms) pressure 𝑝rms as follows

𝐼 = 𝑝20
2𝜌𝑐 =

𝑝2rms

𝜌𝑐 . (2.8)

The 𝑝rms represents an effective value and is obtained for a plane harmonic wave
with amplitude 𝑝0 via

𝑝2rms =< 𝑝2 >=
1
𝑇𝑒
∫
𝑇𝑒

0
𝑝20 sin2(𝑘𝑥 − 𝜔𝑡)d𝑡 =

𝑝20
2 (2.9)

with <> describing the mean and 𝑇𝑒 the integration time. Another measure is the
acoustic power 𝑃 received by an area 𝐴, which is linked to the intensity 𝐼 via

𝑃 = 𝐼𝐴 = 𝑝2rms

𝜌𝑐 𝐴. (2.10)
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Due to the large range of the measured magnitudes, acoustic levels are com­
monly presented in decibels (logarithmic scale). Note that the use of decibel values
requires a reference level. The pressure reference 𝑝ref in underwater acoustics is
1 µPa, which corresponds to a reference value in intensity of 𝐼ref= 6.7 × 10−19W/m2
with 𝜌= 1000 kg/m3 and 𝑐= 1500m/s. It follows that the absolute pressure and
intensity level in decibel relative to 1 µPa are expressed as

𝑝dB = 20 log (
𝑝
𝑝ref

)

𝐼dB = 10 log (
𝐼
𝐼ref
)

(2.11)

where the notation is dB re 1 µPa.

2.2. Interaction of sound with the seabed
The interaction of sound with the seabed comprises reflection, transmission and
scattering. The contribution of each physical process varies with the frequency and
incident angle of the acoustic wave, the geoacoustic parameters of the sediment
and the roughness of the surface. In the ideal case of a perfectly flat surface the
sound is reflected and transmitted while scattering is absent. The surface then
acts as an acoustic mirror reflecting most of the sound at an angle equal to the
incident angle (the other part is transmitted into the second medium). However,
surfaces, such as the seabed, always exhibit a certain degree of roughness and
heterogeneity inducing scattering of the acoustic energy to all angles. Scattering is
most significant when the acoustic wavelength is comparable or smaller than the
roughness and heterogeneity scale [4].

The interaction of sound with the seabed and subsurface can be described with
an increasing complexity by assuming the sediment to be a fluid, elastic or poroe­
lastic medium. In general, scattering and reflection in marine sediments are ade­
quately modeled by assuming them to be a fluid [6]. This simplifies the acoustic
modeling as, for example, shear waves can be neglected (Section 2.1, Eq. (2.6)).
The remaining part of this chapter considers the marine sediments as a fluid when
describing the interaction of sound with sediments. Therefore, the subsequent
chapters only deal with compressional waves and for simplification the compres­
sional wave speed (also called sound speed) is defined as 𝑐 instead of 𝑐𝑝.

2.2.1. Reflection and transmission
Consider a plane acoustic wave arriving at a flat interface between two media with
different geoacoustic properties. This interaction can be described by a balance
between the incident, the transmitted and the reflected wave (Fig. 2.2). The conti­
nuity condition of the acoustic field at the interface and the change of the medium
properties (e.g., from water to sediment) describe the alteration of the propagation
characteristics of the acoustic wave.

Firstly, the incident wave, arriving with an angle 𝜙1 at the interface, is sym­



2

14 2. Acoustic theory

metrically reflected relative to the normal to the interface. This is called specular
reflection and generates a reflected wave propagating with an angle 𝜙1.

Secondly, the incident wave is transmitted into the second medium and the
propagation direction 𝜙2 of the so­called refracted wave can be expressed via Snells
law

sin(𝜙2)
sin(𝜙1)

= 𝑐2
𝑐1

(2.12)

with 𝑐1 and 𝑐2 as the compressional wave speed in the first and second medium,
respectively.

Finally, the relation between the incident pressure 𝑝𝑖, reflected pressure 𝑝𝑟 and
transmitted pressure 𝑝𝑡 is defined via the reflection coefficient 𝑅 = 𝑝𝑟/𝑝𝑖 and trans­
mission coefficient 𝑇 = 𝑝𝑡/𝑝𝑖. The reflection and transmission coefficient are ex­
pressed as

𝑅(𝜙1) =
𝜌2𝑐2 cos𝜙1 − 𝜌1𝑐1 cos𝜙2
𝜌2𝑐2 cos𝜙1 + 𝜌1𝑐1 cos𝜙2

, (2.13a)

𝑇(𝜙1) =
2𝜌2𝑐2 cos𝜙1

𝜌2𝑐2 cos𝜙1 + 𝜌1𝑐1 cos𝜙2
= 1 + 𝑅(𝜙1). (2.13b)

with the subscripts 1 and 2 denoting the water and sediment layer, respectively.
As visualized in Fig. 2.2, coarse sediments (e.g., sandy gravel) exhibit higher

reflection and transmission coefficients than fine sediments (e.g., sandy mud) due
to the higher density and sound speed. A seabed with a sound speed larger than
that in water exhibits a critical angle 𝜙crit, for which 𝜙2= 90° implying that all
refracted energy travels horizontally. This prevents sound transmission into the
second medium for all angles larger than the 𝜙crit, resulting in total reflection indi­
cated by |𝑅|= 1. (Fig. 2.2). In a seabed with a sound speed smaller than that in
water, a critical angle does not exist, but instead there is an angle of intromission
𝜙int. At this angle the acoustic energy is fully transmitted into the seabed without
any reflection (Fig. 2.2) [6].
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Figure 2.2: Flat­interface a) reflection and b) transmission coefficient for representative sandy mud and
sandy gravel seabed. Geoacoustic parameters are retrieved from Hamilton [44] (see Appendix B.1).
Water: 𝑐1= 1479m/s, 𝜌1= 1000 kg/m3; sandy mud: 𝑐2= 1460m/s, 𝜌2= 1149 kg/m3, 𝛼2= 12.6 dB/m;
sandy gravel: 𝑐2= 1977m/s, 𝜌2= 2492 kg/m3, 𝛼2= 41.0 dB/m. Solid lines visualize lossless case (𝛼2=
0) and dashed lines indicate lossy case (𝛼2= see above).
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Sediments represent in general a dissipative medium (or lossy medium). This
loss is typically accounted for by introducing a complex sound speed 𝑐̃, and is ex­
pressed as a function of the sediment attenuation coefficient 𝛼̂2 and the circular
frequency 𝜔 as follows

𝑐̃2 = 𝑐2 −
𝑖|𝑐2|2𝛼̂2
𝜔 . (2.14)

Using the complex sound speed 𝑐̃2 in Eq. (2.13), the description of sound reflec­
tion and transmission requires small modifications. It thus follows that there is no
perfect reflection in contrast with the ideal fluid case (non dissipative). This implies
that the acoustic wave can be transmitted and propagated through the subsurface
even beyond the critical angle (see Fig. 2.2). Furthermore, Eq. (2.14) implies that
attenuation effects in sediments are conventionally expressed with the complex
sound speed [4].

The presented reflection model, based on the fluid theory, is an idealization of
a perfect flat interface and is not expected to simulate all acoustic interaction with
the seabed [6].

2.2.2. Scattering
For high­frequency acoustics, the actual roughness and heterogeneity of the seabed
become important and the sound interaction with the seabed is more complex.
Irregularities at the interface scatter the incident wave in angles away from the
angle of reflection [2]. The scattering is described by the fundamental ratio called
scattering cross section. It is a ratio of the intensity of the sound scattered by a
unit area 𝐼𝑠 to the incident plane wave intensity 𝐼𝑖 measured at a distance of 1m
to the scattering source (Fig. 2.3). Accordingly, the scattering cross section 𝜎𝑠 is
defined with respect to the incident angle 𝜙𝑖 and the scattered angle 𝜙𝑠 as follows

𝜎𝑠(𝜙𝑖 , 𝜙𝑠) =
𝐼𝑠(𝜙𝑠)
𝐼𝑖(𝜙𝑖)

(2.15)

with 𝜎𝑠 as a dimensionless ratio defined per unit area and per unit solid angle1.
Considering only the scattering back towards the direction of the incoming wave,
i.e., 𝜙𝑖 = 𝜙𝑠, the backscattering cross­section 𝜎𝑏 is obtained

𝜎𝑏(𝜙𝑖) =
𝐼𝑠(𝜙𝑖)
𝐼𝑖(𝜙𝑖)

. (2.16)

For the specific condition of 𝜙𝑖 = 𝜙𝑠, 𝐼𝑠 is noted as 𝐼𝑏, which is called the backscat­
tered intensity per unit area. The more widely used term is the backscatter strength
𝐵𝑆 which is the decibel equivalent to the backscattering cross section [46]

𝐵𝑆(𝜙𝑖) = 10 log(𝜎𝑏(𝜙𝑖)) = 10 log (
𝐼𝑏(𝜙𝑖)
𝐼𝑖(𝜙𝑖)

) (2.17)

1In this thesis the scattering cross section is defined as a dimensionless ratio of two intensities in agree­
ment with the Applied Physics Laboratory model (APL­model) [40, 45]. For example, Urick [46] men­
tioned that the scattering cross section can also be defined as the ratio of the scattered power to the
incident intensity.
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with 𝐵𝑆 defined in decibel per 1m2 at 1m distance from the source2. The target
strength 𝑇𝑆 defines the scattering from an arbitrary area or object and is related to
the backscatter strength as follows

𝑇𝑆(𝜙𝑖) = 𝐵𝑆(𝜙𝑖) + 10 log(
𝐴
𝐴0
) (2.18)

with 𝐴0= 1m2 as the reference unit.

1m

Ii

Is

Unit area = 1m2

Figure 2.3: Conceptual definitions of backscatter strength 𝐵𝑆 and backscattering cross section 𝜎𝑏.

Lambert’s law
The angular backscatter response from a rough surface at high frequencies of both
sound and light can be approximated by Lambert’s law [47]. Let sound of intensity
𝐼𝑖 be intercepted at an angle 𝜙𝑖 on an area 𝐴 on the seabed. The acoustic power
arriving at that area is 𝑃𝑖 = 𝐼𝑖𝐴 cos𝜙𝑖. This power is assumed by Lambert’s law
to be radiated proportional to the cosine of the scattering angle 𝜙𝑠, so that the
scattered intensity 𝐼𝑠 at a unit distance in direction 𝜙𝑠 can be written as [46]

𝐼𝑠 = 𝑢𝐼𝑖 cos𝜙𝑖 cos𝜙𝑠𝐴 (2.19)

with 𝑢 a proportionality constant. For a unit area the decibel equivalent of Lambert’s
law is

10 log 𝐼𝑠𝐼𝑖
= 10 log𝑢 + 10 log(cos𝜙𝑖 cos𝜙𝑠) (2.20)

and for the backscattered direction, with 𝜙𝑖 = 𝜙𝑠, [46]

𝐵𝑆(𝜙𝑖) = 10 log𝑢 + 10 log(cos2 𝜙𝑖) = 10 log𝑢 + 20 log(cos𝜙𝑖). (2.21)

Assuming no transmission into the lower medium and an equal distribution over the
upper half­space, it can be shown by integration that 𝑢 = 1/𝜋. The backscatter
2As mentioned previously in this thesis, 𝐵𝑆(𝜙𝑖) is not only angular dependent but also frequency de­
pendent. In general, a MBES generates signals with a very narrow frequency bandwidth (i.e., can be
considered as single­frequency or monochromatic) and therefore the common notation of the backscat­
ter strength does not explicitly include the frequency dependency. Still, the backscatter strength can
be written as 𝐵𝑆𝑓(𝜙𝑖) or 𝐵𝑆(𝜙𝑖 , 𝑓). The same holds for the backscattering cross­section 𝜎𝑏(𝜙𝑖) and
the target strength 𝑇𝑆(𝜙𝑖).
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strength at normal incidence is therefore 10 log(1/𝜋) = −5 dB and defines the
upper limit of 𝐵𝑆. Field observations of scattering from rough interfaces (e.g., rocky
seabed) indicate that Lambert’s law might be applicable for the entire angular range
for these sediments while for fine sediments the validity is limited to oblique and
grazing angles [4].

Interface roughness and volume scattering
More sophisticated scattering models distinguish between interface roughness scat­
tering (also known as interface scattering or roughness scattering) and volume
scattering

𝜎𝑏(𝜙) = 𝜎𝑟(𝜙) + 𝜎𝑣(𝜙) (2.22)

with 𝜎𝑏, 𝜎𝑟 and 𝜎𝑣 as dimensionless cross sections per unit area and solid angle. In­
terface roughness scattering 𝜎𝑟 is caused by the relief of the interface. Volume scat­
tering 𝜎𝑣 results from the transmission of the incident wave into the sediment and
scattering at heterogeneities within the sediment volume (Fig. 2.4). The contribu­
tion of both scattering mechanisms depends on the sediment type and the incident
angle. While in general for coarse sediments the interface scattering dominates
over the entire angular domain, volume scattering becomes generally dominant at
oblique angles for fine sediments (an example is given in Fig. 2.5).

For interface scattering the relation between the acoustic wavelength and the
interface relief is crucial. This can be quantified by the Rayleigh parameter [48]

𝑅𝑎 = 2𝑔𝑘 cos𝜙 (2.23)

with 𝑔 the standard deviation of the interface relief amplitude and 𝑘 = 2𝜋/𝜆 the
wavenumber. Here, 𝜆 is the acoustic wavelength, being related to the acoustic
frequency via 𝑐 = 𝑓𝜆. A high Rayleigh parameter (𝑅𝑎 >> 1) indicates an acousti­
cally rough interface with a dominance of scattering and negligible contribution of
the coherent reflection whereas a low value (𝑅𝑎 << 1) represents an acoustically
smooth interface with higher importance of reflection. As it can be expected from
Eq. (2.23), modeling the interface scattering requires statistical information on the
seabed roughness.

The interface scattering can be described by the facet reflection domain around
normal incidence and using the Bragg scattering domain at oblique and grazing inci­
dence (Fig. 2.4) [4]. The facet reflection assumes the seabed to consist of numerous
facets with a random orientation distributed over the average surface plan. Each
of the facets reflects the incident wave around its specular reflection. The majority
of the facets is oriented parallel to the interface. It follows, that with increasing
incidence angle less facets with a specular reflection equal to the incoming wave
direction exist and therefore the BS strength is maximum around normal incidence
[4]. Bragg scattering occurs when the incident acoustic wave, with a wavelength
small compared to the micro­scale roughness (i.e., high Rayleigh parameter), is
scattered at points (i.e., scatterers) along the interface and undergoes construc­
tive interference. Constructive interference exists when the scattered waves are in
phase due to the fact that the difference between the path length of the scattered
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Figure 2.4: Sound interaction with a rough interface. Physical processes of volume scattering and inter­
face roughness scattering (i.e., specular reflection and micro­scale roughness scattering) are presented.

waves are equal to an integer multiple of the wavelength: 2𝛿𝑥 sin𝜙 = 𝑛𝜆, with 𝛿𝑥
the distance between the scatterers and 𝑛 = 1, 2, ... as a positive integer.

The volume scattering results from sediment heterogeneities consisting of con­
tinuous fluctuations of geoacoustic parameters and discrete heterogeneities (e.g.,
gas bubbles, shells or stones) in the sediment volume. The volume backscatter
strength associated to the sediment heterogeneities are either treated empirically
[45, 49] or the discrete scatterers are modeled individually and the contributions
are incoherently summed [50]. Furthermore, volume scattering needs to account
for the sound transmission through the water­sediment interface (Eq. (2.13)b) and
for the ensonified sediment volume which is bounded by the sound absorption in a
semi­infinite sediment layer.

2.2.3. Applied Physics Laboratory model (APL­model)
Scattering models are based on the synthesis between models for roughness scat­
tering and volume scattering. Interface roughness scattering models are grouped
into the scattering approximation being used [6]. The most commonly used rough­
ness scattering models are the Kirchhoff approximation (also known as tangent­
plane approximation) and small­roughness perturbation method (sometimes re­
ferred as Rayleigh­Rice perturbation theory). The Kirchhoff approximation is most
applicable in the facet reflection domain around normal incidence and the pertur­
bation method in the Bragg domain at oblique and grazing incidence [6]. Further­
more, the sediment can be treated with an increasing complexity as fluid, elastic or
poroelastic medium.

In this thesis the APL­model [40], which is a modified version of the model de­
veloped by Jackson et al. [49], is employed (Fig. 2.5). This model assumes the
sediment to be a semi­infinite, dissipative and homogeneous fluid without layering
or gradients. The APL­model has implemented the Kirchhoff approximation around
normal incidence and the composite roughness approximation for oblique and graz­
ing incidence angles [4]. The latter is based on the small­roughness perturbation
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approximation including corrections for acoustic shadowing and large­scale bottom
slopes. Beside the signal parameters (𝑓, 𝜙) and the geoacoustic parameters of the
sediment (𝜌, 𝑐, 𝛼, 𝜎̂𝑣) and water (𝜌, 𝑐), the spectral exponent 𝛾 and the spec­
tral strength 𝜂 describing the roughness of the sediment are required for both the
Kirchhoff and composite roughness approximation (Table 2.1).
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Figure 2.5: APL­model: Backscatter strength at 90 kHz for representative sandy mud and sandy gravel
seabed. Individual contribution of roughness and volume scattering are shown as well. Same geoacous­
tic parameters as used in Fig. 2.2 are employed. In addition, sandy mud: 𝛾= 3.25, 𝜂= 5.17 × 10−4 cm4,
𝜎̂𝑣= 0.001; sandy gravel: 𝛾= 3.5, 𝜂= 2.19 × 10−2 cm4, 𝜎̂𝑣= 0.002 are used (see also Appendix B.1).

For very rough seabeds (e.g., gravel and rock), the corresponding roughness
parameters fall outside the validity range of the Kirchhoff and composite roughness
approximation. Therefore, the APL­model employs an empirical equation referred
to as large­roughness scattering approximation, which is still based on the main
input parameters of the Kirchhoff and composite roughness method.

All above means that interface roughness scattering is modeled by a synthesis
between the following models:

• The Kirchhoff approximation is valid for smooth to moderately rough bottoms
(e.g., clay to sand) and incident angles near normal incidence.

• The composite roughness approximation is valid for smooth to moderately
rough bottoms (e.g., clay to sand) and incident angles away from normal
incidence.

• The large­roughness scattering approximation is used for very rough bottoms
(e.g., gravel and rock) for the entire angular range.

To achieve a smooth transition between the validity domain of each model an in­
terpolation is used.

The expression for volume scattering in the APL­model accounts for the effect
of refraction at a perfectly flat water­sediment interface and attenuation in a sta­
tistically homogeneous sediment. It is further generalized to allow for the effect of
attenuation on the transmission coefficient and to correct for acoustic shadowing
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Table 2.1: Signal and geoacoustic input parameters for the APL­model. The APL­model consists of
the Kirchhoff approximation (KI), composite roughness approximation (CO), large­roughness scattering
approximation (LA) and volume scattering approximation (VO). Column ”Model” indicates in which model
the parameter is required. Column ”Medium” indicates for which medium the parameter needs to be
determined (i.e., sediment (S) or water (W)).

Symbol Definition Unit Medium Model

𝜙 Incident angle [°] ­ KI/CO/LA/VO
𝑓 Frequency [Hz] ­ KI/CO/LA/VO
𝜌 Density [kg/m3] W/S KI/CO/LA/VO
𝑐 Sound speed [m/s] W/S KI/CO/LA/VO
𝛼 Attenuation coefficient [dB/m] S KI/CO/LA/VO
𝛾 Spectral exponent [­] S (bottom relief) KI/CO/LA
𝜂 Spectral strength [cm4] S (bottom relief) KI/CO/LA
𝜎̂𝑣 Volume parameter [­] S VO

and large­scale bottom slopes [40]. The actual scattering by the sediment het­
erogeneities is treated empirically using the volume scattering parameter 𝜎̂𝑣. No
attempt was made to relate 𝜎̂𝑣 to a specific scattering mechanism [49]. Instead
reasonable values were obtained by comparing the model predictions with experi­
mental data [40]. This is in contrast to the roughness scattering where 𝛾 and 𝜂 are
measurable variables (e.g., via stereophotography). A detailed description of the
APL­model is provided in Appendix B.

2.3. Multibeam echosounder theory
2.3.1. Multibeam echosounder and ancillary sensors
A MBES has a transmission and a reception module, which can be either separated
into two units (e.g., R2Sonic 2026) or both located in one unit (e.g., Kongsberg
EM2040C and EM3002) (Fig. 2.6). The transmission and reception module form the
sonar head. Some MBESs, such as a specific version of the Kongsberg EM 2040C
(Fig. 2.6), have two sonar heads mounted with a certain angle to each other to
obtain a increased seabed coverage. Transducer arrays, for transmission (array of
projectors) and reception (array of hydrophones) of the acoustic signal, are located
within each module.

Most transducers utilize the piezoelectric effect inherent to certain ceramics to
generate and receive an acoustic signal [4]. Applying an electrical field to a piezo­
electric material induces a mechanical deformation. A mechanical deformation on
the other hand generates an acoustic wave. At reception, the behavior of the
piezoelectric material is inverse. An acoustic wave applies a certain stress to these
materials which generates an electrical voltage.

In addition to the projector array, the transmission module contains a power
supply, signal generator, power amplifier and impedance matching unit [4]. The
power supply is responsible for a constant and sufficient electrical energy at the
transmitting line. The signal generator generates a low­voltage electrical signal
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with a given frequency, duration and phase content. The power amplifier trans­
forms the low­ to a high­voltage signal in order to allow the transducer (i.e, array
of projectors) to generate the expected sound level. At the same time, the am­
plifier needs to guarantee a low distortion rate of the already shaped signal. The
impedance matching unit improves the power transfer of the electrical load from the
amplifier to the transducer. In the most advanced MBES, the transmission module
also adjusts the angular distribution of the transmitter energy with respect to the
platform motion (i.e., pitch stabilization).

The receiving module consists of the hydrophone array as well as a preamplifier,
analog to digital converter (ADC) and filters. It carries out the echo level correction
as a function of time (TVG) to keep the signal in the dynamic range of the receiver
and performs the conversion from the electrical voltage to digitized values via the
ADC. Furthermore, the receiving module performs frequency filtering, corrections
for the platform motion (i.e., roll stabilization), beamforming and the bathymetric
measurements (via amplitude detection or phase detection [51]).

Sonar head 1 Sonar head 2

Reception module

Transmission module

Kongsberg EM 2040C R2Sonic 2026

Motion sensor

Sond velocity 
probe

Position sensor (RTK)

R2Sonic MBES

Ancillary sensorsa) b) c)

Figure 2.6: a) High­frequency dual­head Kongsberg EM2040C MBES used in the Ameland inlet (Chap­
ter 4) (200 to 400 kHz). b) High­frequency single­head R2Sonic 2026 MBES (90 to 450 kHz). This system
was used in the Bedford Basin and Patricia Bay in Canada (Chapter 5) and in the Port of Rotterdam and
Vlietland Lake in the Netherlands (Chapter 6). The location of the study sites are shown in Fig. 1.2 c)
Ancillary sensor installation during the survey in the Vlietland Lake.

In order to obtain accurate bathymetric and backscatter measurements, the
MBES needs to receive and process data from ancillary sensors: a positioning sys­
tem for the geographical location of the vessel, a motion sensor for corrections
of the vessel movement, a sound velocity probe at the receiving module for ac­
curate beamforming and a sound velocity profiler (SVP) for the water column to
provide input for the ray tracing (Fig. 2.6). Different positioning systems are in
use with an increase in accuracy from GPS (Global positioning system, ∼meter­
level) over DGPS (Differential GPS, ∼decimeter­level) to RTK (Real­time kinematic,
∼centimeter­level) [52]. Via a graphical user interface (GUI) installed on an ex­
ternal computer, the operating parameters for the MBES and the ancillary sensors
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are controlled, the real­time processing results are visualized and the MBES data is
stored. A sonar interface module (SIM) communicates with the GUI, receives the
data from the MBES and the ancillary sensors, time tags the sensor data and relays
the data streams to the sonar head.

2.3.2. Concept of beamforming
The MBES is an active sonar, that means it serves as a sound source and also as
a receiver. During reception, beamforming (also know as beam steering) allows to
realize the maximum acoustic response in a given angular direction. Hence, beam­
forming in reception works as a spatial filter by filtering out sound from unwanted
directions (e.g., noise) and echoes from other locations at the seabed [2]. During
transmission, the transducer array can be electronically steered to account for the
platform motion in order to provide a narrow angular distribution of the acoustic
energy vertically into the water column.

The intrinsic requirement for beamforming is the availability of at least two re­
ceiver or projector elements. The signals, arriving at each element, are combined
in order to achieve constructive interference for sources located (i.e, scatterers) at
particular angles whereas others experience destructive interference. Let’s assume
a plane acoustic wave propagating in the x­y plane towards an array consisting of
𝑀 elements aligned along the x­axis (Fig. 2.7). The summed output is maximum
if the wavefront arrives from a direction perpendicular to the array. In that case
all receiver elements of the array receive the signal at the same time and summing
their measured signal yields to constructive interference. In case that the wave­
front impinges with an angle 𝜙 between the propagation direction and the plane
normal to the array axis, as shown in Fig. 2.7, the receiver elements 𝑚 receive the
signal delayed by the additional time necessary for sound to travel to the different
receivers. For example, at receiver element 𝑚1 the signal arrives 𝑡1 later compared
to the reference element 𝑚0, and so on. The delay can be expressed in space with
𝜙 or in time with 𝑡𝑚 as follows

sin𝜙 =
𝑑𝑒1
𝛿𝑥 ,

𝑑𝑒2
2𝛿𝑥 and 𝑡1 =

𝑑𝑒1
𝑐 , 𝑡2 =

𝑑𝑒2
𝑐 (2.24)

where 𝑑𝑒 is the propagation­path delay and 𝛿𝑥 is the distance between each ele­
ment. The corresponding phase delay Δ𝜑 for element 𝑚1 is

Δ𝜑 = 𝜔𝑡1 = 2𝜋𝑓
𝑑𝑒1
𝑐 = 2𝜋

𝜆 𝑑𝑒1 = (
2𝜋
𝜆 sin𝜙)𝛿𝑥. (2.25)

By writing the phase delay of the signal in the complex notation form 𝑒𝑖
2𝜋
𝜆 sin𝜙𝛿𝑥,

the summation over all receiver elements leads to the acoustic array response with
respect to the incoming wave direction 𝜙 as follows (modified from [46])

𝐺(𝜙) =
𝑀−1

∑
𝑚=0

𝑒𝑖
2𝜋
𝜆 sin𝜙𝛿𝑥𝑚 . (2.26)
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Figure 2.7: Acoustic wave impinging on an array consisting of 𝑀 receiver elements.

The concept of phase delays can also be used to amplify acoustic waves from selec­
tive directions (i.e., angles) by applying electronic delays to the receiver elements.
In case the electronic delay, related to angle 𝜃 which is known as the steering an­
gle, is such that the delays correct the differences in travel time for the incoming
wave (angle 𝜙), constructive interference results in a maximization of the output
pressure. Localizing the maximum pressure yields to an estimate of the direction
of the incoming wave. The acoustic array response for a steered direction 𝜃 can be
written as

𝐺(𝜙, 𝜃) =
𝑀−1

∑
𝑚=0

𝑒𝑖
2𝜋
𝜆 (sin𝜙−sin𝜃)𝛿𝑥𝑚 . (2.27)

Here, 𝐺(𝜙, 𝜃) is the acoustic array response for the given steering direction 𝜃 with
respect to the incoming wave direction 𝜙. The squared magnitude of the normalized
array response for an incident plane wave, known as the beam pattern of the array,
is [2]

𝑏𝑝(𝜙, 𝜃) = |
𝐺(𝜙, 𝜃)
𝐺𝑚𝑎𝑥

|
2
= |

𝑀−1
∑
𝑚=0

𝑒𝑖𝑘(sin𝜙−sin𝜃)𝛿𝑥𝑚

𝑀 |
2

(2.28)

with 𝑘 = 2𝜋
𝜆 the wavenumber .

Fig. 2.8 visualizes the beam pattern for two steering angles obtained from
Eq. (2.28). The main lobe, quantified as the half power width (or −3 dB width)
and known as the beam width Ω, defines the spatial resolution of the beamform­
ing. The main lobe increases by 1/ cos(𝜃) with increasing steering angle, as seen
in Fig. 2.8. Next to the main lobe, the undesirable side lobes are located, which
add noise from other directions than the steering direction. They can be reduced by
accounting for the contribution of the individual elements to a lower and higher ex­
tent. This is accomplished by using weighting functions, e.g., Hanning or Hamming
weighting. The disadvantage is a broadening of the main lobe.
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Figure 2.8: Beam pattern for two steering angles. The y­axis presents the beam pattern 𝐵𝑃 in decibels
retrieved via 𝐵𝑃 = 10 log(𝑏𝑝) and the x­axis shows the arriving angle 𝜙 of the wavefront.

2.3.3. Bathymetric measurements
Bathymetric measurements require the estimation of the travel time of the signal
to the seabed. In MBESs, the time of arrival is estimated from the amplitude of the
signal or the interferometric phase (known as phase detection) [53]. In general,
amplitude detection is applicable around nadir (i.e., vertically below the vessel) and
phase detection is used away from nadir.

Amplitude detection
Amplitude detection uses either the maximum amplitude of the receiving signal or
is based on the computation of the center of gravity (COG) of the signal envelope.
The time of arrival 𝑡𝐷 (two­way travel time) in the COG method is estimated from
the acoustic pressure 𝑝 as [53]

𝑡𝐷 =
∑𝑡𝑗𝑝(𝑡𝑗)
∑𝑝(𝑡𝑗)

(2.29)

where 𝑡𝑗 is the time sample. As shown in the equation, the COG requires a sum­
mation over the samples with the indices 𝑗.

Interferometry
The interferometry principle is based on constructive and destructive interference
between acoustic waves (or electromagnetic waves). Considering two waves from
coherent sources, the resulting intensity depends on the phase difference between
both waves [4]. As already shown in Fig. 2.7 for the beamforming, the phase delay
Δ𝜑 from a coherent source (e.g., scatterer at the seabed) between two receivers
is geometrically related to the path­length difference 𝑑𝑒 via Eq. (2.25). While in
beamforming the sensitivity of the array is increased in a given angular direction by
applying a time delay to the receiver elements, in interferometry the accurate time
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of arrival is estimated using the measured phase difference between two closely
located receivers.

In order to perform phase detection with a MBES, the full array is divided into two
sub­arrays. In a first step the received signals on both sub­arrays are beamformed
focussing the two sub­arrays in the desired direction (e.g., 64° in Fig. 2.9). As a next
step, the phase difference Δ̂𝜑 between these two signals is calculated, providing
an estimate of the arrival time of the signal. In general, a sub­array represents
half of the receiving elements of the full­array of a MBES. The phase difference Δ̂𝜑
between the complex signal envelopes 𝑠𝐴 and 𝑠𝐵 measured at sub­array A and B is
calculated as [54]

Δ̂𝜑 = arg{𝑠𝐴𝑠∗𝐵} (2.30)

where 𝑠∗𝐵 denotes the complex conjugate of the signal measured at sub­array B. In
general, both variables Δ𝜑 and Δ̂𝜑 represent a phase difference. Nevertheless, Δ𝜑
is called phase delay to indicate that this is a theoretical expression whereas Δ̂𝜑
represents a measured value.

A phase difference of zero (zero­phase crossing) represents the estimated time
of arrival and thus the bottom detection of the MBES for the beamformed direction.
As seen in Fig. 2.9, the calculated phase difference is ambiguous and discontinuities,
known as phase jumps, occur.
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Figure 2.9: Phase difference Δ̂𝜑 between a simulated pressure signal measured at sub­array A and B.
Both sub­arrays consist of 128 receiver elements in which the sub­array centers are 20.5 cm apart. The
phase difference is calculated from the beamformed signals at 64°. A second­order polynomial is fitted
to the phase difference to identify the zero­crossing. The dashed lines indicate the estimated time of
arrival by the amplitude detection methods and phase detection method. In addition, the true travel
time is indicated by the black dashed line.

Between the phase jumps the so­called phase ramps are located containing the
actual the zero­crossing. Different approaches exist to overcome the ambiguity and
to select the zero­crossing in the correct interval [4]. In this thesis, the estimated
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time of arrival using the COG detection is used to locate the phase ramp. Fur­
thermore, the phase difference is intrinsically noisy and the zero­crossing instant
needs to be determined with a low­order polynomial fit. In Fig. 2.9, a second­order
polynomial equation is fitted to the phase ramp using a least­square method.

2.4. Sonar equation
In Section 2.2.2 the dependency of the backscatter strength 𝐵𝑆 on the composition
of the seabed, the angle of incidence 𝜙 on the seabed, and the acoustic frequency
𝑓 is shown [6]3. It follows that the backscatter strength contains information about
the seabed properties [56]. However, before any useful information can be ex­
tracted from the received acoustic echo level 𝐸𝐿 at the MBES, an appropriate pro­
cessing is necessary to account for the measurement configuration, water column
properties and the hardware and software settings of the sonar. The terms affect­
ing 𝐵𝑆𝑓(𝜙)(in dB per 1m2 at 1m) are expressed by the sonar equation (modified
from [57, 58])

𝐵𝑆𝑓(𝜙) = 𝐸𝐿 − 𝑆𝐿 − 𝐵𝑃𝑇(𝑓, 𝜃𝑇) + 𝑇𝐿 − 𝑃𝐺 − 𝑆𝐻(𝑓) − 𝐵𝑃𝑅(𝑓, 𝜃𝑅) − 10 log(𝐴) (2.31)

where 𝑆𝐿 is the source level (in dB re 1 µPa at 1m), modulated by the transmission
beam pattern 𝐵𝑃𝑇 as a function of 𝑓 and the transmission angle (i.e., steering angle)
𝜃𝑇 with respect to the sonar axis (see Section 2.3.2). 𝑃𝐺 (in dB) is the receiver gain
applied by the receiver electronics, 𝑆𝐻 (in dB re 1V/µPa) is the transducer sensitivity
with respect to 𝑓, and 𝐵𝑃𝑅 is the beam pattern at reception expressed as a function
of 𝑓 and the receiving angle 𝜃𝑅 with respect to the sonar axis. The received echo
level 𝐸𝐿 is formed by the signal scattered and reflected within the instantaneously
ensonified area 𝐴 (in m2). As it is shown in Section 2.2.2, 𝐵𝑆𝑓 is defined per unit area
and therefore one needs to account for the ensonified area 𝐴. The transmission
loss 𝑇𝐿 accounts for the energy loss of an acoustic wave propagating through the
water column (see Section 2.1). It depends on the water column properties and
the travel distance 𝑟 of the signal to the seabed and can be written as

𝑇𝐿 = 2𝛼𝑟 + 40 log(𝑟) (2.32)

where 𝛼 is the absorption coefficient depending on the temperature, salinity, acidity,
pressure, and 𝑓 [59, 60]. The second term in Eq. (2.32) accounts for the energy
loss of the signal due to geometrical spreading (see Section 2.1). Fig. 2.10 presents
a visual overview of the various angles defined in this thesis.

The sonar equation (Eq. (2.31)) allows for the theoretical extraction of the ab­
solute backscatter strength from the received signal at the MBES. However, the
necessary variables and parameters might not be available from the sonar pro­
ducer or might not be measured with a sufficient accuracy. Even when all vari­
ables are properly documented, the conversion from analog to digital values and
vice versa at reception and transmission often exhibits a discrepancy between the
design and actual hardware implementation. In addition, aging of the MBES com­
ponents might change the sensitivity of the system hardware over time [58]. In
3The majority of Section 2.4 has been published in Geosciences 8 (12), 455 (2018) [55].
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such a case frequently performed relative or absolute calibrations of the MBES sys­
tems using natural reference areas or a calibrated singlebeam echosounder can be
conducted [26, 29]. If no calibration is performed, the backscatter data has to be
considered as uncalibrated data.

Figure 2.10: Definition of various angles: Steering angle 𝜃, beam angle Θ, beam opening angle Ω,
incident angle on the seabed 𝜙 and incident angle assuming a flat seabed 𝜙fl.

Ensonified footprint and true incident angle
As shown in Eq. (2.31), the area 𝐴 ensonfied by the transmitted pulse is required for
the calculation of the backscatter strength. 𝐴 depends on the sonar characteristics
and the seabed morphology, i.e., the across­track slope 𝜖𝑦 and along­track slope 𝜖𝑥
(radians). The ensonified footprint area in the pulse limited regime 𝐴𝑝 and in the
beam limited regime 𝐴𝑏, respectively, are expressed by [17]

𝐴𝑝 = Ω𝑇𝑟
𝑐𝜏eff

2 sin(𝜙fl − 𝜖𝑦) cos(𝜖𝑥)
(2.33)

and
𝐴𝑏 = 𝑟2Ω𝑇Ω𝑅 (2.34)

where 𝑐 is the sound speed in water, 𝜏eff is the effective pulse length, and 𝜙fl is
the incident angle with respect to nadir and a flat seabed. The footprint used in
Eq. (2.31) is selected based on 𝐴 = min(𝐴𝑝, 𝐴𝑏). In this thesis, the beam angle
Θ is defined with respect to the vertical (nadir), and thus equal to 𝜙fl. The beam
angle Θ differs from the steering angle at reception 𝜃𝑅 by the mounting angle
of the MBES and in case the MBES applies real­time roll correction also by the
platform motion. The beam width Ω𝑇 and Ω𝑅 (also know as the beam opening
angle and representing the −3 dB width of the main lobe, Fig. 2.8) for transmission
and reception can be approximated for a continuous line array with length 𝐿 and
equally spaced transducer elements by [4]

Ω(𝜃) = 𝜆
𝐿

1
cos(𝜃) . (2.35)
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From Eq. (2.35) follows, that when keeping the array length constant, the beam
width changes with varying frequency.

The effect of a seabed slope on the backscatter level (i.e., compared to flat
seabed assumption) can be expressed via the backscatter correction term 𝐵𝑆𝑐 [17]

𝐵𝑆𝑐 = 10 log(
𝑐𝜏eff𝑟Ω𝑇

2 sin(𝜙fl − 𝜖𝑦) cos 𝜖𝑥
) (2.36)

with 𝐵𝑆𝑐 in decibels.
Furthermore, the incident angle with respect to the actual seabed 𝜙 can be

calculated from 𝜙fl (degrees) according to [17]

cos(𝜙) =
sin(90 − 𝜙fl) + cos(90 − 𝜙fl)𝜖𝑦

√1 + 𝜖2𝑥 + 𝜖2𝑦
. (2.37)

The required across­track 𝜖𝑦 and along­track slopes 𝜖𝑥 are calculated from the
bathymetric data with respect to the heading of the vessel and the orientation
of the sonar axis (Fig. 2.11). The heading is averaged over a reasonable (i.e.,
spatial resolution vs. heading variability) number of pings (∼ 50 to 200). The area
covered by the selected pings in along­track and by the MBES swath in across­track
is divided into surface patches. Each patch consists of a few consecutive pings and
a few beams around the central beam.
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Figure 2.11: Moving grid for MBES seabed slope correction.

Using the surface patches, 𝜖𝑦 and 𝜖𝑥 are calculated via a 2D finite difference
method as follows

𝜖𝑥 =
ℎ(𝑖𝑖−1,𝑗𝑗−1)+2ℎ(𝑖𝑖,𝑗𝑗−1)+ℎ(𝑖𝑖+1,𝑗𝑗−1)−ℎ(𝑖𝑖−1,𝑗𝑗+1)−2ℎ(𝑖𝑖,𝑗𝑗+1)−ℎ(𝑖𝑖+1,𝑗𝑗+1)

8Δ𝑥 ,

𝜖𝑦 =
ℎ(𝑖𝑖+1,𝑗𝑗−1)+2ℎ(𝑖𝑖+1,𝑗𝑗)+ℎ(𝑖𝑖+1,𝑗𝑗+1)−ℎ(𝑖𝑖−1,𝑗𝑗−1)−2ℎ(𝑖𝑖−1,𝑗𝑗)−ℎ(𝑖𝑖−1,𝑗𝑗+1)

8Δ𝑥

(2.38)
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with ℎ the water depth and a grid cell size of Δ𝑥 (i.e., Δ𝑥 = Δ𝑦). The grid cell size
defines the spatial resolution of the slope correction 𝑑𝑥slope as follows 𝑑𝑥slope = 3Δ𝑥
(in unit length). As an example, Fig. 2.12 shows the effect of the seabed slope on
backscatter for a survey track line covering a rough seabed morphology (for some
areas 𝜖𝑥 and 𝜖𝑦 > 20°). The backscatter correction term 𝐵𝑆𝑐 reaches values above
2 dB and the true incident angle 𝜙 differs by more than 20° compared to the beam
angle Θ (i.e., also 𝜙fl) for the steepest slopes. Both result in a difference of partly
more than 5 dB between the backscatter mosaics presenting the uncorrected and
corrected backscatter data. The magnitude varies with the actual beam angle and
the orientation of the beam angle to the seabed morphology (represented by 𝜖𝑥 and
𝜖𝑦) as well as with the sediment type. It shows that in environments with a rough
seabed morphology, this correction is essential to retrieve reasonable backscatter
levels.
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Figure 2.12: MBES seabed slope correction. Effect of seabed slope on backscatter visualized for a track
line acquired in an area with rough morphology in the Ameland inlet.
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Sediment classification with

multitemporal multibeam
backscatter

Individually we are one drop.
Together, we are an ocean.

Ryunosuke Satoro

In the previous chapter the sonar equation was introduced explaining the
necessary steps taken to process the multibeam echosounder (MBES) data.
The resulting backscatter (BS) data provides the input for the classification
methods introduced in this chapter. Here, a detailed explanation of the two
different classification methods, i.e., a method based on the principal com­
ponent analyses in conjunction with k­means clustering and the Bayesian
classification method, is given. Both classification methods are applied to a
multitemporal MBES dataset, which was acquired in the Cleaver Bank (The
Netherlands) using a Kongsberg EM3002 MBES (300 kHz) during five differ­
ent surveys with two different vessels between 2013 and 2015. A particular
focus lies on the method comparison and the repeatability of the acoustic
classification derived from MBES BS measurements over time. Based on
the ground truth information, the acoustic discrimination performance of this
monochromatic BS data is discussed.

The majority of this chapter has been published in IEEE Journal of Oceanic Engineering 44 (1), 142­155
(2019) [61] and is a part of two PhD projects together with Leo Koop. Some parts are also included in
[55] and [62].
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3.1. Introduction
Acoustic remote sensing with multibeam echosounders (MBESs) is extensively used
for mapping the seabed morphology because of the systems’ capability to map large
areas in relatively short time periods. However, capabilities of these acoustic under­
water techniques extend beyond the determination of only the seabed bathymetry.
They also exhibit strong potential for classifying the seabed sediments by investigat­
ing the sediment backscatter (BS) strength that can be derived from the intensities
of the received echo. The BS strength is physically attributed to seabed properties
such as sediment bulk density, seabed roughness, volume heterogeneity, discrete
scatterers and sediment layering [6, 32, 63]. The contribution of each factor to the
BS strength is dependent on the complexity of the seabed, acoustic frequency and
angle of incidence (Section 2.2). Several regional studies have revealed a relation­
ship of BS to sediment properties such as median grain size [19, 64], grain­size
distribution [65–67], shell or gravel content [68] for a specific study area and fre­
quency. However, other studies have shown that in diverse environments additional
factors such as benthic fauna [69, 70], activity of benthic organisms [71], sediment
compaction [72] or natural hydrocarbons [73, 74] may influence the BS strength of
the seabed as well.

In general, classification methods employing measured BS data can be divided
into model­based and image­based (i.e., empirical) methods [8]. Model­based
methods are attributed to techniques that perform inversion based on physical BS
models either to exploit the measured BS strength directly [75] or the angular BS
response [10] to invert for sediment properties (e.g., mean grain size, roughness
spectrum, volume scattering coefficient). Image­based methods are based on sta­
tistical relationships and patterns within the BS data [8, 22]. Whereas model­based
methods require accurate models for predicting the BS strength and well­calibrated
systems for measuring the BS strength [32, 76], image­based techniques are also
applicable to relative BS values from poorly calibrated or uncalibrated systems.

Brown et al. [8] gives a review of various strategies and methods employing
acoustic remote sensing techniques including singlebeam echosounder, side­scan
sonar and MBES to produce sediment or habitat maps. Around 150 studies uti­
lizing acoustic survey techniques published during the last two decades were pre­
sented. This is a good indicator for the intensive research already carried out and
the still ongoing development in the scientific field of acoustic seabed classification.
Among others, they classify image­based methods in objective/subjective and su­
pervised/unsupervised strategies. The classification methods applied in this study,
i.e., the Principal Component Analysis (PCA) and Bayesian mehtod, can be referred
to as image­based, objective and unsupervised strategies. The PCA and Bayesian
classification method have been successfully applied to MBES BS in several studies
[13, 19, 22, 77] .

Using the full MBES acoustic data content gives the opportunity for the devel­
opment of marine­landscape maps displaying topography and the seabed sediment
distribution simultaneously. Because of physical and biological, as well as anthro­
pogenic processes, the seabed is a time­varying environment. Monitoring this dy­
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namic environment requires good repeatability of the methods for acoustic sediment
classification (ASC). That means the data gathering, processing, and interpretation
must lead to equal results for different measurement campaigns if the environment
does not change. However, regarding the use of MBES measurements for sedi­
ment classification, repeatability of the results is a topic of concern. Anderson et al.
[76] pointed out the acoustic­instrument stability, settings, processing algorithms,
range, environmental conditions, and survey methods as critical factors influencing
the classification results, and consequently, affect repeatability. Therefore, there
is a strong demand from the MBES BS community for data quality control, stan­
dardised acquisition and processing steps as well as detailed documentation of the
processing chain within MBES systems [7]. In the research field of seabed classifica­
tion with MBES systems the ultimate goal is to generate consistent and repeatable
results within the same area under the same settings from BS data acquired by
differing MBES systems or analysed by different processing procedures [7].

The goal of this study is to apply two different classification methods to MBES
BS data acquired on different vessels during different surveys carried out in various
time periods and to investigate the repeatability and agreement of the resulting
sediment maps. To accomplish this goal, the Bayesian approach and PCA in con­
junction with k­means clustering approach are applied to BS data acquired with the
Dutch vessels Zirfaea and Arca in the Cleaver Bank area in the time period from
2013 to 2015. This study site consists of a significant number of sediment types,
and intersecting survey tracks within the source data and allows for the investiga­
tion of the repeatability of the results. The classification results are compared to
ground truth data to investigate the relationship between acoustic class (AC) and
sediment properties. The spatial resolution capabilities of the classification methods
are additionally addressed to illustrate the state­of­the­art methods for ASC based
on MBESs.

3.2. Study area and data
3.2.1. Geological setting
The study area, the Cleaver Bank, is located about halfway between the United
Kingdom and the Netherlands. This area covers about 1.5% of the entire Nether­
lands Continental Shelf (NCS). Water depths at the Cleaver Bank range from 25
to 50m Lowest Astronomical Tide (LAT) except for the deep channel (Botney Cut)
that crosses the Cleaver Bank from north­west to south­east, where water depths
reach 70m LAT (Fig. 3.1). This subaqueous palaeochannel is a glacial valley from
the Weichselian glaciation incised into Pleistocene deposits and was partially filled
in with sandy muds prior to the early­Holocene marine transgression (Botney Cut
Formation), probably deposited in a glacio­lacustrine environment [78]. The infill
is overlain by more recent Holocene marine sediments, varying from mud to sandy
gravel with a layer thickness of 1 to 12m. In the area surrounding the Botney
Cut, Late­Weichselian glacial deposits are mapped as the Boulder Bank Formation,
consisting of a blanket till of gravelly sandy clay. Where the Holocene marine de­
posits overlie the Boulder Bank Formation, these deposits are less than 2m thick
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and comprise clean sand and sandy gravel [78]. The Cleaver Bank is the largest
area with coarse sediments on the NCS, with up to 30% being covered with gravel
[79]. The abundance of different sediment types from muddy to rocky bottoms
causes a high benthic biodiversity [80, 81].

3.2.2. Multibeam data acquisition
The MBES data considered in this work were acquired in the Cleaver Bank area
during five surveys carried out within the period from November 2013 to February
2015. The entire survey area is 57 km in the north­south direction and 30 km in the
west­east direction. In general, the survey lines are separated by approximately
1500m except a few lines spaced closer together, overlapping lines, and several
cross lines (Fig. 3.1). The swath width ranges from 90 to 180m depending on the
water depth. Two different vessels, the Zirfaea and Arca, were both equipped with
a Kongsberg EM3002 single head MBES using a central frequency of 300 kHz. The
transmit and receive beam width are both 1.5° for nadir angles. The transmitted
pulse length was set to 150 µs and the number of beams were 258 along the entire
swath. These parameters were kept constant during each survey. Furthermore,
the same transmitted source level, receiver gain and time­varying gain were ap­
plied during the different surveys. The acquired MBES data were corrected for roll,
pitch and heave. Depending on the different environmental conditions, the water
absorption coefficient was calculated for each survey individually. The MBES data
were also corrected for tidal effects using the open­source software MB­System.

3.2.3. Ground truth data
The ground truth dataset consists of 104 Hamon and Van Veen grab samples. The
samples were taken during the MBES surveys from 2013 to 2015 and a previous
survey in 2000. The grab samples were sieved to separate the gravel and shell
fragments from the sand and mud fraction. The latter part was analysed by laser­
diffraction granulometry. The modified Folk scheme [83], where the threshold for
slightly gravelly classes is 1%, was used to classify the samples. Eight sediment
types were identified: sandy Mud (sM), muddy Sand (mS), Sand (S), gravelly muddy
Sand (gmS), slightly gravelly Sand ((g)S), gravelly Sand (gS), muddy sandy Gravel
(msG), sandy Gravel (sG). The locations of the 104 grab samples are shown in
Fig. 3.1. Almost no shell fragments or other biological particles were found to be
present in the grab samples. Because the seabed dynamics of the Cleaver Bank
are low, the grab samples from 2000 were considered to be valid. The samples
from 2013 to 2015 are located on the MBES track while some grab samples taken
in 2000 are located at a distance of 25 to 750m to a track line (Fig. 3.1). During
the analysis in this study only the grab samples were considered that are located
at a distance less than 25m from a survey track, i.e., slightly more than the 20m
recommended in [84], and that are in areas with little spatial variation in sediment
types. As such, the initial 104 grab samples were reduced to 77 grab samples.
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Figure 3.1: MBES tracks of five different surveys carried out from 2013 to 2015 are plotted over the
bathymetry of the Cleaver Bank. Bathymetry is received from EMODnet [82]. Grab samples taken in
the years 2000 and 2013 to 2015 are denoted by triangles.

3.3. Methods
3.3.1. Multibeam data processing
To obtain a relatively good approximation of the BS strength from the received
acoustic echo several steps are carried out within the Kongsberg MBES. The sys­
tem corrects in real time for transmission loss (attenuation and geometrical spread­
ing), ensonified area as well as for transmission and reception beam pattern [85].
However, the real­time correction for the ensonified area assumes a flat seabed.
Therefore, the BS data are corrected for the seabed bathymetry slope in post pro­
cessing to obtain the true ensonified area (see Section 2.4). However, some of
the real­time correction performed by a Kongsberg­system still includes simplifica­
tion of the marine environment (e.g., constant absorption coefficient, flat seabed
assumption for reception process) which might affect the BS strength [7]. In addi­
tion, a MBES calibration that would account for the alteration of sonar transducers’
sensitivities or deviation of the system configuration from the manufacturer spec­
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ification was not performed. Taking these factors into account, strictly speaking,
the employed acoustic data represent a relative rather than absolute BS strength
because the data might still not be entirely independent of the MBES configuration
or environmental impacts. Therefore, the terms relative BS strength, BS value or
BS level are preferred instead of BS strength.

3.3.2. Bayesian classification method
The Bayesian method for sediment classification employed in this thesis was de­
veloped by Simons and Snellen [13], where a detailed description of the theory is
given, and developed further by Amiri­Simkooei et al. [17]. This section provides
an overview of the main concepts and the processing steps taken to generate the
acoustic classification maps from monochromatic BS datasets.

Measured BS strength is affected by random fluctuations of the acoustic inter­
action with the seabed [86] and thus can be considered as a random variable with
a certain mean 𝑦̄ and standard variation 𝜎𝑦. According to the central limit theorem,
measured BS strength per beam, which are determined as the average over BS
from independent scatter pixels within a beam, can be assumed to follow a Gaus­
sian distribution [13]. A scatter pixel represents the instantaneously ensonified area
of the seabed by the transmitted pulse of the MBES, i.e., the signal footprint. If the
frequency and angle of incidence are constant, the BS strength is dependent on the
seabed properties. Thus, if the survey area contains 𝑚 different sediment types,
the BS histogram for a selected beam can be represented by a combination of 𝑚
Gaussian distributions. The modeled BS histogram per beam can be expressed as
the summation of the 𝑚 Gaussian distributions according to

𝑓(𝑦𝑗|𝑥𝑥𝑥) =
𝑚

∑
𝑘=1

𝑞𝑘 exp(
(𝑦𝑗 − 𝑦̄𝑘)2
2𝜎2𝑦𝑘

) (3.1)

with 𝑦𝑗 the 𝑗th BS value in the histogram (𝑗 = 1,…,𝑀 with 𝑀 the total number
of bins in the histogram). 𝑥𝑥𝑥 is the vector containing the unknown parameters:
𝑥𝑥𝑥 = (𝑦̄1, …, 𝑦̄𝑚; 𝜎𝑦1 , …, 𝜎𝑦𝑚 ; 𝑞1, …, 𝑞𝑚) with 𝑦̄𝑘 the means, 𝜎𝑦𝑘 the standard devia­
tions, and 𝑞𝑘 the strengths of the Gaussian distributions. The unknown parameters
are determined by maximizing the match between the modeled and the measured
histogram in a least squared sense [13]. To solve the non­linear least squares prob­
lem, the trust­region­reflective algorithm is used. This algorithm is a trust­region
method and is based on the interior­reflective Newton method [87, 88]. A descrip­
tion of the initialisation of the search bounds for the unknown parameters (i.e., 𝑦̄,
𝜎𝑦 and 𝑞) is given in Appendix A.1.

To determine the optimal number of Gaussians, the Chi­square 𝜒2 goodness of
fit test can be used, where 𝜒2 is defined as

𝜒2 =
𝑀

∑
𝑗=1

(𝑛𝑗 − 𝑓(𝑦𝑗|𝑥𝑥𝑥)2
𝜎2𝑗

(3.2)

and where 𝑛𝑗 denotes the number of measurements per bin of the aforementioned
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histogram. For the random variable 𝑛𝑗, a Poisson distribution is postulated1. The
variances 𝜎2𝑗 of the measurements per bin 𝑗 are thus equal to 𝑛𝑗. The goodness
of fit statistic is 𝜒2 distributed with 𝜈̂ = 𝑀 − 3𝑚 degrees of freedom. The good­
ness of fit criterion is then further defined as the reduced­𝜒2 statistic (𝜒2𝜈̂ = 𝜒2/𝜈̂),
having a value close to 1 for a good fit. For large 𝜈̂, the reduced­𝜒2 statistic can
be approximated by a normal distribution with a mean of 1 and standard deviation
of √2/𝜈̂. That means that, if the value of 𝑚 reaches 1 ± √2/𝜈̂, it follows that this
𝑚 is considered as the number of seabed types that can be discriminated in the
survey area based on the BS data. To increase the robustness of the estimation of
the optimal number of Gaussians, the 𝜒2­test is applied to a range of beam angles
(in case of seabed slopes incident angles are required, see Section 2.4). The outer
beams are preferably utilized for fitting the Gaussians. First of all, larger incident
angles include more scatter pixels per area, lowering the Gaussian’s standard de­
viation, and consequently provide increased geoacoustic resolution. Second, the
incident angles between 30 and 70° provide the most discrimination potential [40].

The actual classification is based on the Bayes decision rule. In this case, 𝑚
states or hypotheses, indicated as 𝐻𝑘 with 𝑘 = 1,…,𝑚, exist. These hypotheses
correspond to the 𝑚 seabed types present in the surveyed area. In the following,
the Bayesian decision rule for multiple hypotheses is used to define which hypoth­
esis is accepted, i.e.,

accept 𝐻𝑘 if max{𝑓(𝑦𝑗|𝐻𝑖)𝑃(𝐻𝑖)} = 𝑓(𝑦𝑗|𝐻𝑘)𝑃(𝐻𝑘) (3.3)

where 𝑃(𝐻𝑖) is the a priori probability of hypothesis 𝐻𝑖 with 𝑖 = 1,…,𝑚. Considering
that the measurements are taken for the first time, all hypotheses are equally likely,
which results in 𝑃(𝐻𝑖) = 1/𝑚. The decision rule is then simplified to

accept 𝐻𝑘 if max{𝑓(𝑦𝑗|𝐻𝑖)} = 𝑓(𝑦𝑗|𝐻𝑘). (3.4)

Therefore, the hypothesis that maximizes the likelihood 𝑓(𝑦𝑗|𝐻) is selected for ob­
servation 𝑦𝑗. The intersections of the 𝑚 Gaussians have thus to be determined,
which results in 𝑚 non­overlapping acceptance regions 𝐴𝑘, defining the so­called
acoustic classes (ACs). The boundaries of the ACs are determined for a certain num­
ber of reference angles (mostly outer beams). The reference angles are selected
based on three requirements:

1. providing most consistent results in terms of the location of the Gaussian
distributions per dataset,

2. offering high discrimination power (30 to 70°),

3. containing little noise.

1The requirements for an event being Poisson distributed are that (1) 𝐸 is the number of times the
event occurs in an interval of time or space. (2) 𝐸 ∈ 0 ∪ ℕ. (3) The events are independent. (4) The
probability of the event occurring does not vary with time. (5) Two events cannot occur at the same
time. (6) The probability of an event in a small interval is proportional to the length of the interval.
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Based on the percentage distribution of the ACs at the reference angles, the ACs
are assigned to the BS data at all considered angles (mostly 10 to 65°).

The Bayes decision rule enables one to calculate the probabilities of correct and
incorrect decisions 𝛽𝑘,𝑖. The overlap between the Gaussian distributions represents
the probability of incorrect decisions (i.e., misclassification). Statistically, 𝛽𝑘,𝑖 de­
notes the probability that 𝐻𝑘 is true but 𝐻𝑖 is chosen and can be expressed as

𝛽𝑘,𝑖 = ∫
𝐴𝑖
𝑓(𝑦|𝐻𝑘) d𝑦. (3.5)

The values of 𝛽𝑘,𝑖 are contained in the so­called decision matrix and can be used
to evaluate the probability of (mis)classification. If 𝑘 = 𝑖, 𝛽𝑘,𝑖 describes the prob­
ability of correct classification and if 𝑘 ≠ 𝑖, it describes the probability of incorrect
classification.

3.3.3. Principal component analysis and k­means cluster­
ing

The theory of PCA was first introduced by Pearson [89] and Hotelling [90]. Today,
many different variations of PCA exist which are adapted depending on the applica­
tion purposes. A very detailed explanation of the application to MBES data is given
by Eleftherakis et al. [22].

PCA is a statistical method to reduce the complexity of a dataset while preserving
most of the information content. This is achieved by transforming the original
dataset consisting of 𝑏 (potentially) correlated variables to a new dataset of 𝑙 =
1, 2, …, 𝑏 uncorrelated variables 𝑌𝑙, the so­called principal components (PCs). Each
PC can be seen to account for a part of the variation in the feature values of the
original dataset. Therefore, the size of the original dataset can be reduced by
considering only the PCs representing a significant portion of the data variability.

The 𝑛measurements of the 𝑏 variables, often called features, are summarized in
an (𝑛×𝑏) data matrix. To account for different magnitudes of the features, the data
are standardized. For each feature the mean and standard deviation are determined
and the mean is subtracted from the measurements. The result is divided by the
standard deviation. The matrix FFF contains these standardized measurements. The
first step of PCA is the calculation of the covariance matrix RRR as

RRR = 1
𝑛

𝑛

∑
𝑗=1
FFF𝑗𝑇FFF𝑗 (3.6)

with FFF𝑗 the 𝑗𝑡ℎ row of the matrix FFF. Superscript 𝑇 denotes the transpose. The
second step is to determine the eigenvectors and the corresponding eigenvalues of
RRR by solving

RRRAAA = AAA𝛬𝛬𝛬 (3.7)

with AAA the (𝑏×𝑏) eigenvector matrix whose columns are the eigenvectors 𝑎𝑎𝑎𝑙 and 𝛬𝛬𝛬
the (𝑏 × 𝑏) eigenvalue matrix where the diagonal elements are the corresponding
eigenvalues 𝜆̇𝑙 of the covariance matrix RRR.
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The obtained eigenvector matrix AAA is used to transform the original dataset FFF
into the new dataset consisting of the PCs. Thus, the original measurements FFF𝑗 can
be written as a sum over the eigenvectors, i.e.,

FFF𝑗 = YYY𝑗AAA𝑇 (3.8)

with the coefficients for the eigenvectors contained in the row vector YYY𝑗 of matrix
YYY. Thus, one finds

YYY𝑗 = FFF𝑗(AAA𝑇)
−1

(3.9)

where the full matrix YYY is of size (𝑛×𝑏), as is the original matrix FFF, and contains for
the 𝑛 measurements the 𝑏 coefficients for the eigenvectors. In general, although
different definitions exist, the 𝑙th column YYY𝑙 of YYY is considered as the 𝑙th PC, given
by

YYY𝑙 = FFF𝑎𝑎𝑎𝑙 . (3.10)

The amount of variability in the original dataset which is accounted for by the PC
YYY𝑙 is quantified by the eigenvalue 𝜆̇𝑙. Based on these eigenvalues a subset of PCs
can be selected that represent the majority of the variations in the measurements.
For this work, the subset was selected such that 70 to 90% of the data variability
is accounted for [91]. These PCs are then supplied to the k­means algorithm to
group the PCs into different clusters.

The k­means clustering algorithm aims to assign the 𝑛 data points for each
of the PCs into 𝑘̇ predefined clusters 𝑆̇𝑖 (𝑖 = 1,…, 𝑘̇). Thereby the sum of the
squared Euclidean distance between the data points and the average of all data
points within the cluster, i.e., the so­called cluster centroid, is minimised. The
minimisation problem is thus

min
𝑘̇

∑
𝑖=1

∑
𝑥𝑠∈𝑆̇𝑖

|𝑥𝑠 − 𝑐̇𝑖|2 (3.11)

where 𝑥𝑠 is a data point within the cluster 𝑆̇𝑖 and 𝑐̇𝑖 is the cluster centroid of the
cluster 𝑆̇𝑖 . The application of the k­means algorithm to a dataset requires a prede­
fined number of clusters 𝑘̇. However, the estimation of how many clusters to use
is a well­known issue in unsupervised classification methods [92] and is in general
the most subjective part of a cluster analysis. In this study three different statistical
methods are applied to the MBES BS dataset to determine the number of clusters.

The statistical methods are applied to the output of the clustering techniques us­
ing varying numbers of clusters. The first method, the gap statistic, was proposed
by Tibshirani et al. [93]. This method calculates the overall within­cluster variance
of the dataset and compares this value to an expected value calculated for an ap­
propriate reference distribution. The estimated number of clusters is defined where
the logarithmic overall within­cluster variance value is minimized. A detailed math­
ematical description is found in [93]. The second method, the Silhouette statistic,
is developed by Kaufman and Rousseeuw [94]. The average distance of the obser­
vations within the clusters and the average distance of the observations to the data
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points in the nearest clusters is calculated for each number of clusters. The values
are called the Silhouette coefficients. The optimal number of clusters is selected
where the Silhouette coefficient is maximized. Finally, the David­Bouldin criterion
is also used in this study [95]. This method examines the ratio of the within­cluster
distance and between­cluster distance. The optimal clustering solution is repre­
sented via the smallest David­Bouldin index. In [93], the performance of several
cluster number estimation methods including the gap statistic and the Silhouette co­
efficient was investigated. That study demonstrated that the gap­statistic performs
most efficiently.

3.4. Results
In this section, the results of the two classification methods are presented. Both
methods employ the MBES BS data for the classification of the seabed sediments.

3.4.1. Application of Bayesian classification method
In this study the receiving beams between 20 and 60° are used for the application
of the Bayesian method. The beams between nadir and 20° are not used because
firstly, there are too few scatter pixels to meet the central limit theorem require­
ment and secondly, these beams are less sensitive to sediment properties (e.g.,
roughness) variation than the outer beams [4]. Often receive beams beyond 60°
can also be used for classification but for the data considered here, those beams
tended to be too noisy to yield reasonable results.

The estimation of the optimal number of classes is a well­known issue in unsu­
pervised classification methods [92]. For the Bayes method, however, a statistically
sound approach is available. Here, the curve fitting procedure as described in Sec­
tion 3.3.2 is executed for increasing numbers of sediment types 𝑚. The number of
sediment types present in the area is taken as that value of 𝑚 for which a further
increase in 𝑚 does not result in a further improvement of the fit. The goodness of
fit is quantified through the 𝜒2𝜈̂ statistic. For the Cleaver Bank data, it is found that
a maximum of seven sediment types can be discriminated based on the available
BS data. Fig. 3.2 shows an example of the 𝜒2𝜈̂ statistic for an increasing number
of Gaussians and for the 48° beam from nadir, for both the 2013 and 2014/2015
data, as well as the two sides (starboard and port). It is seen that for the 2013 data
as well as for side 2 of the 2014 and 2015 data the use of 7 Gaussians provides a
very good fit between modeled and measured histogram, with the 𝜒2𝜈̂ statistic being
close to 1. An example, indicating that sometimes the 𝜒2𝜈̂ statistic is inconclusive
about the number of Gaussians, is shown for side 1 in Fig. 3.2b. In general, such
behavior is found for a limited number of cases and therefore, these results are
discarded when determining the number of sediment types. These analyses have
been carried out for beam angles between 46° and 60° and for all surveys, not
all of which are plotted here. The use of 7 Gaussians is found to reproduce the
measurements best.
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Figure 3.2: The 𝜒2𝜈̂ statistic for the 48° beam angle. The two curves are for the two sides of the MBES,
respectively. a) 2013 data and b) 2014 and 2015 data.

As an example, Fig. 3.3 presents the result of the fitting procedure for 7 Gaus­
sians. Here, the histogram of the measured BS data 𝑛𝑗 (black line with error bars)
per 0.5 dB bin is almost hidden by the modeled BS in red. The variance of the mea­
sured data is indicated by the error bars. Also seen are the 7 Gaussians used for
the curve fitting in black.

Figure 3.3: Shown here is the histogram of the measured BS data 𝑛𝑗 per 0.5 dB bin 𝑦𝑗 from the data
collected in 2014 and 2015 (black line with error bars) which is almost hidden by the modeled 𝑓(𝑦𝑗│𝑥)
in red. Also displayed are the 7 Gaussians in black.

After a good fit is found per beam angle and per experiment, the intersections
of the Gaussians are used to derive the ranges of BS, corresponding to the dif­
ferent ACs, from which the acoustic classification map is derived as explained in
Section 3.3.2. AC1 to AC7 correspond to the Gaussians from left to right, and from
lowest to highest BS values. The resulting classification map is shown in Fig. 3.4a
where each AC is presented with a separate color. Colors have been selected such
that from green to purple the BS value increases.
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Figure 3.4: Acoustic classification result of a) the Bayesian method and b) the PCA in conjunction with
k­means clustering. The grid is resampled to a size of 100m by 100m using the mode value of the finer
grid. The black square indicates the extent of the area zoomed in Fig. 3.8.

3.4.2. Application of principal component analysis and k­
means clustering

PCA in conjunction with a clustering algorithm is a common unsupervised classi­
fication technique for seabed classification based on BS [8, 19]. This technique
is applicable to relative BS values and therefore, does not necessarily require cali­
brated MBES. In recent studies, this method was also applied to BS and bathymetry
simultaneously [19]. However, in this study PCA and k­means clustering are only
applied to BS so that a direct comparison with the classification from the Bayes
method can be made.

As with the Bayesian method, for PCA and k­means clustering, beam angles
from 20 to 60° are considered. The BS data are averaged over seven pings in the
along­track direction and over an angle range of 2 to 4° in across­track direction.
To eliminate the angular dependency of BS the global Z­score approach is applied,
which is the subtraction of the mean BS level from the BS values and then divided
by the standard deviation at each angle [22, 96]. To obtain the same resolution
among the entire survey area, surface patches of 10m by 10m are constructed.
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For each surface patch eight statistical features of the BS distribution are cal­
culated (Table 3.1). The arithmetic mean gives the averaged BS value within the
patch. If the distribution is not symmetric, the median value differs from the mean
and provides the middle of the distribution. Therefore, the median can be consid­
ered as an additional valuable feature. The mode represents the value with the
highest occurrence within a patch and defines the main tendency of the feature
[22]. The standard deviation shows the variability of the BS and might be valuable
to characterize the heterogeneity of the sediment. Due to the fact that outliers
are removed during processing, the minimum and maximum value can be used to
define data extremes and might also indicate specific characteristics of the seabed.
The higher statistical moments, skewness and kurtosis, are measures of the shape
of a probability distribution. In previous studies it was shown that the BS distribu­
tion can be skewed and described by a K­distribution under certain conditions. For
example, it was stated that the shape parameter of the K­distribution can be used
as a tool for seabed classification [17, 97–99]. Therefore, the skewness and kur­
tosis of the BS distribution might provide valuable information about the sediment
distribution.

Table 3.1: BS features considered in the first application of PCA.

BS feature Mean Std. deviation Skewness Kurtosis Median Mode Min Max

Number 1 2 3 4 5 6 7 8

To identify the most valuable of these features, PCA is applied. PCA analysis
indicates that the first 3 PCs contain most of the data variability of around 85%.
Fig. 3.5 displays the ratio of the sum of the correlation between the first three PCs
and the eight BS features to the sum of correlation between the remaining PCs
and the eight BS features. Eleftherakis et al. [22] have chosen the threshold value
considering three conditions: (1) it is similar to the mean value (red line), (2) it
includes an adequate number of features for PCA and (3) it generates consistent
results for each survey. Considering these three conditions the mean, median, mode
and the minimum of the BS data are revealed as the most informative features.

Figure 3.5: Ratio of the sum of the correlation between the first 3 PCs and BS features to the sum of the
correlation between the remaining PCs and BS features. The different surveys are considered separately:
a) 2013, b) 2014 and c) 2015. The red line indicates the mean value of the ratio of correlation.
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These features were used as an input for a second application of PCA to further
reduce the complexity of the dataset and simplify the application of the k­means
clustering. The analysis shows that the first PC accounts for 98% of the data
variability which indicates high correlation between the selected four BS features.
Therefore, only this component is used in the k­means clustering.

To estimate the optimal number of ACs that can be distinguished within the
data, the gap statistic, silhouette coefficient and Davies­Bouldin method are applied.
The methods use the output of the k­means algorithm which is applied to varying
numbers of clusters in the range from 2 to 10. The results of each method are
plotted in Fig. 3.6. Each method has different magnitudes of criterion values and
therefore the values are normalised. The optimal number of classes estimated and
suggested by each method is two, which is indicated by the red dots. This can be
understood from Fig. 3.3, showing a histogram of the BS data. Clearly two main
peaks are present. These two main peaks are estimated as individual clusters by
the statistical methods. However, this is in disagreement with both the ground truth
data which reveals eight sediment types, and the Bayesian method which estimates
seven clusters, similar to the ground truth data.
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Figure 3.6: Estimating the number of clusters via the Gap statistics, Silhouette coefficient and Davies­
Bouldin method. Red circle indicates optimal number of clusters estimated by each method.

To further investigate why the statistical methods only identify two clusters
within the BS data the Gap statistics, Silhouette coefficient and Davies­Bouldin
methods are applied to synthetic BS histograms. Four different synthetic BS his­
tograms with varying degree of overlap and number of main peaks are shown in
Fig. 3.7. Fig. 3.7c represents a similar BS histogram as the measured histogram
in Fig. 3.3. Again, the methods only identify the two main peaks as individual
clusters. Modeling BS histograms with four and seven main peaks, respectively
(Fig. 3.7b and Fig. 3.7d) and applying the statistical methods show that even when
the individual peaks are clearly visible, the overlap hampers the clustering methods’
ability to identify the peaks as individual clusters. Only the synthetic BS histogram
in Fig. 3.7a having peaks with very distinct separations were correctly found to have
four clusters by the three methods. This demonstrates that the statistical methods
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trying to estimate the number of clusters require a clear segmentation of the indi­
vidual clusters which is not always the case for BS data. Seabed backscattering is
a random process having statistical fluctuation leading to a natural overlap of the
BS data [6]. In addition, the mostly heterogeneous seabed does not show clear
boundaries between sediment types, increasing the overlap within the measured
BS data.
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Figure 3.7: (Left) Synthetic histograms generated by modeling a different number of Gaussians. (Right)
Application of Davies Bouldin, Gap statistic and Silhouette coefficient to synthetic data. (a) 4 clearly
segmented Gaussians. Each statistical method gives 4 clusters as a result. (b) 4 Gaussians with over­
lapping segmentation. Statistical methods are not able to identify 4 individual clusters. (c) 2 Gaussians
representing a hypothetical histogram of BS data of the Cleaver Bank. Statistical methods identify 2
clusters. (d) 7 Gaussians that approximately reproduce the histogram of the BS data of the Cleaver
Bank but with added separation. Even in this modeled and simplified case, statistical methods suggest
2 clusters as the optimal number.
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In this study, the BS features are highly correlated. It is hypothesized that for
situations where this correlation is less, or when additional information such as
those derived from bathymetry are added, the overlap in clusters diminishes and
separation between clusters would be higher. The Bayesian method accounts for
the statistical fluctuation of the BS data [13], and therefore, is able to distinguish
between individual overlapping clusters in this study as well. This method estimates
seven clusters to be present in the dataset. Based on the result of the Bayesian
method and taking into account the fact that the ground truth data reveal eight
sediment types (defined by the Folk scheme) as well as to have consistency between
the Bayes and PCA/k­means methods, k­means clustering is applied with a choice
of seven clusters.

Acoustic classes are obtained from the output of the k­means clustering by sort­
ing the seven clusters according to the averaged BS value of each cluster. Fig. 3.4b
displays the resulting acoustic classification map. Compared to the acoustic map
of the Bayesian approach (Fig. 3.4a) AC1 and AC7 have a very large contribution to
the entire map. The resulting map can be divided in six distinct areas based on the
criterion of high and low ACs as well as homogeneity and heterogeneity. The most
obvious areas are

1) the heterogeneous centrum consisting of mainly ACs with higher BS values

2) the homogenous north­western and south­eastern parts with lower BS values

3) the very homogeneous Botney cut characterised by only AC1 in the south of the
central part

4) the south­western area which is characterised by homogeneously distributed
sediments with high BS values

5) just north of the centre a stripe of low BS, homogeneously distributed sediment
is located

6) further north in the north­eastern part of the map a very small stripe of hetero­
geneous, high ACs, sediment is present

These distinct areas are also visible in the acoustic map of the Bayesian method
(Fig. 3.4b). The main differences to consider belong to a shift between the ACs, in
particular at the low and high classes.

3.4.3. Repeatability of acoustic classification results
In order to examine the repeatability of the classification results over the differ­
ent surveys, the intersections of the survey lines are quantitatively and qualitative
compared. A visual and more qualitatively comparison is shown in Fig. 3.8 where
a small area of the Cleaver Bank with a total of eight intersections of survey lines
is displayed. All five surveys are represented in this small area of the map. Visually
a high agreement in the classification results obtained from the data from different
surveys is present. Examples are the intersections displayed in the areas A and B
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where the acoustic classification indicates for both areas a heterogeneous seabed.
At the intersection of the most western 2013 week 45 line and the 2013 week 47 line
(area A) both surveys show an area of AC3, surrounded by AC6. Area B indicates for
both surveys the presence of AC2 to AC6 in good agreement. Also the intersection
in the areas D, E, F, G and H, which consist of higher classes, AC5 to AC7, show a
high agreement between the different surveys. However, discrepancies also occur,
for example at the intersection of the 2015 survey and the 2013 week 47 survey
in area C. The 2013 data show AC2 whereas the 2015 data show AC1 for PCA. The
Bayesian results in this intersection show AC3 for the 2013 data and AC2 for the
2015 data. This is the most apparent disagreement seen on this part of the map.
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Figure 3.8: Zoomed in area of acoustic classification map generated by a) Bayesian classification and c)
PCA in conjunction with k­means clustering. The location of the area is indicated in Fig. 3.4. Different
survey lines denoted by the colored pentagons are visible. The grid is resampled to a size of 10m by
10m using the mode value of the finer grid.

A high repeatability is also apparent in Fig. 3.9. Here, the ACs of Bayes and
PCA determined for the intersecting areas of the 2013 and 2014/2015 surveys are
presented in a scatter plot. It is shown that for the majority of the cases the results
are in good agreement lining up around the diagonal. The Bayesian method shows
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a high agreement for AC2 to AC6 and a higher deviation for AC1 and AC7. While
the PCA shows a better agreement of the lowest and highest class, the AC2 to AC6
indicate a higher spread between the different surveys.
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Figure 3.9: Correlation plot of the ACs determined with the a) Bayesian method and b) PCA. The size
of the dots and the number indicate the number of matches for the ACs determined for the intersecting
areas using the BS data from the different surveys in 2013, 2014 and 2015.

A quantitative evaluation, based on the percental match between the classes
of the different surveys (i.e., overall accuracy), is given in Table 3.2. The overall
accuracy between the different surveys varies between 53 and 58% for the Bayesian
method and between 51 and 56% for the PCA method. Accepting a deviation of
one AC the overall accuracy increases to 97 and 94% for the Bayesian and PCA
method, respectively.

Table 3.2: Overall accuracy between ACs determined for intersecting areas using BS from datasets
acquired in 2013, 2014 and 2015. The number in the brackets indicate that a deviation of 1 AC is
accepted.

Datasets PCA Bayes PCA (1) Bayes (1)

2015/2013 51% 58% 94% 97%
2014/2013 56% 58% 94% 97%
2015/2014 55% 53% 93% 94%

A few plausible explanations for the disagreement of one AC exist. Firstly, even
though it would not be expected, it is possible that there was a sediment change
from 2013 to 2015, that would explain why the discrepancy is present for both
classification methods in, for example, area C. To prove a sediment change at any
point a grab sample from both periods at the location would be required, but this
is unfortunately not available. For the case where no actual sediment change did
occur, it is possible that the BS from locations with different classifications are close
to a class boundary and happen to just fall within a neighbouring class e.g., due
to a different area coverage of the survey. A further reason for a mismatch could
be a directional small­scale morphological influence because of different sailing di­
rections [99]. It also needs to be considered that the discrepancies are mostly not
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greater than 1 AC (94 and 97%) which is a reasonable discrepancy by seven dis­
tinct classes. Given that this is data from five different surveys carried out over the
time period from 2013 to 2015 and that the data were acquired by different vessels,
crews, MBES systems and environmental conditions, the results still demonstrate a
high degree of repeatability and consistency of the acoustic classifications for both
methods.

Although the classification results are in good agreement when comparing the
classification from different surveys for one method, the comparison between clas­
sification results from applying different methods reveals differences. Whereas the
Bayes classification indicates the presence of mainly five types of sediments, since
AC1 and AC7 are hardly present, the PCA classification shows all sediment types to
be almost equally present. The deviations from PCA and Bayesian within the low
and high ACs ranges are related to the different mathematical approaches of the
methods. Considering Fig. 3.3, it is seen that the Gaussians of AC1 and AC7 have
only a very small contribution to the histogram of BS measurements. For k­means
clustering seven sediment types are assumed. K­means clustering defines the clus­
ters on a simple similarity measurement of the first PC and assigns these clusters
based on an increasing BS value. This leads to a more balanced number of data
points within the individual clusters, i.e., ACs. Therefore, the PCA results show, in
contrast to Bayes, a significant presence of AC1 and AC7. Still, the maps obtained
with the two different methods indicate a similar spatial distribution of the different
sediment types over the area.

3.4.4. Conversion from acoustic class to sediment map
Often, for mapping the spatial distribution of sediments, use is made of maps pre­
senting the Folk class [83]. Here, it is investigated to what extent these types of
maps can be derived from the acoustic classification results by assigning sediment
types to the ACs. For the assignment the original resolution of both methods is
used, which is for the Bayesian method defined by the average over the beams and
pings (few meters dependent on water depth and angular range, ungridded) and
for the PCA defined by the patch size (10m by 10m, gridded). Due to the higher
resolution of the Bayesian method, only 72 samples fall into the 25m radius while
77 samples are considered in the PCA.

As a first step, it is assumed that the lowest AC represents finer sediments
whereas the highest AC represents coarser sediments. Here, the order of Folk
classes is selected such that it is assumed to represent increasing median grain size.
The resulting number of matches between AC number and sediment type at the grab
sample location are plotted in Fig. 3.10 for the Bayes and PCA results, respectively.
In general, indeed increasing AC is seen to correspond to an increasing median grain
size, as represented by the sediment type. The PCA results show a good match of
AC1 with the sediment type sandy mud (Fig. 3.10b). For example, this indicates
that the Botney cut is covered by sandy mud. However, the assignment of the sand
sediment types from muddy sand to sandy gravel are less clear. For instance, the
sediment type sand shows a uniform distribution from AC1 to AC5. This indicates
additional factors influencing the BS data and causes difficulties in the assignment
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Figure 3.10: Correlation between AC and sediment type at grab sample locations. a) Bayesian method,
b) PCA. Dots indicate the number of matches between AC and sediment type. The sediment type is
determined after Folk [83].

of sediment type sand to a distinct AC. For the Bayes results (Fig. 3.10a) it is found
that AC1 does not correlate to any grab sample (in the following noted as unassigned
(UN)). For all other ACs there is some ambiguity in the relation between sediment
type and AC.

Table 3.3: Assignment of sediment type (Folk scheme) to AC. ACs are obtained from applying the Bayes
classification method.

Sediment type UN sM mS S gmS gS msG sG

Acoustic class 1 2 3 4 5 5­6 5­6 6­7

Fig. 3.11 shows the Folk class map based on the Bayes classification account­
ing for the mentioned non­uniqueness. The proposed assignment of Folk class to
sediment type is presented in Table 3.3. Using this assignment an overall accuracy
of 83% is obtained. It should be noted, however, that especially for AC5 a unique
relation with Folk class is not found and for Fig. 3.11 it is taken to correspond mainly
to gravelly sand and muddy sandy gravel. A similar map can be made for the results
of PCA, but here only the Bayes results in Fig. 3.11 are presented.

3.5. Discussion
3.5.1. Spatial resolution of classification results
To investigate the scale of information obtained from the acoustic classification,
Fig. 3.11 shows more detailed pictures of selected areas in the Cleaver Bank. These
areas are selected because grab samples are available and abrupt changes in the
ACs occur within a mainly homogeneous area. Whereas, on the main sediment map
the high resolution and the agreement between grabs sample and classification
result are not obvious, the zoomed in plots do demonstrate these items. Each
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Figure 3.11: Sediment map of the Cleaver Bank obtained from the Bayesian method and ground truth
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of the sediment map with a resolution of 3m by 3m. The grab samples can be seen in the main map
as a color coded squares.
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picture depicts strong changes in sediment classes over tens of meters resolved by
the acoustic classification method. The sediment type of the grab samples denoted
by the colored squares matches well with the classification result. In particular,
Fig. 3.11b shows an abrupt change in the sediment map which matches perfectly
with the ground truth given sandy gravel and sand as a sediment type. It is notable
that the sand grab sample is only approximately 10m away from the estimated
sand to gravel boundary but is perfectly resolved on the sediment map. Fig. 3.11c
displays an area which seems to be a homogeneous sandy mud to muddy sand
region on the main map but the detailed view reveals a gravelly sediment patch
within this area. This patch matches very well with the grab sample of muddy
sandy gravel. The detailed pictures display only a few examples of the match
between classification result and grab sample. The main map of the Cleaver Bank,
in general, also shows good agreement between classification results and ground
truth. For instance, the Botney cut is classified with sandy mud which fits to each
grab sample taken in that area.

3.5.2. Relation between acoustics and sediment median
grain size

In Section 3.4.4 the relation between AC and Folk class is investigated. It is found
that no unique relation holds for the frequency and sediments considered in this
study. Therefore, in this section it is investigated whether a more unique relation­
ship between AC and median grain size exists. To this end, the median (𝑑50 value)
of the grab samples are now considered. Except for AC7, the median values in­
crease with class number as seen in Fig. 3.12a which presents the 𝑑50 value as a
function of AC. This reflects an increasing BS value with increasing class number.
AC7 does not have a median value higher than that of AC6. This indicates a sit­
uation where the highest BS values (AC7) apparently correspond to median grain
sizes that are not necessarily higher than those belonging to AC6. Based on this
result it can be concluded that, especially for the higher ACs, as for the Folk class
also no unique relationship between AC and median grain size exists in the data.

To further investigate this we consider standardized BS values instead of AC.
In Fig. 3.12b the BS values (averaged over measurements within 25m around a
grab sample location) are shown as a function of 𝑑50 values. The BS values are
additionally normalized by dividing each BS value by the maximum BS value thus
yielding values strictly between ­1 and 1. Fig. 3.12b shows a significant positive
correlation between BS and median grain size for the fine fraction (< 1Φ (0.5mm))2.
From the data, however, it is found that the magnitude of increase in BS with
increasing median grain size is less significant between 1 and ­1Φ (0.5 ­ 2mm),
followed by a plateau and a decrease for even coarser sediments. This indicates that
an ambiguity for the relationship between BS values and median grain size exists
and hinders the discrimination of sediment types with median grain sizes larger than
1Φ (0.5mm) using acoustic classification methods based only on BS data (acquired
with a frequency of 300 kHz). This is in agreement with the findings of Section 3.4.4

2In Appendix B the conversion of the median grain size from the unit millimeter to Φ is given.
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and indicates that there is no one­to­one relationship between median grain size
and BS for the entire grain­size spectrum. Such a positive correlation between BS
and median grain size followed by a negative correlation was also observed in [19].
They referred to this change in relationship as a transition point. The transition point
in the study of Eleftherakis et al. [19] occurred at ­3.5Φ (11mm) using a frequency
of 300 kHz. We estimate the transition point at approximately ­2Φ (4mm). That
means both transition points occur roughly around the acoustic wavelength (5mm)
of the MBES.

Figure 3.12: a) Box plots of sediment samples that fall within the same AC obtained from the Bayesian
method. The bottom and top of the blue rectangle represent the 25th and 75th percentiles, respectively,
whereas the red line indicates the median value. The whiskers extend to the minimum and maximum
value of the 𝑑50 values that are not considered outliers. Outliers are marked with red crosses. b) BS
values as a function of the median grain size (𝑑50) of grab samples. Dots indicate the averaged and
standardized BS values within a maximum radius of 25m around the grab sample.

3.6. Conclusion
In this study two different acoustic classification methods, namely the Bayesian
method and the PCA in conjunction with k­means clustering, were applied to multi­
beam BS data from the Cleaver Bank in the Dutch North Sea. For both methods,
the classification is based on changes in BS values for different sediment types.
The data were acquired on two different Dutch vessels during five different surveys
carried out in various time periods from 2013 to 2015.

The resulting maps showed a high consistency between the classification results
obtained from the different surveys and using a single classification method, despite
the use of different vessels and varying time periods. Some discrepancies, however,
were observed (a difference of 1 AC); to gain a better understanding of these would
require repeated surveys following the same survey patterns and supported by
repeated grab samples for each of those surveys. Despite the discrepancies, this
study demonstrates the potential of using BS data for achieving repeatable seabed
sediment classification results even if the BS data are acquired during different
time periods and from MBES systems which are mounted on different ships and
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thus subjected to different installations, survey settings, and ship crews. It can
be concluded that the current state of BS­based sediment classification methods is
such that it can be used for marine sediment monitoring where the aim is to identify
changes in the sediment over time.

However, the current study clearly shows that monitoring requires the use of
a single classification technique. Although, the same large­scale features were re­
solved, the two different techniques resulted in different maps. For the two meth­
ods considered and using BS data only, the difference fully stems from the different
approaches used for assigning BS measurements to a certain AC. The Bayesian
method accounts for the statistical characteristics of the BS by assuming Gaussian
distributed BS values. Whereas the PCA in conjunction with k­means clustering clas­
sifies a dataset with respect to similarities of predefined properties and, thereby,
neglects the natural fluctuation of BS, which can superimpose the BS variation due
to different seabed properties. The PCA method was found to underestimate the
number of sediment types within the study area. Still, if additional information,
such as bathymetry derived features, are considered the PCA method becomes an
essential tool due to the ability of selecting the most valuable features [19, 22].

Finally, it was investigated to what extent Folk classes and median grain sizes can
be assigned to ACs. In general, this step is hindered by the fact that sediment bulk
density, seabed roughness, volume heterogeneity, discrete scatterers and sediment
layering all contribute to the BS strength depending on the seabed complexity,
acoustic frequency and incident angle [6, 31, 32]. For the Cleaver Bank area and
the MBES (300 kHz) considered here, no unique relation between Folk class and
AC could be established. To still be able to map Folk class, a conversion scheme
accounting for this non­uniqueness was introduced where a range of Folk classes is
assigned to a single AC. With regards to the relationship between median grain size
and BS (AC), a strong positive correlation for the fine fraction (< 0.5mm) followed
by a decrease in positive correlation and a change into negative correlation for
coarser sediments (> 4mm) were observed. This constitutes an ambiguity in the
relationship between BS and median grain size. Therefore, care must be taken
when assigning sediment properties or types (e.g., median grain size or Folk class)
to an AC based on MBES BS.

In conclusion, although limitations exist, current seabed classification capabili­
ties are such that they are a valuable asset in long­term monitoring efforts of the
marine environment.
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The previous chapter has shown that despite the use of different ships and
multibeam echosounder (MBES) models, repeatable sediment classification
results can be obtained. The study area (Cleaver Bank) represented a tem­
poral stable seabed and the focus was on the repeatability of backscatter
(BS)­based sediment classification rather than an actual change detection of
sediment distributions. In this chapter, the applicability of repetitive MBES
measurements to monitor sediment distributions in a very dynamic environ­
ment is assessed. A focus lies on underwater nourishments and the role of
the MBES, providing both bathymetry and BS, as a monitoring tool. A time
series of seven MBES measurements using a Kongsberg EM 2040C MBES
(300 kHz), as well as two sets of box cores, several vibrocores and seismic
data were acquired of a channel­side nourishment near the Wadden Sea is­
land Ameland (The Netherlands), between April 2017 and May 2019. It is
investigated to what extent external sources, others than the seabed prop­
erties, affect the measured BS strength and the acoustic sediment classifi­
cation. The Bayesian sediment classification method, supported by ground­
truthing data, is used to produce sediment maps from a time series of MBES
BS measurements. Based on the MBES bathymetry and the sediment clas­
sification, the evolution of the morphodynamics and sedimentary patterns
are analyzed. Lastly, a link between the MBES and seismic data is drawn
to connect high­resolution seabed mapping with low­resolution subsurface
mapping.

This chapter has been published in Coastal Engineering 158, 103666 [100].
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4.1. Introduction
Coastal erosion is a hazard to humans and infrastructure in coastal zones world­
wide. Erosion is mainly driven by storm waves, cross­ and long­shore currents but
also sea level rise leads to loss of coastal land [101]. For barrier coasts like the
Wadden Sea islands, beach and underwater nourishments are an efficient coastal
protection strategy to further mitigate erosion and to counteract sea­level rise. In
the Netherlands, yearly nourishments exceed 12 million m3 [102]. Without such
human intervention it is unlikely that the natural processes can supply sufficient sed­
iment to hold the Wadden Sea islands in a dynamic equilibrium to relative sea­level
rise and further erosions [103]. However, consequences of coastal engineering
on the long­term response of the Wadden Sea environment is in general relatively
unexplored [103]. Coastal engineering, like nourishments or seawalls, can induce
changes of the sediment transport pathways resulting in erosion and deposition in
unpredicted areas [104]. A sustainable management of the nourishments requires
monitoring strategies of the sediment and morphodynamics in order to understand
the impact of the nourishments on the natural dynamics or the ecology.

Acoustic remote sensing with multibeam echosounders (MBESs) is extensively
used for mapping the seabed bathymetry because of the capability to map large
areas in relatively short time periods; this means covering an area of up to seven
times the water depth perpendicular to the sailing direction [4]. State­of­the­art
monitoring strategies for dredging or nourishment activities already utilize MBES
bathymetry measurements to determine sediment volume changes over time [105,
106]. Applying radiometrical and geometrical corrections to the received signal at
the MBES, a measure of the backscatter (BS) strength can be retrieved [4]. This is
an intrinsic property of the seabed and therefore applicable to characterize seabed
substrate types. As shown by several scientific studies, collecting BS data over
large areas allows to extend in situ measurements from a single location (e.g., box
core samples or video footage) to a large­scale and high­resolution sediment map
[19, 62, 107, 108].

In order to compare repetitive BS measurements over time for monitoring the
seabed environment, external sources of variation in the BS measurement need to
be investigated. External sources are either related to the acoustic system or the
environment. The former includes varying sonar settings, aging antennas, varying
transducer sensitivity or biofouling at the transducer. Environmental sources are in
particular related to the water column properties due to the occurrence of sediment
suspension, gas bubbles or varying salinity and temperature [7]. In addition, the
orientation of small­scale bedforms (i.e., organized seabed roughness) relative to
the navigation direction causes an azimuthal dependency of the BS strength [109].
An ideal design and implementation of a BS monitoring program requires full control
of the acoustic system and the environment [76]. The calibration of a MBES for BS
measurements, aiming for a full control of the sources related to the acoustic sys­
tem, has just recently attracted more attention [7]. Currently, two approaches exist
to calibrate the MBES for BS measurements: 1) an absolute calibration via a cross­
correlation with a fully calibrated reference system (e.g., singlebeam echosounder)
[29, 110–112] or 2) a relative calibration using natural reference areas with a known
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and temporally stable BS response [26]. As long as the MBES is not calibrated,
the measured and processed BS data represent a relative measurement and the
correct terminology is either relative BS strength, BS value or BS level (see also
Section 3.3.1). To control environmental sources, Montereale­Gavazzi et al. [28]
used acoustic and optical BS sensors to measure the sediment suspension concen­
tration (SSC) between 0.2 and 2.4m above the seabed. However, the control of
all parameters is often unfeasible due to time or budget limitations, environmental
settings or weather conditions and alternative approaches are required as well.

To date, only a limited number of studies employed repetitive MBES BS mea­
surements, either focusing on the temporal reliability of the BS levels [26–28] and
the acoustic classification results (Chapter 3, [61]) or using the BS measurements
for seabed change detection of natural seabeds via manual interpretation [23] and
automatic classification methods [24, 25]. Roche et al. [26] showed that the use of
natural reference areas allows for comparing BS measurements over time, based
on an investigation of uncalibrated BS surveys in a time span of 12 years at three
shallow­water areas. Montereale­Gavazzi et al. [28] conducted a field experiment
of 15 to 47 repetitive tracks in three areas to investigate the effect of short­term
hydrodynamic variations and SSC on the BS level over a tidal cycle (∼13 hours).
In Chapter 3, the repeatability of five MBES surveys acquired over 15 months in a
very stable environment was studied, and it was demonstrated that sediment clas­
sification based on MBES BS achieves repeatable results in this stable environment.
Montereale­Gavazzi et al. [25] used a natural reference area and a consistent data
acquisition to assure the temporal stability of the measured BS data, which allowed
for the quantification of temporal changes of sediment distributions, and identified
the expansion of sandy areas over gravel beds. Despite the few studies, there is still
a need to develop strategies to quantify the acoustic reliability of BS measurements,
in particular related to the environmental sources but also addressing the system
sources when natural reference areas are not at hand. In addition, previous studies
have not used repetitive BS measurements to monitor the evolution or impact of
human interventions, such as nourishments, on a natural system.

This study aims to exploit the potential of MBES data, providing both bathymetry
and BS, to monitor underwater nourishments. To this end, we acquired a time series
of seven MBES BS datasets in the tidal inlet of the Wadden Sea island Ameland
(The Netherlands) within the period from April 2017 to May 2019. We address
the acoustic reliability of the MBES measurements and investigate to what extent
we are able to acquire and process a MBES BS time series in such a way that the
resulting maps represent the actual seabed properties. At the same time we explore
the value of MBES BS time series, in addition to MBES bathymetry, for studying the
morphodynamics and distribution of the nourished and native sediments.

4.2. Study area and data
4.2.1. Geological setting
Ameland is one of the back­barrier islands in the north of the Netherlands (Fig. 4.1a).
The islands are separated by tidal inlets, connecting the North Sea and the Wad­
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den Sea (back­barrier tidal basin), with flood and ebb tidal deltas on the land and
seaward side, respectively. Tidal channels incise the flood tidal delta and are con­
nected to the tidal inlet and the ebb tidal delta. The Ameland inlet extends 6 km
into the North Sea with a maximum water depth of 28.5m and a local tidal range
around 2m. The long­term development of the Ameland inlet results in a period of
sediment loss and coastal retreat [113]. The study area is located around the tidal
channel, called Borndiep, in the eastern part of the tidal inlet and is about ∼80m
south­west from the coastline of Ameland (Fig. 4.1c) with a size of 3.8 km × 0.5 km
(Fig. 4.1d). The investigated area comprises a part of the tidal channel and a very
steep retrograding channel wall. The main sediment types in the area range from
sandy mud to medium sand, with a varying amount of shells and gravel. Since
1947 revetments are being placed close to the shore to prevent the tidal channel
from migrating landward [114]. The nourishments were conducted in the central
and south­eastern part of the study area, close to the channel wall (Fig. 4.1d).

4.2.2. Acoustic data acquisition
The MBES data acquisition was carried out with a Kongsberg maritime EM 2040C
dual­head, operated with the data acquisition software SIS and installed on the
survey vessels Siege and Amasus. A Trimble SPS851 GNSS receiver provided real­
time kinematic positioning with a horizontal and vertical accuracy of 1 and 2 cm,
respectively. The motion sensor was a IXSea Octans gyro. Up to five CTD (con­
ductivity, temperature and depth) measurements per survey were taken with a
Valeport sound velocity probe. Table 4.1 reports the sonar settings used to operate
the MBES. The MBES datasets are temporally separated by a minimum of 10 weeks
and a maximum of 26 weeks (Table 4.2).

Table 4.1: Sonar settings of the EM 2040C, with in brackets the deviating settings of the April 2017
survey.

Center frequency 300 kHz
Frequency spectrum 270 to 330 kHz
Nominal pulse length 145 µs (341 µs)
Number of beams 512
Beam width 1.3° x 1.3°
Swath coverage 70°/−70° (75°/−75°)
Beam spacing equiangular (equidistant)
Ping modus dual swath (single swath)
Pulse type shaped continous wave

A total of 17 track lines were acquired in NW­SE direction with an overlap of
about 120% for adjacent track lines. The navigation equipment, sonar settings as
well as the location, number and direction of survey lines were consistent among
the different surveys, except for the first survey (April 2017) (Table 4.1). The survey
vessel (Siege and Amasus) and the MBES were changed after the first 5 surveys
(April 2017 to September 2018: Siege; February to May 2019: Amasus). For data
control additional survey lines with different azimuthal directions (∼45° interval)
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covering the same reference area (called ”compass rose” pattern in [109]) as well
as calibration lines were acquired. During three surveys in April 2017, September
2018 and May 2019 a rough sea state (wave heights up to 1m) yielded to a vessel
roll of up to 5°, 12° and 5° and a vessel pitch of 8°, 3° and 6° in the north­western
part of the survey area, respectively.

Table 4.2: Dataset overview. Pre, intra and post indicate the time of the acoustic measurement or
ground­truthing relative to the nourishment period.

Data Date

MBES bathymetry and BS 25/04/2017 Pre
24/05/2017 (bathy only) Pre
26/10/2017 Intra
13/03/2018 Post
23/05/2018 Post
17/09/2018 Post
28/02/2019 Post
21/05/2019 Post

Sub­bottom profiling 15/11/2017 to 17/11/2017 Intra
Box core sampling 09/05/2017 Pre

22/05/2018 to 24/05/2018 Post
Vibrocore sampling 22/05/2018 to 23/05/2018 Post
Nourishments 01/06/2017 to 22/02/2018

The seismic data were acquired in November 2017 with an Edgetech X­star
3200XS sub­bottom system consisting of the SB512i tow fish. A chirp signal with
frequencies from 0.5 to 7.2 kHz and a pulse length of 30ms were used. After
filtering, the emitted signal was reduced to a near­Klauder wavelet with a center
frequency of 3.5 kHz and an effective bandwidth (between the ­6 dB points) of 2.5 to
5.5 kHz. The resulting vertical resolution is about 25 cm. We ran seismic lines mainly
in NW­SE direction with a distance of 20m between adjacent lines. In Fig. 4.1 only
the seismic line presented in this study is shown. The data were post­processed
with the Delph software suite and the seismic reflectors were manually interpreted
with the support of the vibrocores [114]. The time­depth conversion was performed
assuming a sound velocity of 1500m/s for the water column and 1600m/s for the
subsurface.

4.2.3. Ground truth data
Bed sample locations were selected after collecting the MBES data to sample the
variations in the BS level observed in the preliminary BS mosaics. A cylindrical box­
core sampler was used, with a diameter of 30 cm, which retrieves to a certain extent
the undisturbed seabed. We conducted two sampling campaigns in May 2017 (24
samples) and May 2018 (22 samples) (Table 4.2). Each box core was photographed
and surface samples (0 to 2 cm) were taken on board for grain­size analysis in
the lab. Since the majority of the particles larger than 2mm were composed of
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shells and shell fragments, particles larger than 2mm were sieved out and dry
weighted. Grain­size distributions of the mud and sand fractions were determined
by laser diffraction (Malvern 2000), a technique that measures the scattering of
light. Samples were neither prepared nor peptised and measured without ultrasone
conditions.

Source: US National Park Service Esri Nederland, Community Map
Contributors
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(green), September to October 2017 (black), June to October 2017 (red) and October 2017 to February
2018 (blue). The reference points are used as geographical orientation for subsequent figures.
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For the interpretation of BS data in this study, the median grain size, 𝑑50, of the
mud and sand fractions (volume percentage) is used and we consider the fraction
larger than 2mm (weight percentage) separately. The 𝑑50 value ranges between
220 to 280 µm, with one sample having a value of 20 µm. The amount of particles
larger than 2mm (shell and gravel) varies between 0 and 18%.

Sediment cores were taken with a vibrocorer in May 2018 and described, pho­
tographed and analyzed in the lab. Sediment layers and grain­size distribution were
determined similar to the box core samples.

4.2.4. Nourishments
Underwater nourishments were performed between June 2017 and February 2018.
The sediments for the nourishments were extracted from an area to the north­west
of Ameland (Fig. 4.1c). Box core and vibrocore samples were taken at several
locations in the extraction area before the nourishments started. In general, the
surficial and subsurface sediment consists of fine to medium sand with a moderate
amount of silt and shell fragments in the extraction area. In the subsurface (50
to 100 cm) also traces of clay were found. At the different sample locations the
𝑑50 value ranges from 205 to 217 µm except for one location where a 𝑑50 value of
143 µm was measured. The nourished area is located in the south­east of the study
area (Fig. 4.1d).

4.3. Methods
4.3.1. Multibeam data processing
A combination of the software Qimera and developed Matlab scripts are used for
bathymetric data processing. Soundings are cleaned with a spline­filter, vertically
referenced to Normaal Amsterdams Peil (NAP) and gridded into a 0.5m by 0.5m
grid using the GIS software packages ARCmap 10.5 and SAGA.

The BS processing algorithm, written in Matlab, is implemented as follows. In
the first step the BS ”beam amplitude” data and all necessary sonar and environ­
mental parameters are extracted from the Kongsberg sonar datagrams. The second
step is to retrieve the BS strength 𝐵𝑆 (in dB per 1m2 at 1m) from the received echo
level 𝐸𝐿 (in dB re 1V) as accurately as possible via the sonar equation (Eq. (2.31),
Section 2.4). The external sources related to environmental properties, hardware
and sonar settings, contributing to 𝐸𝐿, are described by the sonar equation. Within
the Kongsberg MBES the hardware­ and software­related terms are considered and
to a certain extent accounted for during the real­time processing [85]. How well the
sonar manufacturer accounts for transducer sensitivity 𝑆𝐻 and the receiver gain 𝑃𝐺
and to what extent the conversion of the 𝐸𝐿 from acoustic pressure (in Pa) to analog
values (in dB re 1V) and finally to digital values (in dB re 1 µPa) is calibrated is not
fully known. The following environmental terms require additional post­processing
steps for a Kongsberg system. The ensonified area 𝐴 is not only affected by sonar
characteristics (i.e., beam aperture, pulse length) and properties of the study area
(i.e., water depth and signal travel distance 𝑟) but also by the seabed morphology
(see Section 2.4). However, the real­time processing of a Kongsberg MBES as­
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sumes a flat seabed and calculates 𝑟 based on measurements from previous pings
[85]. As visualized in Fig. 2.12, in environments with a rough seabed morphology,
this simplification has a significant effect on the ensonified footprint and the true
incident angle, and consequently on the BS level. To account for both issues, the
seabed morphology correction procedure described via Eq. (2.33) to Eq. (2.38) is
applied.

The transmission loss 𝑇𝐿 (in dB) depends on the sound attenuation in the wa­
ter column and the the energy loss of the signal due to geometrical spreading, as
described in Section 2.4 and noted in Eq. (2.32). Sound attenuation in seawater,
𝛼 = 𝛼𝑤 + 𝛼𝑠, not only comes from relaxation of dissolved substances and pure
water viscosity [4], 𝛼𝑤 (in dB/km), but can also be a result of attenuation caused
by suspended material, 𝛼𝑠 (in dB/km). The coefficient 𝛼𝑤 is dependent on tem­
perature, salinity, acidity, pressure and 𝑓 [59, 60]. The coefficient 𝛼𝑠 is dependent
on the volume and the geoacoustic properties of the suspended material and 𝑓
[115]. The Kongsberg real­time processing considers a constant 𝛼𝑤 for the entire
water column. To calculate a variable 𝛼𝑤 with depth the CTD measurements and
the expression for 𝛼𝑤, given in [59, 60], are used. The approach to assess the
effect of 𝛼𝑠 on the BS level due to additional suspended sediment will be described
in Section 4.3.2.

BS mosaics are produced by calculating an averaged angular response curve
(ARC) over a moving window of 100 pings and then normalizing the BS level at
every incident angle with the averaged BS level between 30° and 60° for starboard
and port side separately. To improve the quality of the BS mosaics, the average BS
level is interpolated between ­30° (starboard) and +30° (port). For three surveys
(04/17, 09/18 and 05/19) air bubbles near the transducer head generated along­
track artifacts in the north­western part of the survey area, which are removed by
using an along­track stripe filter. Strong BS artifacts are observed in the northern­
middle part of the survey area for the September 2018 measurements. The causes
could not be found out and therefore this part is removed from the analysis.

4.3.2. Sediment suspension modeling
Sound attenuation due to suspended material results from the combined effect
of viscous absorption and scattering [115]. Viscous absorption defines a frictional
energy loss caused by the interaction of the propagating sound field with the viscous
fluid and suspended solid particles [116]. Sound scattering represents an energy
redistribution by the small rigid particles. Urick [115] demonstrated that sound
attenuation caused by suspended material can be estimated by

𝛼𝑠 = [
𝑘4𝑎3
96𝜌𝑠

+
𝑘( 𝜌𝑠𝜌𝑤 − 1)

2Υ1
2𝜌𝑠(Υ21 + (

𝜌𝑠
𝜌𝑤
+ Υ2)2)

] 20
ln(10)𝑆 (4.1)

where Υ1 =
9

2Υ3𝑎
(1 + 2

Υ3𝑎
), Υ2 =

1
2(1 +

9
Υ3𝑎
) and Υ3 = √𝜋𝑓

𝜈 . Herein, 𝑘 is the
wavenumber (in m­1), 𝑆 is the sediment suspension concentration (SSC) (in kg m­3),
𝑎 is the particle radius (in m), 𝜌𝑠 and 𝜌𝑤 are the sediment and water densities (in
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kg m­3) and 𝜈 is the kinematic viscosity (in m2 s­1). The first term in the squared
brackets corresponds to the particle scattering and the second term to the viscous
absorption. This equation is valid as long as 𝑘𝑎 is small compared to unity and Υ3𝑎
[117]. To assess the sound attenuation due to suspended sediments in our study
area, we use measurements from a tidal inlet in the German Wadden Sea as an
analogue [118].

4.3.3. Acoustic sediment classification
In this study, the unsupervised Bayesian method for acoustic sediment classifica­
tion (ASC) is applied to the processed BS data. The method was first developed by
Simons and Snellen [13], where a detailed description is given, and further devel­
oped by Amiri­Simkooei et al. [17] and Gaida et al. [55]. In this thesis, Section 3.3.2
and Appendix A.1 provide a detailed description of the method. The main concept
of the method is based on the central limit theorem stating that the BS strength
from a specific sediment type follows a Gaussian distribution for a sufficient num­
ber of measurements. The method employs an optimization technique to fit an
increasing number of Gaussian distributions to the measured BS data per beam
angle. A Chi­square test is used to define the number of Gaussian distributions
yielding to the optimal data fit. Here we apply, following the approach described
in Section 3.3.2 [55], the fitting procedure to incident angles between 40 and 65°
for starboard and port side to retrieve a statistical robust estimate of the optimal
number of Gaussian distributions. When the number of Gaussian distributions is
estimated, the boundaries between the Gaussian distributions are determined for
three reference angles (in this study between 56 and 63°). The boundaries define
the acoustic classes (ACs) and the number of ACs define the number of sediment
types which can be distinguished based on the measured BS data in the survey
area. Based on the percentage distribution of the ACs at the reference angles, the
ACs are assigned to the BS data at all considered angles (in this study 15 to 70°).
The application to each survey and each beam angle separately provides a classi­
fication approach independent of system dependent sources affecting the absolute
BS level, like different transducer sensitivity per sonar head, remaining beam pat­
tern artifacts or changing transducer sensitivity between different surveys. As long
as the relative BS level per beam angle (e.g., due to sediment suspension or insuf­
ficient CTD measurements) is not affected, the BS can be used for classification.
By using the resulting classes from each survey, the classification results can be
compared between the different surveys.

The box core samples are used to assign sediment types to the ACs. Therefore,
the AC with the highest occurrence (mode) within a radius of 5m around the sample
is calculated and the correlation between sediment types and ACs is evaluated.
Based on the correlation, a sediment map is produced from the classified BS data.
The calculation of the BS per sample location uses the median of the BS values
measured within a radius of 5m.
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4.4. Results
4.4.1. External sources affecting the backscatter level
In order to establish the acoustic reliability of the data, we relate modeled and mea­
sured uncertainties of the Ameland BS time series to the external sources affecting
the BS level. In this contribution, uncertainty is not strictly considered as a statis­
tical quantity (i.e., standard deviation), it describes rather the variation in BS level
caused by the influence of the external source. Table 4.3 summarizes the poten­
tial external sources and shows the action which is executed to evaluate or control
the particular external source. In addition, the estimated uncertainty in decibels,
and whether or not these uncertainties influence the BS mosaics or the ASC, is
listed. In the following subsections, we elaborate on the effect of the water column
properties, transducer sensitivity and survey azimuth on the BS level in more detail.

Table 4.3: Potential external sources affecting the BS level. Uncertainty represents the averaged value
over the angular range from 15 to 70° and the value in the brackets represents the maximum uncertainty
within the same angular range. The last two columns indicate whether or not the results are expected
to be affected by the specific external source.

External source Action Uncertainty Mosaic ASC

System settings Constant (except 04/17 (Table 4.1)) 0 dB; (1.4 dB (4.1 dB)) No (yes) No (no)
Biofouling on sonar heads Regular checks Not expected No No
Transducer sensitivity (surveys) Same equipment (except 02/19, 05/19) Unknown Possible No
Transducer sensitivity (sonar heads) Measured and relat. corrected 0.5 dB to 3.5 dB (4.6 dB) Yes No
Survey azimuth Constant survey lines 1.1 dB (2.2 dB) Moderate Moderate
Temperature and salinity Regular CTD measurements 0.4 dB (0.9 dB) No No
Sediment suspension Modeling based on reference area 0.03 dB (0.06 dB) No No
Air bubbles Avoid rough weather conditions Unknown Possible Possible

Water column: Variation in salinity and temperature
The variation of the water absorption coefficient, 𝛼𝑤, with depths is relatively small,
but shows a strong difference among the surveys (e.g., between March and Septem­
ber 2018 of up to 27 dB/km, Fig. 4.2a). This is mainly caused by large seasonal
temperature differences. The variation within an individual survey (between 5 to 6
hours) varies for the different surveys. This is indicated by the error bars displaying
the lowest and highest absorption coefficient per survey. The causes are probably
seasonal and tidal differences in the water mass dynamics, which indicates the im­
portance of regular CTD measurements. Fig. 4.2b displays the difference in sound
attenuation per beam angle considering the lowest and highest absorption for a wa­
ter depth of 25m. It illustrates the maximum uncertainty of the BS level related to
an insufficient sampling of the water column properties (i.e., CTD measurements)
in the study area. Solely the October 2017 and May 2018 surveys indicate a notice­
able variation in sound attenuation during the survey. The average values are 0.4
and 0.2 dB and the maximum values are 0.9 and 0.4 dB for the outermost beams,
respectively. The processing algorithm accounts for the absorption variation in time
and depth. However, it needs to be considered that these results are based on 2
to 5 CTD measurements within a time of 5 to 6 h per survey and the maximal vari­
ations of the water column properties might not be captured. Therefore, Fig. 4.2b
indicates a rough estimate of a potential uncertainty of the BS level due to variation
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in water column properties.
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Figure 4.2: a) Averaged absorption coefficient profiles (300 kHz) obtained from CTD profiles measured
during the seven MBES surveys. Error bars indicate lowest and highest value of the measured absorption
during the entire survey. b) Difference in sound attenuation considering lowest and highest absorption
for a water depth of 25m. Number in brackets represents number of CTD measurements per survey.

Water column: Sediment suspension
In order to estimate the maximum expected sound attenuation 𝛼𝑠 caused by sus­
pended sediment, we use the maximum SSCs (𝑆 in Eq. (4.1)) measured during a
tidal cycle (Scenario 1, 35mg/l) and a yearly cycle (Scenario 2, 120mg/l) in a tidal
inlet between the German Wadden Sea islands Langeoog and Spiekeroog [118]; an
area with similar sedimentary and morphodynamic processes to the Ameland in­
let. Bartholomä et al. [118] measured SSC values from October 2006 to June 2007
using an in situ laser particle sizer and acoustic doppler current profiler (ADCP) as
well as taking water samples from the water column (near water surface to 0.75m
above seabed). We extrapolate the peak values from 0.75m above the seabed to
the entire water column with a slight decrease with increasing distance from the
seabed (Fig. 4.3a). This provides a worst­case estimate of the effect of sediment
suspension on the BS measurements. Furthermore, we use a maximum water
depth of 25m, an angular range from nadir to 70° and a grain size (𝑎 in Eq. (4.1))
of 20 µm (Scenario 1a and 2a) and 250µm (Scenario 1b and 2b). The grain size
of 20 µm displays the lowest 𝑑50 value obtained from the box core samples in our
study area (i.e., lab measurements). The second value results from the reference
area where a high rate of flocculation of the fine­grained sediments was observed
with an averaged floc size of 250 µm.

Fig. 4.3b represents the sound attenuation over the beam angles for Scenario
1a,b and 2a,b. A maximum sound attenuation of about 2.3 dB is calculated for the
highest SSC and the smallest grain size for the outermost beam angle. The decrease
in grain size from 250 to 20 µm results in a significant increase in sound attenuation
which even exceeds the increase in SSC from 35 to 120mg/l. The smaller grain size
yields to a decrease in sound scattering but it results in an even larger increase in
viscous absorption. The sound attenuation of the most extreme case (Scenario 2a)
would induce a significant uncertainty for the BS data. However, assuming that in
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our study area flocculation of the fine grained suspended sediments exists and that
the MBES measurements were not conducted shortly after a storm, it is more likely
that peak values for sound attenuation in our study area are similar as in Scenario
1b where the sound attenuation does not exceed 0.1 dB. These values would be
significantly lower than the uncertainty of 1 dB related to the intrinsic uncertainty
of the MBES [85] and therefore the effect is assumed negligible for the datasets
considered in this contribution. However, the modeling results also indicate that
SSC can lead to a significant effect on the BS level, and therefore surveying during
or shortly after storms but also shortly after the nourishments should be avoided.
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Figure 4.3: a) Peak SSC in the water column in a tidal inlet of the German Wadden Sea as retrieved
from [118], as an analogue to the Ameland inlet . Scenario 1 represents the general peak SSC during a
tidal cycle and Scenario 2 represents the maximum SSC measured during a yearly cycle. b) Calculated
sound attenuation due to sediment suspension with a 𝑑50 value of (a) 20 µm and (b) 250 µm for a water
depth of 25m and a frequency of 300 kHz based on [115] and [117].

Dual­head transducers
In order to identify a discrepancy in BS levels between the two transducer heads
of the Kongsberg EM 2040C MBES, we calculate the averaged ARC for both heads
using the MBES BS data from the entire survey area. Due to the large overlap
(120%) and high number of track lines (17), we assume that both transducers
ensonify, on average, approximately the same seabed.

The averaged BS values over the angular range from 15 to 70° (Fig. 4.4), show
that (1) the transducer heads on the Siege (five surveys with a deviation between
sonar heads from 0.5 to 1.4 dB) are better calibrated to each other than on the
Amasus (two surveys with a deviation from 3.0 and 3.5 dB) and (2) a high influence
of a new installation and a different MBES on the BS level. The estimated difference
in the BS levels per incident angle (residual BS curve) between both sonar heads
are used to adjust the BS levels relatively to each other (transducer head cross­
calibration). This adjustment mitigates the influence on the BS mosaic whereas
for the ASC an adjustment is not necessary because the method is applied to each
transducer and beam angle separately.
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Figure 4.4: Averaged ARCs obtained from the two transducer heads using the entire BS dataset from a)
May 2018 (Siege) and b) May 2019 (Amasus).

Survey azimuth
To investigate the influence of the survey line direction (survey azimuth) on the BS
level due to organized seabed roughness (e.g., small­scale ripples), we follow the
approach developed by Lurton et al. [109]. The approach involves a systematic
coverage of a reference area with different survey azimuths and comparing the
resulting ARC per azimuthal direction. The BS data from both sonar heads are
cross­calibrated using the BS residual curves. Comparing the ARCs of six sailing
directions from the October 2017 and May 2018 surveys (Fig. 4.5), we observe the
largest deviation for the angular range between 20 to 40° with maximum values
of 3.4 dB and 4.2 dB in the October 2017 and May 2018 survey, respectively. The
maximum deviation averaged over the angular range from 15 to 70° is 2.1 dB and
1.4 dB, respectively. It shows a dependency of the BS level on the azimuth angle
and might indicate the existence of organized seabed roughness. Here, one need to
consider that these values are rather an overprediction because the incident angles
from the different survey line directions do not ensonify exactly the same area on
the seabed and slight changes of the seabed properties over time can also have an
effect on the measured BS level.

The main survey directions were approximately 120 and 310° for all surveys (i.e.,
parallel to the shoreline). For these azimuthal directions, we observe an averaged
deviation of 0.7 dB and 1.1 dB with maximum values reaching 1.9 dB and 2.2 dB for
the October 2017 and May 2019 survey, respectively. That means the effect is
lower compared to other azimuthal angles but still for some incident angles the
effect of small­scale ripples might mask the actual seabed properties. Using these
values as an estimate, one should consider that the orientation of the small­scale
ripples might change during the acquisition, which would have the same effect as
varying survey azimuths. In general, the averaged values are similar to the intrinsic
uncertainty of the MBES (1 dB) [85] and therefore have a minor effect on the BS
data and the monitoring purpose in this study. Nevertheless, the results indicate
that the survey line direction should be constant during the survey otherwise the
effect of small­scale ripples on the BS data becomes more dominant.
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Figure 4.5: Survey azimuth dependency of BS. a) October 2017 and b) May 2018 measurement. Legend
indicates the survey direction.

.

4.4.2. Backscatter and bathymetric time series
The MBES bathymetric time series is used to calculate the differences in bed el­
evation. The intra­nourishment (10/17) and post­nourishment (03/18 to 05/19)
bathymetries are referenced to the pre­nourishment (04/17) bathymetry to indi­
cate bed aggradation and degradation. The April 2017 bathymetry is referenced
to a pre­nourishment measurement conducted in May 2017 to indicate the natural
seabed dynamics. The bathymetric difference maps represent an aggradation from
April 2017 to March 2018 of up to ∼10m vertically (Fig. 4.6). The post­nourishment
maps show a degradation in the nourished area and a further aggradation north­
west from the nourished area, indicating erosion, sediment transport and deposition
towards the tidal inlet. In addition, large bedforms are extensively formed in the
northern part of the nourished area and to the north­west of this.

The BS mosaics show, in general, varying patterns over the entire time series,
indicating changing seabed properties (Fig. 4.6). High BS levels are observed on
the landward side (shoreface) whereas lower BS levels are observed on the tidal­
inlet side before the nourishments were conducted (04/17). The intra­nourishment
measurement (10/17) shows a lower BS for the areas that were nourished just be­
fore the acoustic measurements (blue polygon, Fig. 4.6). This indicates that the
rough and hard natural seabed is replaced with smoother and softer nourished ma­
terial. However, the areas which were nourished three months before the acoustic
measurement show high BS values again (green polygon, Fig. 4.6). Similar obser­
vations can be made for the post­nourishment measurements, which show higher
BS levels for the entire nourished area over time. This indicates that the natural
dynamics of the area result in an increase in seabed roughness and hardness of the
nourished area. In addition, strong BS variations are observed along the bedforms
for all surveys.
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Figure 4.6: MBES time series data acquired between April 2017 and May 2019. (Left) Bathymetry
difference with respect to the pre­nourishment survey in April 2017, indicating evolution of sediment
volume. April 2017 map is calculated with respect to a MBES bathymetry measurement taken in May
2017. (Right) BS mosaics. For both, the grid cell size is 0.5m by 0.5m. The red points are reference
points used for geographical orientation (see Fig. 4.1).

4.4.3. Acoustic sediment classification
Estimation of the number of acoustic classes
The results of the Chi­square test for the seven processed MBES BS datasets show
that the averaged Chi­square values, including the standard deviation, reach the
criterion for an optimal data fit (black dashed line) using five Gaussian distributions
nearly for all datasets (Fig. 5.6). The February 2019 dataset shows high standard
deviations, indicating varying fitting results for the different angles and sides result­
ing in an ambiguous estimate between four and seven classes. To comply with the
other datasets, five classes are chosen for the classification of the February 2019
BS data as well.
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Figure 4.7: Chi­square test applied to the seven MBES BS datasets. The solid lines and their error bars
represent the mean and standard deviation of the 𝜒2𝜈̂ values considering the incident angles from 40 to
65° of both the starboard and port sides. The black dashed lines show the 𝜒2𝜈̂ value of 1±√2/𝜈̂, which
indicates a good model fit.
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Correspondence between acoustics and ground truth
To label each AC and eventually retrieve a sediment map, the acoustics (05/18) are
compared with the ground truth data (05/18). Fig. 4.8a indicates a positive corre­
lation of the BS with the weight percentage of grains larger than 2mm. AC5 corre­
sponds exclusively to a bottom type containing more than 1% shell fragments and
gravel. AC4 shows a spread between very little (0.1%) and a large amount (18%) of
shell fragments and gravel. The sample with the very large amount (18%) amount
of shell fragments contains also 13% of mud, which is a likely cause for the lower
BS value and the classification as AC4 instead of AC5. AC3 is evenly distributed be­
tween no shells and traces of shells and AC2 and AC1 correspond mainly to samples
with no shell content. Here, traces define scattered shell­fragments with a quan­
tity of less than < 0.1%. Considering the 𝑑50 value of the mud and sand fraction,
Fig. 4.8b shows that, in general, the sediment is very homogeneous with 𝑑50 values
ranging from 220 to 280 µm in the study area. The BS does not show a correlation
to such a small range of 𝑑50 values. Although AC1 only contains 1 sample, the 𝑑50
value of 20 µm (classified as sandy mud (sM) after Folk [83]) discriminates it from
the samples in AC2 with a 3 dB lower BS value. Here, one has to consider that this
sample corresponds to a thin sandy mud layer (i.e., a veneer with a thickness of
∼1 cm) deposited on a sand layer (𝑑50= 240µm). Following theoretical BS calcula­
tions, one would expect around 8 dB difference between sandy mud and medium
sand (see Fig. B.1 in Appendix B), which might indicate that the acoustic signal is
also affected by the sand layer underneath.

Figure 4.8: Comparison of acoustic data (05/18) with box core samples (05/18). a) BS vs. percentage
of grains larger than 2mm. b) BS vs. median grain size, 𝑑50 value, of the sand and mud fraction.

A qualitative comparison between the acoustics and box core samples is given in
Fig. 4.9. The box core samples (BC007 and BC018), extensively covered with shell
fragments, are located in areas with high BS values and high ACs (AC4 and AC5). Box
core samples (BC005 and BC006), indicating well­sorted fine to medium sand with
no shell fragments, are located in areas of low BS and low ACs (AC2 to AC3). Box
core sample BC015, indicating well­sorted fine to medium sand with traces of shell
fragments and gravel, are located in areas of intermediate ACs (AC3 to AC4). The
quantitative and qualitative comparisons show that the acoustics are mainly driven
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by the amount of shell fragments in the very homogeneous environment of sand.
The final assignment of bottom type to AC, including the accuracy measurement,
is listed in Table 4.4. This assignment leads to an overall accuracy of 64%.
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Figure 4.9: Qualitative comparison between acoustics and ground truth. a) BS mosaic (05/18) and b)
ASC results (05/18), including box core locations and photos.

Table 4.4: Assignment of sediment type to acoustic class.

AC Sediment type Shell content Accuracy
1 sandy Mud (sM) 0 100%(1/1)
2 Sand (S) 0 66%(4/6)
3 Sand with traces of shells (S tSH) traces 50% (3/6)
4 Sand with medium amount of shells (S mSH) 0.1 to 1% 50% (1/2)
5 Sand with high amount of shells (S hSH) > 1% 100% (5/5)

The first box core sampling (09/05/2017) was conducted 14 days after the pre­
nourishment survey (25/04/2017) due to logistical problems and weather condi­
tions. Since we noticed an agreement between 𝑑50 and AC for dynamically more
stable areas (coarse sediments and not in the tidal channel) and a disagreement
for areas with higher morphodynamics (finer sediments and tidal channel), we de­
cided not to include the box core samples in the present study because of the time
difference. Therefore, solely the box core samples from 22/05/2018 to 24/05/2018
in combination with MBES BS data from 23/05/2018 are used for the assignment
of sediment type to AC. The resulting assignment (Table 4.4) is propagated to the
entire time series. Although the absolute range in decibels varies between 25 and
30 dB among the MBES BS datasets, a consistent number of ACs is estimated by
the Bayesian method for the entire time series. This indicates that the width of the
Gaussian distributions and consequently the AC boundaries account for the wider
decibel range (Appendix A.2).
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4.4.4. Temporal evolution of surficial sediments
The ASC maps, displayed in Fig. 4.10, reveal the temporal evolution of the surfi­
cial sediments. The pre­nourishment map (04/17) shows extensively distributed
coarse sediments (shell fragments and gravel) towards the coastline of Ameland.
The highest amount of shells and gravel is found from the middle to the south­east
part of the study area (complies with the to­be nourished area) indicating an ex­
tensive shell layer. The intra­nourishment map (10/17) shows that the nourished
sand (𝑑50= ∼220µm) covers the shell layer almost completely (see area in blue
and black polygon in Fig. 4.10). Within the blue polygon (Fig. 4.10), the only small
purple areas (AC5) that remain, coincide to some extent with the location of part of
the revetments, indicating that the highest AC also corresponds to the revetments.
Therefore, it is more difficult to identify the revetments in the pre­nourishment sed­
iment map where an extensive shell layer is located towards the coastline. Further
to the south­east, the intra­nourishment map (10/17) indicates a high amount of
surficial shell fragments and gravel within the nourished area (green and black poly­
gon in Fig. 4.10). Considering that the nourishments have taken place two months
(green polygon) up to only a few days (south­east of black polygon) before the
acoustic survey, we hypothesize that a washing out of the fine sediments and an
increase of the coarse fraction (shells and gravel) occurred very rapidly. Similar
observations are made for the post­nourishment maps (03/18 to 05/19) within the
nourished areas. The extent of the shell layer increases with time (AC4 and AC5;
pink and purple area), indicating a continuous washing out of the fine fraction.
Moreover, the north­western part of the study area seems to have an increase in
finer sediments (sandy mud to sand) from 10/17 to 05/18, which coincides with
the bed aggradation (Fig. 4.6). Therefore, we hypothesize that the fine sediments
of the nourished material are redeposited north­west of the nourished area. The
ASC maps visualize that, after the nourishments have stopped in February 2018,
the surficial sediment distribution has approached the pre­nourishment state, in­
dicating a recovery (natural sedimentary equilibrium state) of the nourished area
(Fig. 4.10).

Furthermore, the development of bedforms is observed, most strongly in Octo­
ber 2017 to March 2018 and in the February 2019 datasets (Fig. 4.6). In Fig. 4.11,
showing the bathymetry and sediment classification from the intra­ (10/17) and
post­nourishment (03/18) surveys, two distinct zones of bedforms can be iden­
tified, with higher amplitudes and longer wavelengths on the landward side and
lower amplitudes and shorter wavelengths on the tidal­inlet side. Fig. 4.12 shows
two cross­profiles visualizing the bathymetry and ASC along different types of bed­
forms. Profile 1 is located in the nourished area and Profile 2 about 50m south­west
of the nourished area. As a reference, the pre­nourishment bathymetry displays
megaripples with a wavelength of 5 to 10m with amplitudes of up to 1.5m along
Profile 1 (not shown here). Within three months (June to October 2017) very high
(∼2.5m) and steep (∼25 ∘) megaripples (Fig. 4.12a) with wavelengths of about
40m are rapidly developed on the nourishments. From October 2017 to March
2018 the meagripples grow into sandwaves with an increase in height to 3m and
an enormous increase of the wavelengths up to 120m in relatively shallow waters
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Figure 4.10: ASC maps obtained from the Bayesian method. The grid cell size is 1m by 1m. Incident
angles between 15 and 70° are considered in the classification. The polygons with the different colors
indicate the areas and periods of the nourishments. Indicating the locations of the revetments without
covering too much information, they are only visualized in the 04/17 map.

(10 to 14m). In Profile 2 the smaller megaripples grow into larger megaripples
(Fig. 4.12b). This indicates that the hydrodynamics, in combination with the artifi­
cial sediment supply due to nourishment, cause a high degree of morphodynamic
activity within the nourished area. The second observation, as revealed by the ASC,
is the different sorting patterns over bedforms in both areas and time periods. The
clearest pattern is observed in Profile 1 (nourished area) for the measurement in
March 2018 (Fig. 4.12a), where coarse sediments occur on the stoss sides (AC5:
gravel and shell­containing sands), finer sediments towards the crests (AC2 and
AC3: sand) and even finer sediments (AC1: sandy mud) in the troughs. A similar
pattern is observed for Profile 2 of the measurement in March 2018, except that
the magnitude in ACs only varies between AC3 and AC1. In Profile 1 of the mea­
surement in October 2017, we observe a contrasting pattern of finer sediments on
the stoss and coarser sediments on the lee sides and in the troughs. In Profile 2
of the measurement in October 2018 we do not identify a clear sediment sorting
pattern which might be related to an early stage of the development of bedforms
or an insufficient resolution of the MBES. The BS data are corrected for the effect
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of the seabed morphology as described in the Section 4.3.1. To what extent MBES
BS can be used to resolve sediment sorting along bedforms depends on the rela­
tionship between the bedform wavelength and the acoustic resolution of the MBES
(see Section 4.5.3).

Figure 4.11: a) and b) Bathymetric subset maps from 10/2017 and 03/2018 representing a detailed
view on the seabed morphology. c) and d) Corresponding ASC from 10/2017 and 03/2018.
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resolution of the slope calculation.
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4.4.5. Integration of MBES and sub­bottom profiling
In this contribution, we use the seismic data to investigate to what extent the clas­
sified, pre­nourishment seabed sediments, as revealed by the ASC, can be acousti­
cally identified in the subsurface. In the processed sub­bottom profiler (SBP) tran­
sect (11/17) within the nourished area (Fig. 4.13), the acoustic characteristics of
the reflector reveal three different zones: (1) in the center, the discontinuous, high­
amplitude reflector indicates a shell layer, as corroborated by vibrocores (05/18),
(2), in the south­east, a continuous and high­amplitude reflector correlates with
a consolidated clay layer, as identified in the vibrocores (Fig. 4.15), and (3) in
the north­west a high­amplitude reflector indicates the possible presence of buried
revetments.
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Figure 4.13: Seismic section acquired with the SBP. Shell layer (red), consolidated clay layer (blue) and
buried revetments (green) are identified in the seismic section. The location of the seismic section is
displayed Fig. 4.1d.

When plotting the seismic profiles (Fig. 4.14), the detected shell layer in the
subsurface corresponds to the pre­nourishment seabed (04/17) between 200 and
1600m with a precision of 0 to 30 cm, which is classified as AC4 and AC5 (due to
the shell­rich seabed sediments at the time, see also Fig. 4.10). The agreement
shows that the layer thickness of the pre­nourishment shell layer and the impedance
contrast with the surrounding sediment (i.e., nourished sand) is sufficiently high to
be acoustically resolved by the SBP. Between 1600 and 2100m the clay layer is
mapped by the SBP. Between 1600 and 1800m the SBP shell layer overlies the
SBP clay and the MBES shell layer, while between 1800 and 2100m no shell layer
is detected in the SBP. According to the box core samples taken in May 2017 this
area consists of sand with varying amount of shells, confirming the ASC. Although
the identification of the clay layer in the SBP is certain based on the validation of
the reflector with vibrocores, the MBES data indicate that the shell layer is located
at the same depth in this area. The accurate detection of the shell layer with the
SBP in that area might be hampered due to the directly underlying consolidated
clay, as can be seen in VC11. This might also influence the vertical precision where
the clay is interpreted in the SBP data. In addition, the vertical position of the SBP
(∼ decimeters) is less accurate than of the MBES (∼ centimeters) and, furthermore,
the reflectors observed might be from a lower part of the shell layer with a higher
shell content. It shows that the combination of MBES (BS and bathymetry) time
series measurements and SBP data can be used for improved interpretation of the
data and are a good addition to each other.
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Figure 4.14: Cross­profiles of layers detected by the SBP in November 2017 and the MBES pre­
nourishment survey in April 2017. The ASC results of the MBES measurements are displayed at the
bottom indicating mainly a sandy seabed with a medium to high amount of shells (AC4 and AC5, purple
colors). The location of the seismic cross profile is displayed Fig. 4.1d.

Figure 4.15: Depth profile of vibrocores VC08 and VC11 located in the tidal­channel in May 2018. Red
horizontal bar indicates location of surficial seabed from April 2017 measurement (before nourishments).
Error bars indicate maximum depth variation within a radius of 5m around the sample location. Blue and
red font indicate AC and BS value at the sample location for April 2017 and May 2018 measurements,
respectively.
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The vibrocores (22/05/2018 to 23/05/2018) confirm the assignment of sedi­
ment type to AC, in addition to the box core samples (22/05/2018 to 24/05/2018).
In VC08 (Fig. 4.15), the top of the core comprises sand with just traces of shell
fragments and in core VC11 sand with a high amount of shell fragments is found,
which matches with AC3 and AC5, respectively (MBES measurement in 24/05/18).
The horizontal bar indicates the location of the pre­nourishment seabed where sand
with a relatively large amount of shell fragments can be found in VC08. For VC11 the
mean depth is located in the consolidated clay layer but considering the position­
ing uncertainty of the vibrocore, it could also be located in the shell layer. In that
case the pre­nourishment ASC, indicating sand with a high amount of shells (AC5),
would coincide with the vibrocore. It shows that the pre­nourishment ASC results
are representative for the newly formed subsurface and that they can support the
interpretation of the seismic reflectors.

4.5. Discussion
4.5.1. Monitoring seabed evolution using MBES backscat­

ter
Environmental monitoring requires temporally stable measurements in order to as­
sess changes of the environment over time [7]. Using acoustic BS to study the
evolution of underwater nourishments means that the uncertainty of the BS needs
to be smaller than the necessary resolution to characterize the status of the en­
vironment. For the environmental sources, the maximum averaged uncertainty of
1.1 dB caused by the possible presence of small­scale ripples, is lower than the mag­
nitude of the required resolution of MBES BS to discriminate between, for example,
fine, medium and coarse sand (2 dB) or fine sand and silt (5 dB) (see Fig. B.1 in
Appendix B). The change of the vessel and the MBES after five surveys induced
the largest uncertainty related to the MBES. The difference in BS levels between
the sonar heads, due to the change of the vessel and MBES, increased from 1.4
to 3.5 dB. Firstly, this indicates an imperfect cross­calibration between the sonar
heads and secondly it shows a varying transducer sensitivity between the differ­
ent MBES mounted on different vessels. A relative calibration of the MBES using
a reference area with a temporally stable seabed as recommended in [7, 26] and
performed in [25] could be used to quantify the transducer sensitivity. However,
the Wadden Sea is a highly dynamic environment and therefore it was not feasible
to perform for every survey a relative MBES calibration.

Although the strategies for assessing MBES BS uncertainties that we presented
in this study, provide a good estimate of possible variation in BS by the system and
environmental sources, we did not quantify the effect of air bubbles, for example
due to rough weather conditions, or the effect of the varying frequencies (270 to
330 kHz) caused by the dual­head system and the ping modus (dual swath). A
promising approach would be the use of the water column data (entire signal) to
approximately estimate the sound attenuation caused by air bubbles. Due to the
small frequency separation, we expect a negligible effect on the BS level according
to the research on multi­frequency BS (a frequency separation of at least 1 octave
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is required) [33, 119].
Malik et al. [120] presented modeled uncertainties of BS measurements. They

related the major uncertainty sources of the BS level to the seabed ensonified area
(1 to 3 dB), absorption coefficient (up to 6 dB), random fluctuation (5.5 dB) and
sonar calibration (system dependent). In this contribution, we minimized the un­
certainty related to the first source by calculating the along­ and across­track seabed
slope with a very high­resolution of 1.5m. The absorption coefficient was corrected
in post­processing for the entire water column using up to five CTD measurements.
We compensated for the statistical fluctuation of the BS level by averaging the data
over a number of pings and beam angles. In addition, the Bayesian method consid­
ers the remaining statistical fluctuation by generating Gaussian distributions with
a standard deviation representing the statistical fluctuations. Finally, the method
is independent of a sonar calibration and applicable to relative BS measurements
[61].

However, the ASCmaps still showed in some areas along­track stripes (Fig. 4.10).
An explanation could be the influence of air bubbles or varying survey azimuths due
to a rough sea state. In case of the varying survey azimuths the observed BS vari­
ations of up to 4.1 dB for some incident angles and azimuthal angles in combination
with the large overlap of about 120% (i.e., each location is ensonified from three
different tracks lines) might cause these artificial patterns. Another reason could
be that due to the very dynamic environment the sediment composition or the
seabed morphology have changed during the acquisition of three different track
lines (∼1 h). Variation in tidal flow direction could alter the orientation of small­
scale ripples and variation in the tidal flow speed could favor the settling and remo­
bilisation of very small sediment particles changing the water­sediment interface.
Montereale­Gavazzi et al. [28] showed variation of > 2 dB between ebb and flood
caused by surficial substrate changes due settling of the mud fraction in a highly
dynamic area close to a river mouth. Hence, preferring certain survey times with
similar tidal flow conditions, decreasing the length of the track lines and avoiding a
rough sea state (here, defined as a vessel roll and pitch > 5°) might help to reduce
the along­track stripes due to BS variations.

4.5.2. Ground­truthing in a dynamic environment for
acoustic seabed monitoring

Sediment mapping based on MBES BS requires ground­truthing to assign sediment
properties to ACs. The ground­truthing has to be timed as close as possible to
the acoustic survey to be still representative for the actual seabed at the time of
the acoustic measurements, especially for such a dynamic environment like a tidal
inlet of the Wadden Sea. Therefore, we discarded the first box core sampling set
and only used the second box core sampling set and propagated the ground truth
information from this one assigned AC set to the entire time series via the unsuper­
vised Bayesian classification method (see Section 4.4.3). A similar approach was
presented in [25] except that they used a reference area with a stable seabed to
relatively calibrate the BS level for each survey. Here, we followed the approach
presented in Chapter 3 [61], in which a good repeatability of the classification re­
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sults obtained from different surveys using the same unsupervised method was
demonstrated (e.g., Figs. 3.8 and 3.9). It was shown that the method can be ap­
plied to relative BS levels and allows to compare the resulting ACs from different
surveys given that the number of ACs is consistent among the time series. In case
the number of estimated ACs differs due to a new sediment supply or sorting pro­
cesses, the comparison of the ACs among the time series would be hampered and
an additional ground­truthing followed by a new assignment of sediment type to
AC is recommended.

Furthermore, the assignment of AC1 was based on only one sample. First of all,
one sample is statistically not representative, even though the contrasting BS vali­
date a separate AC. Secondly, despite the well­timed sampling with respect to the
acoustic measurements, there are still a few tidal cycles in between and the ∼1 cm
thick mud veneer may indicate settlement of muddy sediments, which in combina­
tion with high tidal dynamics can yield to large BS variabilities (> 2 dB) as shown
by Montereale­Gavazzi et al. [28]. They interpreted the variabilities as short­term
sediment changes due to the deposition and remobilization of the muddy particles.
To some extent these observations could cause the moderate disagreement (ex­
pressed as an overall accuracy of 64%, Table 4.4) between the ground truth and
acoustic data in our area. Future monitoring campaigns need to further reduce the
time difference (and/or acquire more information on the SSC) to allow an accurate
comparison between ground truth and acoustic data.

Further reasons for the moderate disagreement between box core samples and
the acoustic data might be related to (1) the positional inaccuracies between MBES
and sampling device, (2) noisiness of the BS data, (3) and other challenges in esti­
mating in situ properties from (small) samples in the lab (e.g., underrepresentation
of coarse particles) and (4) the uncertainty whether a single sample is represen­
tative of a larger acoustically ensonified region [65]. In this study, we observed
that the BS level was highly dominated by the shell fragment content. One rea­
son is that in our study area the sediment consists of mainly homogeneous sand
(220 to 280µm) and therefore the shell content is acoustically the main differ­
ence. As demonstrated in several studies, small variations in the shell content (or
larger particles in general) can highly influence the BS level (e.g., [62, 63, 65]). In
particular for shell fragments it is difficult to obtain a spatially representative mea­
surement because samples contain only a few shell fragments (see point 3 and 4)
and consequently the correlation of seabed properties (e.g., mean grain size or shell
content) to BS data is biased [65]. A combination of box core samples with video
footage (e.g., drop cameras, video tows or ROV/AUV platforms) would extent the
detailed physical information from a very refined location (i.e., 30 cm) to a larger
area [62, 108]. However, a high energy environment as the Ameland inlet might
yield to inaccurate positioning and low visibility and hinder the application of video
footage.

When applicable, video footage would help to further investigate why the revet­
ments were not clearly distinguishable from the shell fragments (both assigned to
the highest AC) even though the revetments represent a much harder material.
Either the revetments are covered with a thin veneer of sediments decreasing the
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BS or the acoustic response at 300 kHz from the revetment and shell fragments
is very similar. The BS is not only a result of the hardness contrast (i.e., acoustic
impedance) but also depend highly on the seabed roughness [4]. It is likely that
the shell fragments appear acoustically much rougher then the revetments, which
might compensate for the hardness contrast.

4.5.3. Spatial resolution of MBES backscatter
The grain­size sorting patterns along bedforms that we acoustically identified at
different locations (nourished and natural areas) and time periods (intra­ and post­
nourishments) are comparable to other studies using MBES BS over bedforms [39,
121, 122]. Lamarche et al. [121] observed differences of up to 10 dB between
troughs (high BS level) and crests (low BS level) of sand waves with wavelengths
between 100 and 250m and related the differences to varying sediment types.
Koop et al. [39] acoustically identified coarser sediments in the troughs and on the
crests and finer sediments on the steepest part of the stoss side of megaripples
(wavelengths between 10 and 25m). The latter discussed the trade­off between
spatial resolution (ability to spatially distinguish between different sediment pat­
terns) and geoacoustic resolution (ability to acoustically distinguish between dif­
ferent sediment types). However, we also need to consider the relationship be­
tween the spatial/geoacoustical resolution and the wavelength of bedforms, rang­
ing from few centimeters (ripples) to tens of kilometers (sand banks) in coastal
regions [123, 124].

In order to assess the capability of MBES BS to identify grain­size sorting along
these periodic features, we need to distinguish between three scenarios displayed in
Fig. 4.16: Scenario 1: Bedform wavelength (𝜆bedform) is smaller than the ensonifed
footprint area (𝐴𝑝) and therefore the bedform contributes to the seabed roughness.
Consequently, the BS level is affected by wavelength, amplitude and orientation of
the bedforms [109]. Scenario 2: Bedform wavelength is larger than the ensonified
footprint but smaller than the spatial resolution of the bathymetry slope calculation
(𝑑𝑥slope) and therefore the true incident angle and the correct ensonifed footprint
area cannot be calculated. The BS level is affected by the slope of the bedform.
Scenario 3: Bedform wavelength is significantly larger than the spatial resolution of
the slope calculation (i.e., slope correction reveals variation of slope over bedform).
Hence, the BS level can be corrected for the true incident angle and the correct
ensonified footprint area. Only in the third scenario the BS level represents the
actual sediment properties.

For the MBES and the settings used in this study (Table 4.1) following values are
obtained: 𝐴𝑝= 4 to 16 cm (for incident angle = 70 to 15°), 𝐴𝑏= 12 to 480 cm (for
water depths between 5 to 25m and for incident angles between 15 to 70°) and
𝑑𝑥slope= 150 cm (i.e., 3 times grid resolution, which depends on sounding coverage
and the beam footprint 𝐴𝑏). That means sediment sorting in bedforms with a wave­
length of ≫ 150 cm can be detected in this study. Sediment sorting in megaripples
with a wavelength from 10 to 40m [39, 125] or sand waves with a wavelength of a
few hundred meters [125, 126] are detectable, whereas ripples with a typical wave­
length of tens of centimeters [124] contribute to the seabed roughness (Scenario
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1) or degrade the quality of the BS data (Scenario 2). For example, Scenario 3 is
valid for the megaripples and sand waves in Profile 1 measured in October 2017 and
March 2018, respectively, and the megaripples in Profile 2 measured in March 2018
with wavelengths between 20 and 100m (see green reference scale in Fig. 4.12,
representing the 150 cm reference). However, the megaripples, visualized by Pro­
file 2 for the October 2017 measurement, are probably too short (lower end with
∼5m) and fall in Scenario 2. This would explain the more chaotic distribution of
the ACs along the profile. Using MBES BS to identify sediment sorting in bedforms
requires the determination of the three scenarios for the specific MBES and the
study area and the comparison to the length­scale of the bedforms.

 bedform < Ap

Scenario 1 Scenario 2 

dxslope >  bedform  > Ap bedform >> dxslope

Scenario 3

Ap

Ab

dxslope

bedform 

Figure 4.16: Sketch for spatial resolution of the MBES vs. length­scale of the bedform. 𝜆bedform is
the wavelength of the bedform, 𝐴𝑝 is the instantaneously ensonified signal footprint, 𝐴𝑏 is the beam
footprint and 𝑑𝑥slope presents the spatial resolution of the slope correction.

4.5.4. Sedimentary patterns in a nourished area
Cross­ and longshore sediment sorting is often observed along beaches [124], which
agrees with the observed sedimentary pattern during the pre­nourishment survey
in our study area. In our study, recovery of the nourishment area occurred within a
few days and the pre­nourishment state was fully reached after roughly 12 months
(11 to 16 months). Considering the mud and sand fractions, the composition of the
nourished sediment (𝑑50= 205 to 217µm) is very similar to the original sediment
(𝑑50= 220 to 280 µm) which might yield, in combination with the continuous hy­
drodynamics, to the original sedimentary patterns. Based on both the degradation­
aggradation pattern and BS observations, we hypothesize that a washing­out of
the fine sediments of the nourished sand and a redeposition north­west from the
nourished area towards the Borndiep channel took place. According to Elias [127]
this channel is governed by an ebb­dominated flow, and the outflow of Borndiep
would therefore have an seaward­directed sediment transport, supporting our ob­
servations. In addition, shell fragments and gravel being less easy to erode remain
on the nourished area, resulting in a similar sedimentary pattern compared to the
pre­nourished state.

For sorting along bedforms, field observations in the Belgian, Danish and Dutch
North Sea have shown varying sorting patterns over tidal sand waves with wave­
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lengths ranging from 100 to 750m in water depths of 3 to 30m [125, 128, 129]. In
these studies some locations showed coarser sediments towards the crests while
other locations indicated a reverse pattern of coarser sediment in the troughs. The­
oretical approaches by van Oyen and Blondeaux [130] and Roos et al. [131] indi­
cated that sediment sorting processes are controlled by a balance between reduced
mobility effects, supporting transport of fine grains, and hiding effects, yielding to
higher transport rates of coarser grains. During moderate tidal currents finer sed­
iments accumulate at the crest while strong currents lead to a coarsening of the
crest [130], which would explain the contrasting field observations. Further model­
ing results also indicated that grain­size sorting requires a wide range in grain sizes
but the location of the accumulation (crest or trough) of the different grain­size
fractions highly depends on the fluid and sedimentary conditions [124]. Although
the 𝑑50 value of the mud and sand fraction in our study area is very homogeneous,
the shell fragments with different particle sizes in combination with the mud par­
ticles yield to a relatively large grain­size distribution. In addition, hydrodynamic
modeling results have indicated spatially and temporary varying tidal current veloc­
ities across the Ameland inlet [127]. Therefore, the theoretical requirements are
given that the sedimentary and hydrodynamic conditions in our study area result in
contrasting sediment sorting patterns at different times and locations as revealed
from the ASC.

4.6. Conclusion
In this study, we applied a time series of seven high­resolution and full coverage
MBES datasets of both bathymetric and BS measurements to monitor underwater
nourishments in the Ameland inlet (The Netherlands). On the BS data, the nour­
ished sediment could be distinguished from the natural sediment in the study area.
Degradation and aggradation, as determined from the bathymetric times series,
and changing sediment classification maps obtained from relative BS strength val­
ues, revealed that the original seabed sediments with a high shell content were
covered by the sandier nourishment material. Within approximately 12 months,
the pre­nourishment shell­rich sediment state was recreated by washing out finer
sands and mud, which were deposited north­west of the nourishment, in the di­
rection of the ebb­dominated tidal current. These findings were supported by seis­
mic data, where a discontinuous high­amplitude reflector identified the shell­rich
pre­nourishment seabed sediments in the subsurface, corresponding to the pre­
nourishment bathymetry and corroborated by sediment cores.

Rapid generation of bedforms was observed in the nourished material in rela­
tively shallow water (10 to 14m), whereby megaripples with a height of 2.5m and
wavelength of about 40m developed into 3m high sand waves with wavelength
of up to 120m within 6 months. Grain­size sorting patterns over bedforms were
exhibited by the systematic variation of acoustic sediment classes, showing coarse
sediments (high AC) on the stoss sides, sandy sediments near the crests and sandy
mud on the lee sides and in troughs of the bedforms. The combination of the ar­
tificial sediment supply with a relatively large range in grain sizes and the varying



4.6. Conclusion

4

83

tidal currents over bedforms might cause these phenomena.
Employing an unsupervised Bayesian classification of relative BS strengths, five

ACs resulted in all datasets of the time series. This allowed assigning sediment type
to the ACs for the ground truth dataset at the time of one MBES survey and propa­
gating the assigned sediment classes to the other surveys in the time series without
a system calibration. When comparing the time series of BS measurements, evalu­
ation of the external sources of variation in BS measurements is necessary. In this
study, we demonstrated that in our surveys, water column properties and survey
azimuth in relation to organized seabed roughness (i.e., environmental sources) as
well as survey settings and biofouling (i.e., system sources), with a variation in BS of
less than 1.4 dB, do not interfere with changes in BS over time. However, for some
scenarios external sources such as sediment suspension, survey azimuth, varying
transducer sensitivity of the sonar heads and changing equipment may affect the
BS level significantly (up to 3.5 dB) and consequently, may hamper the use of MBES
BS data for environmental monitoring. Keeping these factors constant during the
monitoring campaign is therefore important.

This investigation demonstrates that the combination of bathymetric and BS
time series measurements from MBES is highly valuable in monitoring the evolu­
tion of underwater nourishments. This approach helps to explain morphodynamic
and sedimentary processes, such as transport, deposition and sorting, and thereby
contributes to understanding of how natural systems respond to anthropogenic
disturbances. Sediment composition is a main factor in benthic ecology and thus
highly relevant in ecological impact assessments, which are increasingly important
in coastal maintenance and its surroundings. In addition, MBES BS can be used to
support the interpretation of seismic reflectors and, inversely, sub­bottom profiling
can be used to establish the subsurface structure of the nourished seabed. Further­
more, the sediment classification maps can be used as input for hydrodynamic and
morphodynamic modeling studies, providing information on the spatial distribution
of the sediment types, to improve sediment transport calculations.





5
A multispectral Bayesian classifi­

cation method for increased
acoustic discrimination

If you look at history, innovation doesn’t come just from giving people
incentives; it comes from creating environments where their ideas can

connect.

Steven Johnson

The two previous chapters have focused on the applicability of repetitive
multibeam backscatter (BS) measurements and acoustic sediment classifica­
tion for monitoring the seabed. Low discrimination performance of monochro­
matic BS for coarse sediments were highlighted as a shortcoming of current
acoustic sediment mapping. According to theoretical and experimental stud­
iesmulti­frequency BS is expected to allow for a better acoustic discrimination
between seabed sediments. Recently, a multibeam echsosounder (MBES)
was developed that allows to collect spatially and temporally co­located BS
data at multiple frequencies. This chapter examines three multi­frequency
BS datasets (100, 200, and 400 kHz), acquired with such a MBES (R2Sonic
2026) in the Bedford Basin in 2016 and 2017 and in the Patricia Bay in
2016 (both Canada). The processing of multi­frequency MBES data is de­
scribed and a classification algorithm based on an extension of the Bayesian
classification method is developed. The method aims to combine the informa­
tion retrieved at a single frequency into a multispectral acoustic classification
map. Based on the acoustic classification results and the ground­truthing,
the potential benefit of multispectral over monochromatic BS data is evalu­
ated.

This chapter has been published in Geosciences 8 (12), 455 (2018) [55].
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5.1. Introduction
Multibeam echosounders (MBESs) have become the most valuable tool for seabed
mapping providing high­resolution bathymetry and acoustic backscatter (BS) data­
sets [132]. Various classification methods, employing MBES bathymetry, BS, and
their second order moments, have been developed to characterize seabeds or
riverbeds in the last two decades [8]. They aim at maximizing the performance in
discriminating between different seabed environments or sediment types. Acoustic
BS strength is the most common feature used in seabed classification [8]. The BS
strength is dependent on the composition of the seabed, angle of incidence, and
acoustic frequency [6]. Seabed roughness, volume heterogeneity, bulk density, as
well as discrete scatterers and sediment layering that contribute to the seabed com­
position all affect the BS strength [6, 32]. The frequency dependence of BS strength
is caused by three main factors: (i) the relationship between seabed roughness and
acoustic wavelength [40], (ii) the dominant scattering regime, i.e., Rayleigh or ge­
ometrical scattering, which is dependent on the acoustic wavelength and particle
size [31, 133, 134], and (iii) the contribution of volume scattering influenced by the
signal penetration [135–137].

In several lab and field experiments, in which the influence of varying frequen­
cies on the BS strength was studied, it was shown that specific sediment types have
different acoustic responses at different frequencies (e.g., [30–32, 138, 139]). In
field measurements, Urick [30] observed no significant frequency dependency for
rough sediments (sedimentary rocks), whereas the scattering from soft sediments
(silt) increased slightly with increasing frequencies from 10 to 80 kHz. Jackson
et al. [138] observed an increasing frequency dependency from very fine sediments
(sandy silt:−0.2 dB per octave) to fine sediments (medium sand: 2 dB/oct) followed
by a decrease for coarser sediments (fine gravel: 1.5 dB/oct) for a frequency range
from 20 to 85 kHz. Tank measurements carried out by Ivakin and Sessarego [31]
demonstrated the frequency dependence of scattering for coarse and medium sand
within a frequency range from 150 kHz to 2MHz. Hefner et al. [139] showed, in a
tank experiment, higher frequency dependency for a sandy bottom (fine) than for a
sandy bottom covered with shell fragments (coarse) within a frequency range from
200 to 500 kHz. These studies indicate that, for most sediment types and frequen­
cies, a frequency dependency of the BS strength is to be expected. In general, it
is observed that finer sediments (e.g., sand) show a higher sensitivity to different
acoustic frequencies than coarser sediments (e.g., gravel, shells, or boulders). As
a next level of complexity, where the layering of sediments is considered, a study
by Williams et al. [32] demonstrated the significant influence of a thin mud layer
(in parts exceeding 10 cm) covering a well­sorted medium sand on scattering at
different frequencies. Comparing the scattering at a well­sorted medium sand with
the mud/sand surface layer, they showed that the scattering of the sorted medium
sand was attributed to the surface interface roughness, whereas volume scattering
dominated for the mud/sand layer for frequencies from 20 to 150 kHz. For frequen­
cies higher than 200 kHz volume and roughness scattering could not explain the
observed scattering strength. This is an indication for a change in the scattering
regime (Rayleigh to geometrical scattering). All of the above shows the complex
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interaction between acoustics and the seabed. More acoustic lab and field experi­
ments need to be carried out to capture the multispectral acoustic response of the
entire variety of sediments. Still, these results provide promising opportunities to
overcome ambiguities in the relationship between monochromatic BS and sediment
properties by utilizing multiple frequencies [19, 61] (see Chapter 3).

The first acquisition and analysis of multi­frequency BS acquired with a co­
located MBES operating at 70 to 100 kHz and 200 to 400 kHz was carried out in
2015 [33]. The study showed clear variations in the shape of the angular response
as well as in the scattering strength at different frequencies. Since commercial
multi­frequency MBESs were not available for the marine acoustic remote sensing
community, potential benefits of using multiple frequencies for acoustic sediment
classification (ASC) could not be fully elaborated. Typically, the BS data are col­
lected at one specific frequency or in a narrow band around the central frequency
(i.e., monochromatic). As a result, acquiring BS at multiple frequencies would re­
quire running exactly the same line multiple times, which leads to a inefficient and
complicated data acquisition. Recently, R2Sonic has developed a broadband MBES
(R2Sonic 2026) that allows for collecting spatially and temporarily co­located multi­
spectral BS data using a single system. This MBES emits a series of signals between
90 and 450 kHz on a ping­by­ping basis. In Brown et al. [140], the first multispec­
tral BS dataset acquired with a single MBES system (R2Sonic 2026) in the Bedford
Basin, Canada, was employed and analyzed. The preliminary results of this study
indicate benefits for an improved understanding of seabed characteristics by using
multispectral BS.

In terrestrial remote sensing, the processing and classification of multispectral
data are well established. Acquiring data across a wide spectrum of electromagnetic
wavelengths has significantly increased the discrimination power of the classifica­
tion routines [141]. Using multispectral BS in a marine environment with the aim
of seabed classification requires an appropriate data processing to account for the
frequency dependency of environmental and sonar specific variables. Furthermore,
an objective and automatic classification technique that is capable of revealing and
combining the acoustic information about seabed characteristics at different fre­
quencies is needed to produce a single classification map.

In this study, the Bayesian method for unsupervised seabed classification (Sec­
tion 3.3.2), which has already been successfully employed in previous studies to sin­
gle frequency MBES datasets (e.g., [13, 61, 77]), is extended for the classification
of multispectral BS data. The method accounts for the intrinsic natural variability of
the BS strength [86] by assuming that the histogram of the measured BS per beam
corresponds to a sum of Gaussian distributions, where each Gaussian corresponds
to a distinct seabed type [13]. The technique considers thus the BS strength per
beam (or incident angle). As a result, by considering a constant incident angle,
the BS strength is only dependent on frequency and seabed properties, providing
a promising opportunity for multispectral BS. One of the most important features
of the Bayesian method is the statistical calculation of the number of classes that
can be acoustically distinguished. Here, we use the method to evaluate and quan­
tify the benefits of using multiple frequencies for ASC. The extended method is



5

88 5. Multispectral Bayesian classification method

tested on three multispectral MBES datasets (100, 200 and 400 kHz) acquired in
the Bedford Basin, Canada, in 2016 and 2017 and in the Patricia Bay, Canada, in
2016. The datasets were provided by R2Sonic as a part of an R2Sonic multispectral
challenge in 2018. In this study, the acoustic data processing is described in detail
with a particular focus on the frequency dependent environmental (i.e., absorption)
and sonar specific variables (e.g., beam width) to provide relative BS strength per
frequency and incident angle1.

5.2. Study areas and data
5.2.1. Bedford Basin
Two MBES datasets were acquired in the Bedford Basin, Halifax, Nova Scotia, by
a broadband MBES (R2Sonic 2026) in March 2016 and May 2017, with a total of
15 and 13 lines, respectively, and approximately 50% overlap. The data were
collected at three different frequencies (100 , 200 , and 400 kHz). The MBES data
cover an area of approximately 1.84 km2, and the water depth ranges from 13 to
85m (Fig. 5.1a). Further, georeferenced video footage was collected within the
survey area in March 2016 using a drop­down underwater camera frame fitted with
a Sub­C underwater camera (SubC Imaging, Clarenville, NL, Canada) and lights
[140]. The seabed, visible on the video footage, is categorized into three distinct
classes: soft, mixed, and hard. “Hard” represents all areas where the entire area
is covered with boulders, shells, or gravel. “Mixed” displays areas where a mixture
of soft sediments and boulders is observed. “Soft” comprises all areas where only
muddy and sandy sediments are present. A finer distinction of the category “soft” is
not pursued because of the following reasons: (i) a clear distinction between mud,
silt, or fine sand is not feasible on the basis of the existing video footage, and (ii) the
amount and consistency of benthic flora and fauna or gas releases vary significantly.
Overall the study area comprises sediment types ranging from bedrock to silt with
underlying harder substrate. Different types of benthic flora and fauna are visible
in the video footages as well. As reported in [140], the deeper area consists of
soft mud partly covered with various benthic flora. In addition, the presence of
biogenic gas and the disposal of dredge spoils were observed [142]. Close to the
harbor (SE in Fig. 5.1a), the area comprises a mixture of hard substrate such as
bedrock, corals, and boulders with attached epifauna.

5.2.2. Patricia Bay
The third MBES dataset was acquired in Patricia Bay, Canada, in November 2016
using the same R2Sonic 2026 MBES as in the Bedford Basin. The MBES data cover
an area of approximately 0.96 km2, and the water depth ranges from 20 to 70m
(Fig. 5.1b). A total of 8 lines were surveyed with approximately 50% overlap. Sur­
ficial sediment descriptions are available from a number of grab samples collected
during two previous surveys in 2005 and 2006 [143]. The geographical locations
of the samples were extracted from a digitalized map in Arc GIS. The samples were
1The theoretical background of the acoustic data processing, published in Geosciences 8 (12), 455
(2018) [55], is moved to Section 2.4.
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classified after the Folk and Wentworth scheme [83, 144] as fine sand (FS), muddy
sand (mS), sand (S), gravelly sand (gS), and sandy cobble (sC) in [143]. Here, we
reclassify the sediment samples into three categories: fine (FS and mS), medium
(S), and coarse (gS and sC). This is done because the use of two different classifica­
tion schemes generates discrepancies in the interpretation of the sediment samples.
The Patricia Bay area was acoustically sensed and classified into a sediment map in
a previous study [143]. In essence, Patricia Bay has a complex seabed with a wide
range of depths, seabed slopes, and sediment types.

Sources: Esri, HERE, Garmin, USGS, Intermap, INCREMENT P, NRCan, Esri Japan, METI, Esri China
(Hong Kong), Esri Korea, Esri (Thailand), NGCC, © OpenStreetMap contributors, and the GIS User
Community

Grab Samples

Fine

Medium

Coarse

Patricia Bay

a) b)

Sources: Esri, HERE, Garmin, Intermap, increment P Corp., GEBCO, USGS, FAO, NPS, NRCAN,
GeoBase, IGN, Kadaster NL, Ordnance Survey, Esri Japan, METI, Esri China (Hong Kong), swisstopo, ©
OpenStreetMap contributors, and the GIS User Community
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Figure 5.1: Bathymetry and location of the survey area a) Bedford Basin, Canada, and b) Patricia
Bay, Canada. For both study areas the ground truth locations and the corresponding classification are
presented.

5.2.3. Multispectral data
The MBES BS is stored as a single value of BS intensity per beam representing
the return level at the bottom detection point and as a time series per beam rep­
resenting the scatter pixels [7]. In this study, the BS intensities per beam are
considered. The operating settings were tuned to achieve full coverage for all fre­
quencies yielding to varying acquisition parameters in the employed datasets. The
system settings such as transmit power, gain, and pulse length are all accessible to
the user or predefined in automatic acquisition modes. Table 5.1 shows the tech­
nical characteristics of the R2Sonic 2026 MBES and some parameters used during
the acquisition. The raw data are extracted from the generic sensor format (GSF)
files and further processed using Matlab scripts developed in this study.

Table 5.1: Survey settings of R2Sonic 2026 MBES.

Frequency 100 kHz, 200 kHz, 400 kHz
Number of beams 256

Beam width (Ω𝑇 and Ω𝑅 ) 2° × 2° (100 kHz), 1° × 1° (200 kHz), 0.5° × 0.5° (400 kHz)
Swath coverage 65° for starboard and port side

Nominal pulse Length 𝜏𝑛 150µs
Pulse type Shaped continuous wave

Receiver Bandwidth 𝐵𝑤 7500Hz
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5.3. Methods
5.3.1. Multibeam data processing
No absolute or relative calibration is applied to the used R2Sonic 2026 MBES. Here,
the data processing aims to reveal a physical reasonable relative BS strength per
incident angle.

Following the sonar equation (Eq. (2.31), Section 2.4), the received echo level 𝐸𝐿
is corrected for the receiver gain 𝑃𝐺 and the actual source level 𝑆𝐿, where the beam
pattern 𝐵𝑃𝑅 is already considered; in addition, a correction term is used to account
for the difference between the requested and actual source level. R2Sonic MBESs
compensate for the transmission loss 𝑇𝐿 already during the acquisition. However,
for the current study, the absorption coefficient 𝛼 and the spreading coefficient
loss term used by the MBES are replaced with physical reasonable values according
to Eq. (2.32). The 𝛼 is estimated using the model of Francois and Garrison [59]
and subsequently integrated over the depth. The required environmental variables
of the water column (temperature, pressure, and salinity) are obtained from mea­
sured CTD profiles and a pH value of 8 is assumed. The R2Sonic MBES stores BS
intensities in digitized pressure units with an unknown scaling caused by uncali­
brated sensors. First, the extracted values are converted to decibels. Furthermore,
a frequency response correction term is added to the received signal intensity to
compensate for the sensitivity of the transducer 𝑆𝐻 per frequency. The frequency
response calculations are a theoretical approximation based on the measured trans­
ducer characteristics. In addition, the received signal is compensated for the en­
sonified footprint area 𝐴 according to Eqs. (2.31), (2.33) and (2.34). The beam
widths for the three frequencies are displayed in Table 5.1. In the pulse­limited
regime, the calculation of the footprint area 𝐴𝑝 requires the effective pulse length
𝜏eff (see Eq. (2.33)). It differs from the nominal pulse length 𝜏𝑛 due to the applied
trapezoid filter aiming to suppress spectral leakage. In this study, it is assumed that
the given receiver bandwidth 𝐵𝑤 stored in the datagrams represents the width of
the main lobe of the acoustic signal in the frequency domain at reception. Consid­
ering this assumption, 𝜏eff can be calculated by 𝜏eff = 1/𝐵𝑤 (Table 5.1). This results
in a 𝜏eff of 133 µm, a decrease of 12% compared to 𝜏𝑛. The required across­
track 𝜖𝑦 and along­track slopes 𝜖𝑥 are calculated from the bathymetric data via a
moving window of 50 pings with respect to the heading of the vessel using a 2D
finite difference method (Eq. (2.38)). Finally, the true incident angle 𝜙 is calculated
by considering the along­ and across­track slopes using Eq. (2.37). All levels are
shifted by 100 dB. This has no effect on the classification. The value is selected to
bring the BS values to levels that are typical for marine sediments.

5.3.2. Multispectral Bayesian classification method
The Bayesian method applied to each single­frequency BS dataset, described in
Section 3.3.22, represents Step 1 of the multispectral classification method (Step 1,
Fig. 5.2). In this study, the decision matrix (Eq. (3.5)) is employed to evaluate the
benefit of using additional frequencies for increasing the discrimination performance
2Section 3.3.2 is originally a part of the published manuscript in Geoscience 8 (12), 455 [55].
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of the seabed classification method. Each Gaussian distribution, obtained from the
classification at a single­frequency MBES dataset, represents a sediment type with
specific sediment properties. However, when employing a single frequency, only
those sediment types that have a significantly different acoustic response can be
distinguished. That means that, if two different sediment types have highly sim­
ilar acoustic signatures at a specific frequency, they will be represented by the
same Gaussian. Considering an additional frequency, the two sediment types may
show different acoustic responses and thus can be separated. The question here is
whether combining BS data, acquired at different frequencies, will actually provide
more discrimination possibilities than attainable when using a single frequency only.
In order to answer that issue, an approach is needed to establish a single classifi­
cation map that is derived from the measurements at all frequencies available.

In order to obtain a single classification map from the multispectral data, a
four­step algorithm is followed. This is schematically presented in Fig. 5.2, for two
frequencies 𝑓1 and 𝑓2, each having three acoustic classes (ACs). The details are
described as follows.

Step 1 In this step, the Bayesian method is applied to the BS histograms per fre­
quency (see Section 3.3.2). As such, each frequency results in its own
classification map (Fig. 5.2).

Step 2 This step calculates the spatial matching between classes obtained from
the classification at the individual frequencies (Fig. 5.2). The results are
stored in the so­called matching matrix. Each column of the matching
matrix represents the locations classified by 𝑓1, while each row represents
the locations classified by 𝑓2.

Step 3 The third step is to test whether or not the combinations found are statis­
tically significant. A statistical significance test is performed to assess the
actual existence of classes gained by combining the classification results of
different frequencies. This statistically corresponds to the null hypothesis
𝐻0, stated as follows: The AC combination per frequency pair represents
an AC. The alternative hypothesis 𝐻𝑎 is that the AC combination is not
statistically significant and due to the occurrence of misclassification. The
null hypothesis needs to be tested for every possible AC combination per
frequency pair. This is thus performed on all individual elements of the
matching matrix (i.e., the nine elements 𝑁𝑖,𝑗 with 𝑖, 𝑗 = 1, 2, 3, for the ex­
ample considered in Fig. 5.2).

The statistical significance test is performed by testing the null hypothesis for the
combination of AC𝑖 and AC𝑗 as obtained at 𝑓1 and 𝑓2, respectively. The null hypoth­
esis is then accepted, if

max(
𝑁𝑖,𝑗
𝑁(1)𝑖

,
𝑁𝑖,𝑗
𝑁(2)𝑗

) > 1 − 𝛽(1)𝑖,𝑖 𝛽
(2)
𝑗,𝑗 (5.1)
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where 𝑁𝑖,𝑗 is the number of data points that are simultaneously classified as AC𝑖 at
𝑓1 and AC𝑗 at 𝑓2 in the entire survey area (see Fig. 5.2). 𝑁(1)𝑖 and 𝑁(2)𝑗 are the total

number of data points classified as AC𝑖 at 𝑓1 and AC𝑗 at 𝑓2, respectively. 𝛽(1)𝑖,𝑖 is the
probability that the class AC𝑖 at 𝑓1 is successfully classified (see Eq. (3.5)); 𝛽(2)𝑗,𝑗 is
accordingly defined for 𝑓2. A few remarks need to be made:

• The left­hand side of Eq. (5.1) represents an empirical probability based on
the classified real data, whereas the right­hand side expresses a theoretical
probability based on the Bayesian decision rule. Therefore, if the empirical
probability exceeds the theoretical ones, the null hypothesis is accepted and
hence a significant multispectral acoustic class (MAC) is identified. This is
in agreement with the statistical significance test, that whenever a variable is
larger than its standard deviation, it is considered to be statistically significant.

• From Eq. (5.1) it follows that, if the occurrence probability of the combination
of AC𝑖 and AC𝑗, obtained at 𝑓1 and 𝑓2, is larger than the theoretical probability
that this combination occurs due to at least one misclassification (either on
𝑓1, 𝑓2 or both), then the null hypothesis is accepted. This combination is thus
statistically significant and accepted as a MAC. The rejected combinations are
supposed not to be statistically significant.

After the testing procedure is applied to the individual entries of the matching
matrix, a second testing procedure is started. This concerns only the entries of
the matching matrix, which were rejected and hence found not to be significant in
the individual tests. This statistically corresponds to make a new null hypothesis
𝐻0 as follows: The AC combination per frequency pair of two neighboring classes
represents an AC. The test is applied to the neighboring class combinations. In
principle this can be applied to two or more neighboring classes. In this contribution,
we limit the approach to two neighboring classes. These two classes can represent
statistically significant information and need to be merged as a new AC if the test
is accepted. Its probability is derived from the probability set theory according to
the identity 𝑃(𝐴⋃𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴⋂𝐵), which describes the probability of
a union of two sets 𝐴 and 𝐵. The null hypothesis on merging of the two classes
gets accepted, if

𝑁𝑖,𝑗 + 𝑁𝑖,𝑗+1
𝑁(1)𝑖

> 1 − 𝛽(1)𝑖,𝑖 (𝛽
(2)
𝑗,𝑗 + 𝛽

(2)
𝑗+1,𝑗+1 − 𝛽

(2)
𝑗,𝑗 𝛽

(2)
𝑗+1,𝑗+1) (5.2)

where the probability of a union of two neighboring classes AC𝑗 and AC𝑗+1 at 𝑓2 are
derived from the identity 𝑃(𝐴⋃𝐵) according to 𝛽(2)𝑗,𝑗 = 𝑃(𝐴), 𝛽

(2)
𝑗+1,𝑗+1 = 𝑃(𝐵) and

𝛽(2)𝑗,𝑗 𝛽
(2)
𝑗+1,𝑗+1 = 𝑃(𝐴⋂𝐵). For the data considered in this study, BS measurements

are acquired at three frequencies. This means that three sets of frequency pairs
need to be considered. This issue is addressed in Step 4.

Step 4 This step generates the acoustic multispectral classification map, i.e., a
MAC to each location within the survey area is assigned. In case only two
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frequencies are employed (as shown in Fig. 5.2), a MAC is assigned to
each location according to the corresponding AC combination. Considering
𝑛 frequencies, the number of frequency pairs increases to 𝑘 = 𝑛(𝑛 − 1)/2,
and the generation of the AC map becomes 𝑘­dimensional. That means
that each location corresponds to 𝑘 AC combinations. Let us assume that,
for each location, we have 𝑘 numbers of acoustic candidates, i.e., MAC1,
..., MAC𝑘. The most probable candidate is selected to be the final MAC
of that location. This is achieved based on the probabilities of the correct
classification of frequency pairs. For example, the theoretical probability
of the correct classification MAC𝑙 of the 𝑙th frequency pair is 𝑃𝑙 = 𝛽(1)𝑙𝑖,𝑖 𝛽

(2)𝑙
𝑗,𝑗

with 𝑙 = 𝑙(𝑓1, 𝑓2, …, 𝑓𝑛) = 1, .., 𝑘. Per location, each acoustic candidate has
thus a probability of occurrence 𝑃𝑙. The acoustic candidate with the highest
possible probability is considered to be the most probable one, and hence
the corresponding MAC of the frequency pair is obtained. This will be
followed to make a unique classification map over available frequency pairs.

Figure 5.2: Sketch of the workflow for multispectral seabed classification based on the Bayesian method.
Step 1 represents the application of the Bayesian method to each frequency. Here, acoustic classification
maps obtained at two frequencies are shown. Step 2 shows the matching matrix for the different
frequencies. Step 3 represents the results of the statistical significant test (see Eqs. (5.1) and (5.2)).
In that example, three multispectral acoustic classes (MACs) are identified after the first part of Step 3
(𝑁11, 𝑁22, 𝑁33) and one MAC after the second part of Step 3 (𝑁12, 𝑁13). Step 4 represents the final
map production based on the results of Step 3 and the assignment of the new MACs.
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5.4. Results
5.4.1. Verification and interpretation of acoustic data

processing
To investigate the reliability of the acoustic data processing, the angular response
curves (ARCs) of the areas that are relatively homogeneous, measured in the Bed­
ford Basin in March 2016 and May 2017, are compared. Here, we assume that the
bed characteristics do not change over the considered time and that the same inci­
dent angles of both datasets sense the same sediment. To increase the reliability of
our assumption, we use data from two different areas of sediments, i.e., a muddy
area (Area 1) and a gravel and boulder area (Area 2). The results are displayed
in Fig. 5.3. For the majority of the incident angles, the BS values at the three fre­
quencies agree between the 2016 and 2017 survey within less than 1 dB. For some
incident angles, the deviation reaches up to 2 dB. The BS correction appears to be
successfully applied considering the good agreement between both datasets.

Figure 5.3: The processed ARCs from two different sediment types retrieved from the multispectral
MBES dataset acquired in March 2016 and May 2017 in the Bedford Basin. The ARCs are obtained by
averaging the BS values per incident angle within Areas 1 and 2. Area 1 indicates a muddy sediment, and
Area 2 indicates gravel to boulders. The displayed BS mosaic (100 kHz, 2016) has a spatial resolution
of 2m by 2m.

The shapes of the ARCs corresponding to Area 2 at 200 and 400 kHz are very
flat, suggesting a rough seabed with respect to the wavelength. The ARC of 100 kHz
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is similar except for a significant decrease in the BS for incident angles larger than
40°, indicating an acoustically smoother seabed. The relatively flat ARC including a
missing near­nadir peak can be explained by the APL­model (Section 2.2.3 and Ap­
pendix B, [40]), where the BS strength at 100 kHz for a gravelly area does not
show a high variation across the incident angles (Fig. 5.4). In Area 1, the absolute
BS value is significantly lower compared to Area 2 at each frequency, indicating a
softer and smoother seabed, which is confirmed by the video footage showing soft
sediments (mud to sand) for Area 1 and a mixture of gravel, boulders, and shells
for Area 2. The shape of the ARCs among the different frequencies differ for Area
1. The 100 kHz ARC shows a decrease in BS with increasing incident angles as
expected from the APL­model for fine sediments (Fig. 5.4). The flatness of the ARC
shapes increases from 100 to 400 kHz, indicating that the seabed appears acousti­
cally rougher with increasing frequency. BS mosaics are generated by correcting for
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Figure 5.4: Angular response curves calculated with the APL­model at 100 kHz [40]. Model input pa­
rameters are obtained from empirical equations listed in Appendix B.1.

the angular dependency using the local Z­score approach with a sliding window of
100 pings and the averaged BS value from 30° to 60° (Fig. 5.5) [96]. No despeckle
or anti­aliasing filters are applied to the mosaics to keep the mosaics as unfiltered
as possible for the verification of the BS processing. The BS mosaics indicate a
reliable BS processing. The BS mosaics show clearly different spatial patterns indi­
cating varying sensitivities at the three frequencies for different seabed types. In
general, the most pronounced spatial patterns are visible at 100 kHz.

5.4.2. Application of the Bayesian method to multispectral
backscatter data

Bedford Basin
The Bayesian method is applied to the processed relative BS strength per incident
angle and frequency. The first step is to average the BS values over a range of
pings and incident angles (Section 3.3.2). Accounting for the dependency of the
number of scatter pixels per beam, the size of the averaging window in the across­



5

96 5. Multispectral Bayesian classification method

63°37’0"W63°37’30"W63°38’0"W

44
°4
1’
0"
NL
at
itu
de

0 400 800200
m

relative
backscatter
[db]

High : -10

Low : -40

63°37’0"W63°37’30"W63°38’0"W

44
°4
1’
0"
NL
at
itu
de

0 400 800200
m

relative
backscatter
[db]

High : -10

Low : -40a)

63°37’0"W63°37’30"W63°38’0"W

44
°4
1’
30
"N

44
°4
1’
0"
N

0 400 800200
m

relative
backscatter
[db]

m m m

High : -10

Low : -40

a) b) c)

Figure 5.5: BS mosaics of the 2016 dataset obtained from a) 100 , b) 200 , and c) 400 kHz. The spatial
resolution is 2m by 2m. Local Z­score with a sliding window of 100 pings is used to correct for the
angular dependency [96].

track direction increases from 1.2° to 5° with a decreasing incident angle and in the
along­track direction from 1 to 4 pings with an increasing water depth. In this way,
each BS value is obtained as the average over a similar number of measurements.

In both Bedford Basin datasets, the incident angles greater than 60° are found
to hold a very low number of BS strength values and tend to be noisy. Accounting to
these issues, and to receive a robust statistical estimate, the range of incident angles
from 40° to 60° of the starboard and port side are selected as the most suitable
and are hence used for estimating the optimal number of ACs per frequency for the
2016 and 2017 Bedford Basin data.

The results are shown in Fig. 5.6a,b where the solid lines and their error bars
represent the mean and standard deviation of the 𝜒2𝜈̂ values of all considered an­
gles. It is observed that, in general, the averaged 𝜒2𝜈̂ values (including the standard
deviations) comply with the criterion for an optimal model fit using five Gaussians
for all frequencies and for both the 2016 and 2017 datasets. This is indicated by
the error bars exceeding the upper dashed line. At 100 kHz for the 2016 dataset,
the error bar strikes the upper boundary of the criterion already for four Gaussians,
indicating more ambiguous results for that frequency. A further check of the validity
of the results is carried out by visually comparing the fit of the modeled Gaussian
distributions to the measured histograms. As an example, the fit is displayed for the
54° incident angle for the 2016 datasets in Fig. 5.7. Fig. 5.7a–f show increasing im­
provements with increasing frequency when using five instead of four Gaussians to
fit the measured BS. These findings are observed for the majority of the considered
angles. Based on these results, five classes are selected as optimal for all frequen­
cies. Also visible from Fig. 5.7 is the relatively small number of measurements in
each bin, which is caused by the use of the three frequencies subsequently, re­
ducing the measurements per frequency. According to the requirements for the
selection of the reference angles, stated in Section 3.3.2, incident angles of 53°,
54°, and 55° for the 2016 dataset and 45°, 47° and 49° for the 2017 dataset are
chosen. For the generation of the final AC maps, the incident angles from 10° to 60°
for the 2016 datasets and from 10° to 64° for the 2017 datasets are considered.
The BS data around nadir are prone to specular reflection and are therefore too
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Bedford 2016 Bedford 2017 Patricia
a) b) c)

Figure 5.6: Chi­square test applied to the a) Bedford 2016, b) Bedford 2017, and c) Patricia Bay dataset
for incident angles from 40° to 60° of the starboard and port side. The solid lines and their error bars
represent the mean and standard deviation of the 𝜒2𝜈̂ values of all considered angles. The black dashed
lines show the 𝜒2𝜈̂ value of 1 ± √2/𝜈̂, which indicates a good model fit (see Section 3.3.2).
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Figure 5.7: Model fits to the histogram of the measured BS data 𝑛𝑗 (blue) per 0.5 dB bin 𝑦𝑗 at a,b) 100 ,
c,d) 200 , and e,f) 400 kHz are displayed. The measured BS data are obtained from the 54° incident
angle of the starboard side from the Bedford Basin 2016 dataset. The blue error bars indicate the
variance of the measurements per bin. The modeled 𝑓(𝑦𝑗|𝑥𝑥𝑥) histogram calculated by using a,c,e) 4
Gaussian distributions and b,d,f) 5 Gaussian distributions is shown in red. The corresponding Gaussians
are displayed in black.
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noisy to provide a reliable classification. The final AC maps for 100, 200, and 400
kHz are displayed in Fig. 5.8.

The single­frequency AC maps obtained from the 2016 and 2017 datasets largely
agree for the overlapping area. A crescent­shaped feature visible in the north of the
200 and 400 kHz maps (AC3 and AC4, indicated by the arrow in Fig. 5.8f) of the 2017
datasets, is not present in the 2016 AC maps, indicating a change in the seabed
over time. This feature is also not present in the 2016 BS mosaics (Fig. 5.5). In
addition, the central area in the 400 kHz map is more extensively covered with AC1
in the 2016 map than in the 2017 map. Natural phenomena, e.g., the deposition
of finer sediments, might have changed the seabed properties over time. However,
the difference is only about one AC. In general, the comparison of the 2016 and
2017 maps indicates the robustness of the classification method applied to each
frequency separately.
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Figure 5.8: Acoustic classification maps of the Bedford Basin in 2016 and 2017 at a,d) 100 , b,e) 200 ,
and c,f) 400 kHz. The spatial resolution is 5m by 5m. White spots indicate no data caused by neglected
BS data at nadir. The arrow indicates a feature which is only present in the 200 and 400 kHz AC maps
of 2017. The dashed line represents the different survey areas.

Four main differences between the different frequencies are observed. First,
in the northern part of the survey area, ACs are higher for the low frequencies
(AC3 and AC4 for 100 and 200 kHz) than for the highest frequency (AC1 and AC2
for 400 kHz). Second, the spatial patterns are different, in particular between 100
and 400 kHz. In Fig. 5.8a,d and partly in Fig. 5.8b,e, circular features are visible in
the central part and classified as AC3 and AC4 in 100 and partly in 200 kHz. In the
400 kHz map, these features are not apparent and the locations are classified as AC2
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or AC1, like the surrounding seabed. Third, a straight orange line (AC3) from NNW­
SSE is clearly visible at 400 kHz, less pronounced at 200 kHz, and absent at 100 kHz.
A fourth noticeable difference is the spatial distribution of AC2 and AC1. AC2 (yellow)
covers a large area in the central part of the 400 kHz map compared to a very limited
extent of AC2 and a larger extent of AC1 in the 100 and 200 kHz map. This indicates
that AC1 and AC2 of 100 and 200 kHz represent different seabed properties than
AC1 and AC2 of 400 kHz. The south­east part of the study area shows the same
spatial structures between the frequencies and the datasets from 2016 and 2017.
In particular, AC5 represents this part of the seabed. It demonstrates that this part
of the seabed has the same acoustic response per frequency, and no additional
information can be gained by using multi­frequency data. In general, the most
visible differences are between the AC maps obtained at 100 and 400 kHz.

Patricia Bay
For the measurements taken in Patricia Bay, an optimal fit to the measured his­
tograms of 100 and 200 kHz can be achieved by using four Gaussians, that of
400 kHz using three Gaussians (Fig. 5.6c). The determination of the AC bound­
aries is based on the incident angles of 54°, 55°, and 56°. These angular ranges
provide the most consistent results for the Patricia Bay datasets. The AC maps
per frequency are displayed in Fig. 5.9. The spatial patterns are very consistent
over the different frequencies, unlike the Bedford Basin. The main difference is
that the area being classified as AC3 at 400 kHz is subdivided into two classes (AC3
and AC4) at 100 and 200 kHz. In that regard, the lower frequencies have a higher
discrimination for that part of the seabed.

Comparing the Patricia Bay and Bedford Basin, the results indicate (1) more ACs
can be distinguished in the Bedford Basin and (2) the sensitivity per frequency to
the seabed properties differs at the two study sites. The first is expected to be
directly related to the variety in sediments in the two areas. The latter indicates
that the discrimination potential per frequency is highly dependent on the sensed
seabed, so the selection of the ideal frequency or frequency combinations depends
on the considered study site.

123°28’0"W123°28’30"W

48
°3
9’
30
"N

48
°3
9’
0"
N

La
tit
ud
e

Acoustic class

1

2

3
0 150 30075

m

123°28’0"W123°28’30"W

48
°3
9’
30
"N

48
°3
9’
0"
N

La
tit
ud
e

Acoustic class

1

2

3

4
0 150 30075

m

123°28’0"W123°28’30"W

48
°3
9’
30
"N

48
°3
9’
0"
N Acoustic class

1

2

3

4
0 150 30075

m

100 kHz 200 kHz 400 kHz
a) b) c)

Figure 5.9: AC maps of the Patricia Bay at a) 100 , b) 200 , and c) 400 kHz. The spatial resolution is 5m
by 5m. White spots indicate no data caused by neglected BS data at nadir.
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5.4.3. Evaluation of the benefit using multiple frequencies
Bedford Basin
The matching matrix, obtained from Step 2, has entries for almost all AC combina­
tions for each of the frequency pairs (not shown here). The statistically significant
AC combinations per frequency pair, identified in Step 3, are visualized in Fig. 5.10.
The black circles indicate the resulting AC combinations, where each AC per fre­
quency is considered individually (the first part of Step 3) and the blue circles rep­
resent AC combinations where neighboring classes of one frequency are considered
together (the second part of Step 3). The 2016 and 2017 data show very similar
patterns. A few exceptions exist and can be related to the larger acquisition area
in 2017. For example, the combination of AC3 and AC3 between 100 and 400 kHz
is classified as statistically significant in 2016, whereas it is insignificant in 2017.
Fig. 5.10 demonstrates that the combination of 100 and 200 kHz exhibits the lowest
number of remaining AC combinations for both the 2016 and 2017 dataset. Seven
combinations are present (including pairs of blue circles which are counting as one
class), i.e., two additional classes are revealed by the multispectral measurement.
In the 2017 dataset, the combinations of 200–400 and 100–400 kHz have the same
amount of remaining combinations even though they are slightly different. In the
2016 dataset, 100 and 400 kHz have the most remaining AC combinations, indicat­
ing that most of the information on the seabed in this study area can be retrieved
from combining 100 and 400 kHz.
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Figure 5.10: Matching matrix between the ACs of a,d) 100 and 200 , b,e) 200 and 400 , and c,f) 100 and
400 kHz for the Bedford Basin. The size of the circle represents the number of the AC combination that
occur in the survey area. The black circles indicate the significant AC combinations where each AC per
frequency is considered individually (the first part of Step 3) and the pairs of blue circles represent AC
combinations where neighboring classes of one frequency are considered together (the second part of
Step 3). To obtain theses plots, Steps 2 and 3 as described in Section 5.3.2 are applied.
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Patricia Bay
For Patricia Bay, the combinations of the 100–400 and 200–400 kHz BS datasets
reveal the most additional information (six remaining AC combinations) about the
seabed (Fig. 5.11). However, the number of remaining AC combinations is signifi­
cantly lower compared to the Bedford Basin.
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Figure 5.11: Matching matrix between the ACs of a) 100 and 200 , b) 200 and 400 , and c) 100 and
400 kHz for the Patricia Bay.

5.4.4. Combination of multiple frequencies
Bedford Basin
In this section, the information provided per frequency is combined with the aim
to generate a multispectral classification map. The MACs are defined from the
statistically significant AC combinations per frequency pair. Fig. 5.10 shows that
this yields 10 and 11 unique MACs considering all frequency pairs for the 2016
and 2017 datasets, respectively. Here, we employ three frequency pairs (100–
200 , 200–400 , and 100–400 kHz), which means that each grid cell corresponds
to three AC combinations. The application of Step 4 identifies the most probable
AC combinations out of the three possible combinations. It is observed that one
and two MACs for the 2016 and 2017 datasets, respectively, have low probabilities
compared to the other classes and less than 2% of the grid cells are assigned to
these classes. In addition, their distribution within the study area is very scattered,
so they are considered to be insignificant yielding to a reduction to nine MACs for
both datasets (see Fig. 5.12).

The final multispectral maps are shown in Fig. 5.13. The different spatial pat­
terns observed in each of the single­frequency acoustic classification maps (100,
200, and 400 kHz) are now all visible in the combined map. The circular features,
mainly visible in the 100 kHz map and less pronounced in the 200 kHz map, are
clearly visible in the combined map (MAC5 and MAC6). In addition, they are now
distinguishable from the structure in the north­west of the study area. Moreover,
the SW­NE stripes (according to [140], these features represent trawl marks) are
clearly distinguished in the final map from the surrounding seabed in the 2017
dataset. This feature is only clearly visible in the 400 kHz in 2017 and slightly in
the 200 kHz map, but does not show up in the 100 kHz map. The softer sediments
(lower AC and lower BS) show a higher discrimination in the final MAC map. AC1 of
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Figure 5.12: MACs of the Bedford Basin datasets 2016 and 2017. MAC revealed by the AC combinations
of a,d) 100 and 200 , b,e) 200 and 400 , and c,f) 100 and 400 kHz. The colors indicate the different
MACs. The corresponding legend is displayed in Fig. 5.13.
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Figure 5.13: MAC map of the Bedford Basin in a) 2016 and b) 2017 obtained from the combination of
the individual single frequency maps. The spatial resolution is 5m by 5m.

100 kHz (dark green in Fig. 5.8a) and AC1 and AC2 of 200 and 400 kHz (dark green
and yellow in Fig. 5.8b,c) are converted to three separated MACs in the final map,
indicating a reliable geological spatial pattern. Overall there is a good agreement
between the overlapping area of the 2016 and 2017 multispectral map. Assum­
ing that the seabed remained unchanged over this period of time, this observation
shows the robustness of the classification approach. In general, the higher MACs
seem to be more persistent over time than the lower MACs, which indicates that
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sediments correlating to the higher MACs (probably harder and rougher sediments)
are either

• more temporarily and spatially stable or

• acoustically less affected to slight changes in the sediment composition; for
example, deposition of small amount of sand on a muddy sediment affects
the resulting BS more than that on gravelly sediment does.

A detailed spatial and temporal ground truth sampling effort is needed to indicate
the contributions of the above­mentioned issues.

Patricia Bay
The multispectral BS data of the Patricia Bay reveal six classes (Fig. 5.14a–c). All
of these classes are already present using 200 and 400 kHz or 100 and 400 kHz
(Fig. 5.14b,c). This indicates that the use of 100 or 200 kHz together with 400 kHz is
sufficient to gather all acoustic information from the seabed. The multispectral map
of the Patricia Bay is shown in Fig. 5.14d. The areas represented by MAC4 to MAC6
do not show a significant higher discrimination compared to the single­frequency
map of 100 and 200 kHz. AC1 and AC2 are represented in the multispectral map as
MAC1, MAC2, and MAC3, which indicates an improved discrimination. However, the
improved acoustic discrimination due to the use of multi­frequency BS is higher for
the Bedford Basin.
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Figure 5.14: Multispectral classification results of the Patricia Bay dataset. MAC revealed by the AC
combinations of a) 100 and 200 , b) 200 and 400 , and c) 100 and 400 kHz. The colors indicate the
different MACs. d) MAC map with spatial resolution of 5m by 5m.

5.4.5. Correspondence between ground truth and acoustic
classification

In this section, the acoustic classification results are quantitatively compared with
the ground truth data. For this, the mode (most frequently occurring value) of the
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ACs within a radius of 10m around the geographical location of the ground truth
data are calculated.

Bedford Basin
Fig. 5.15 shows, for all locations where video data are available, the AC and the
classification based on the video data. It is seen that each frequency shows that
AC1 and AC2 typically correspond to the soft sediment class, whereas the highest
AC matches with the hard substrate. AC1 and AC2 indicate that, acoustically, a
more detailed discrimination of the fine sediments can be made compared to that
based on the video data. AC3 indicates the presence of a soft substrate but also
occurs in the mixed category. The mixed category spreads along AC3 to AC5 for
all frequencies. These samples are located at the transition between hard to soft
sediments and are part of a heterogeneous environment (an example is given in
Fig. 5.16). A certain inaccuracy of the geographical location of the video footage
or that the video footage represents only a small part of the seabed (ca. 40 cm ×
40 cm) may cause the spread. The hard substrate is represented solely by AC5. The
multispectral results show a similar correspondence. As with the single­frequency
results, this indicates a higher capability to discriminate sediment classes based on
acoustics compared to that based on the video data. Combining the frequencies
increases this performance even further. Here it should be noted that the different
frequencies might sense different depths depending on the sediments. This aspect
will be further addressed in Section 5.5. The high MACs again indicate the hard and
mixed sediment classes to the same extent as the single­frequency results.
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Figure 5.15: Video footage categories (soft, mixed, and hard) with ACs and MACs obtained from the
single and multispectral Bayesian method at Bedford Basin 2016: a) 100 , b) 200 , and c) 400 kHz and
d) combined. The numbers indicate how often the categorized video footage locations (see Fig. 5.1a)
are represented by a specific AC or MAC.

More detailed and qualitative classification results and video footage samples are
shown in Fig. 5.16. Clearly, the highest AC and MAC represent a seabed extensively
covered with boulders, shells, and gravel, as indicated by video footage sample
S1 (sample means here the location of the video footage). Sample S4 displays
a mixture of boulders, gravel, and coral reef with soft sediments. In all maps,
this sample is located at the boundary between the higher and lower ACs and
MACs, indicating the transition area from hard to soft substrates. Samples S2 and
S3 are assigned to the soft sediment category, but a more detailed observation
indicates differences in the seabed composition: S2 consists of a soft sediment
slightly covered with benthic flora, whereas S3 consists of soft sediment combined



5.4. Results

5

105

63°36’57"W63°37’3"W

44
°4
0’
54
"N

44
°4
0’
51
"N

MAC

1
2
3
4
5
6
7
8
9

0 40 8020
m

S4

S1

S3 S2

AC

1
2
3
4
5

Video footage

44
°4
0’
54
"N

44
°4
0’
51
"N

0 40 8020
m

S4

S1

S3 S2

a) b)

d)
c) d)

e)

63°36’57"W63°37’3"W

44
°4
0’
54
"N

44
°4
0’
51
"N

0 40 8020
m

S4

S1

S3 S2

44
°4
0’
54
"N

44
°4
0’
51
"N

0 40 8020
m

S4

S1

S3 S2

44
°4
0’
54
"N

44
°4
0’
51
"N

0 40 8020
m

S4

S1

S3 S2

Figure 5.16: Subset of the acoustic classification maps generated by the Bayesian method from the
Bedford Basin 2016 dataset at a) 100, b) 200, and c) 400 kHz and d) combined frequencies. The area
is indicated in Fig. 5.3 as Area 3. e) Video footage of samples S1 to S4.

with some benthic flora as well as benthic fauna and gas seeps. In the three
single­frequency classification maps as well as in the multispectral classification
map, samples S2 and S3 are acoustically separated.

Patricia Bay
The ACs are shown together with the ground truth data (grab samples) categorized
into fine, medium, and coarse for the Patricia Bay in Fig. 5.17. Each frequency
shows that AC1 solely corresponds to the fine sediment class and that the highest
AC indicates the coarse substrate.
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Figure 5.17: The grab samples (fine, medium, and coarse) with ACs and MACs obtained from the single
and multispectral Bayesian method at Patricia Bay: a) 100 , b) 200 , and c) 400 kHz and d) combined.
The numbers indicate how often the categorized grab samples (see Fig. 5.1b) are represented by a
specific AC or MAC.

The majority of AC2 corresponds to the fine sediment class (21, 17, and 17
samples for 100, 200, and 400 kHz) as well, whereas two samples also correspond
to the medium sediment class. At 400 kHz, AC2 corresponds also to the coarse
sediment class. AC3 corresponds to the fine and coarse sediment class at 100
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and 200 kHz, indicating a very ambiguous result. The multispectral classes indicate
a higher capability of multispectral BS to discriminate between the fine sediment
classes compared to the single frequency classification. However, the MACs show
a similar performance for the medium and hard class as the ACs, which indicates
no increased discrimination.

5.5. Discussion
We have proposed a classification algorithm capable of classifying multispectral
BS by combining the information obtained at different frequencies into a single
classification map. The utilization of the multispectral BS data from three different
MBES datasets (Bedford Basin 2016, Bedford Basin 2017 and Patricia Bay 2016)
reveals three main findings.

(1) Combining 100 and 400 kHz, in general, reveals the most additional informa­
tion about the seabed. This is in agreement with the study of Hughes Clark
[33], who pointed out that at least a frequency spacing of one octave is re­
quired to use the frequency dependency of BS but that a separation of two
octaves (100 vs. 400 kHz ) is desired.

(2) The use of multiple frequencies allows for a better acoustic discrimination of
seabed sediments than single­frequency data. For all datasets, in particu­
lar for the Bedford Basin, more MACs were revealed than ACs by applying
the multispectral classification algorithm. However, careful interpretation of
the additional classes is required. There are three possible reasons: i) the
relationship between roughness and acoustic wavelength, ii) a dominating
scattering regime, and iii) signal penetration. The first and second issue re­
flect the additional discrimination of the surficial sediments, whereas the third
reason combines information from different depths at the seabed. Insights
into the relative importance of the above factors are needed to interpret the
MAC map.

(3) The optimal frequency selection for ASC depends on the local seabed. The
results from two different study areas have shown that the most discrimina­
tive frequency and the benefit of using multiple frequencies for ASC highly
depends on the local seabed, and a general conclusion cannot be drawn. In
the Bedford Basin, a significantly increased discrimination performance was
observed, which seems to be mainly based on the increasing signal pene­
tration from 400 to 100 kHz. In the Patricia Bay, we observed only a slightly
increased discrimination performance. This might result from the fact that the
finest sediment in that area is muddy sand and the corresponding signal pen­
etration does not differ very much for the different frequencies. However, we
need to consider that the 10­year time difference between ground­truthing
and acoustic data acquisition results in unknown uncertainties. The surficial
sediment distribution might have changed within this period.

For the results presented here, mostly an increased discrimination (more classes)
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using multiple frequencies was found for the finer sediments. For these sediment
types, it is known that the signal penetration for 100 kHz is higher than for 400 kHz.
Fig. 5.18 indicates the larger signal penetration of the lower frequencies for fine
sediments. The transition from sand to mud (Mz= 4.5 𝜑) approximately deter­
mines the point where the signal penetration of 100 and 400 kHz diverges. This
indicates that at least to some extent additional classes are caused by combining
information from the surface sediments (400 kHz) with information from the shal­
low subsurface (100 kHz). These findings are supported by Brown et al. [140], who
employed the same multispectral BS dataset acquired in 2016 in the Bedford Basin.
They concluded that depending on the thickness of the fine sediment layer (mud),
the BS at 100 kHz results from rough dredge spoils buried in the shallow subsurface
below the fine sediments. In contrary, the BS at 400 kHz reflects only the surface
sediments due to the limited signal penetration.

Coarse sediments are expected to show similar signal penetration depths for the
three frequencies (Fig. 5.18). Therefore, it can be expected that the BS at different
frequencies reflects mostly the surface sediments, and a possible frequency depen­
dency of the BS is caused by a change in the dominating scattering regime and the
relationship between roughness and acoustic wavelength. However, in this study,
the coarser sediments (boulder/gravel) are represented consistently by the high­
est AC at each frequency (see Fig. 5.8), indicating a limited frequency dependency
for the considered coarser sediments. Similar findings for coarser sediments were
found by Brown et al. [140] for the same study area and in [30, 33] for different
study areas.

Figure 5.18: Signal penetration versus median grain size. Signal penetration is calculated from an
empirical equation for acoustic attenuation in marine sediments [44]. Folk classes are approximately
assigned to median grain size values: sG (sandy Gravel), (g)mS (gravelly muddy Sand), mS (muddy
Sand), (g)M ( slightly gravelly Mud), sC (sandy Clay) and C (clay).

Further research is needed to investigate to what degree the frequency depen­
dency contributes to an improved acoustic discrimination by either the relationship
between roughness and acoustic wavelength or the dominating scattering regime
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on the BS. Regarding the latter, the use of multispectral BS is promising to solve
the ambiguous relationship between BS and sediments, where the mean grain size
of the sediments is roughly equal to the acoustic wavelength. This ambiguity was
observed in several studies and might correspond to the change in the scattering
regime from Rayleigh to geometrical scattering [19, 31, 61, 62, 134] (see Chap­
ters 3 and 7, e.g., Figs. 3.12 and 7.10). The ambiguity occurs, in particular, for
coarser sediments (gravelly sand to gravel), where the mean grain size ranges
around the acoustic wavelength (for a frequency of 300 kHz). Therefore, the use of
frequencies ranging from 100 to 400 kHz might result in an increased discrimination
performance of the coarser sediment types.

Benefits versus drawbacks of multispectral backscatter
The study has shown that the acoustic maps of the different frequencies do not nec­
essarily represent exactly the same part of the seabed with respect to depth. This
can support interpretation of the BS or classification maps, for example, in cases
where a discrepancy between the acoustic classification and other measurements
exist, such as surficial seabed samples (e.g., Van Veen samples) indicating a fine
sediment and acoustic measurements (e.g., 100 kHz) indicating high BS strength.
In such a case, the availability of a higher frequency (e.g., 400 kHz) adds crucial
information to interpret this issue in terms of depth and to investigate whether the
BS results from coarser sediments below the fine sediment layer. However, further
research studies (e.g., using shallow cores) are needed to investigate to what ex­
tent different depths of the seabed contribute to the total BS strength to ultimately
assign depth values to the MACs.

The acquisition of multispectral BS is, in general, possible without any loss of
time compared to the acquisition of monochromatic BS. This is due to the ability
of the R2Sonic 2026, which transmits multiple frequencies on a ping­by­ping basis.
However, we need to consider that some disadvantages coming along with this
approach: (1) the survey depth is limited to the highest frequency caused by the
increased signal attenuation in the water column, (2) data coverage in the along­
track direction is reduced with increasing number of considered frequencies, and
(3) the spatial resolution of the bathymetry is restricted by the beam footprint of the
lowest frequency. That means that a trade­off between benefits and disadvantages
exists and that the use of the multispectral mode of such a MBES highly depends
on the aim of the survey and the seabed characteristics in the survey area.

5.6. Conclusion
In this study, the Bayesian acoustic sediment classification method is introduced
for the classification of multispectral MBES BS. The method accounts for the natural
variability of the BS strength by assuming the measured BS per beam and frequency
to result in a number of discrete seafloor types that each corresponds to a Gaussian
distribution. In that regard, the ACs are defined per frequency and incident angle,
which allows for an evaluation and comparison among the ACs obtained at different
frequencies. We developed a classification algorithm where the classification results
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obtained from the different frequencies are combined to a so­called multispectral
acoustic class map. The multispectral Bayesian method was applied to a multi­
frequency (100, 200 and 400 kHz) BS dataset acquired with an R2Sonic 2026 MBES
in the Bedford Basin, Canada, in 2016 and 2017 and in the Patricia Bay, Canada, in
2016. The system allows for the use of different operating frequencies on a ping­
by­ping basis. The performed data processing accounts for most sonar settings and
environmental conditions affecting the BS strength at different frequencies. It was
shown that the multispectral BS can be properly processed to be used for ASC.

The main results were threefold: (1) combining 100 and 400 kHz, in general,
reveals the most additional information about the seabed; (2) the use of multi­
ple frequencies allows for a larger acoustic discrimination than using only a single
frequency; and (3) the optimal frequency selection for ASC depends on the local
seabed.

The comparison of the multispectral acoustic class maps obtained from the Bed­
ford Basin acquired in 2016 and 2017 showed high agreement. Assuming temporar­
ily constant seabed properties, this indicates the robustness of the introduced mul­
tispectral classification method. The applicability of this method to multispectral BS
was further shown by the successful application to a dataset acquired in a very dif­
ferent marine environment (Patricia Bay). The produced maps combine the acoustic
information obtained at monochromatic BS into a single map, thereby providing an
overview of acoustical different areas, which can be used for future ground­truthing
campaigns. However, this map combines information from both the seabed and the
shallow subsurface due to an increased signal penetration for the lower frequencies
and finer sediments. Considering the used frequency range from 100 to 400 kHz, it
is in particular the case for muddy sediments (Bedford Basin). At this time, a quan­
tification of the gained benefit from different acoustic frequencies using the existing
video footage cannot clearly be accomplished for both study areas. Additional video
footage and physical samples from the seabed and subsurface would be required
at predefined locations. Still, a qualitative comparison to the video footage and a
geological interpretation of the Bedford Basin indicated an improved discrimination
by combining 100, 200, and 400 kHz to a multispectral acoustic class map.

The research of multispectral MBES BS is just in its initial implementation stage.
The acoustic response of different sediment types for different frequencies has
to be studied in more detail, which requires extensive ground­truthing. It has to
be investigated to what extent the BS signal contains contribution from both the
seabed and the shallow subsurface. Finally, the establishment of reference areas
for MBES BS calibration will provide promising opportunities to calibrate and secure
an appropriate processing of multispectral BS.
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Mapping the seabed and shallow
subsurface with multi­frequency

multibeam echosounders

A dream will not become an innovation if there is no realization.

Ciputra

The previous chapter has employed multispectral backscatter (BS) data and
has indicated an increased acoustic discrimination in particular for fine sed­
iments. Within this context, the increased signal penetration for fine sedi­
ments was addressed and the effect on low­frequency backscatter (around
100 kHz) was discussed. It was argued that it is unclear to what extent the
multispectral multibeam echosounder (MBES) data represent the surface of
the seabed or different parts of the subsurface. In this chapter, the effect of
signal penetration on the measured multi­frequency BS and bathymetry data
is comprehensively investigated. To this end, two multi­frequency datasets
(90 to 450 kHz) were acquired with an R2Sonic 2026 MBES supported by
ground­truthing in the Vlietland Lake and the Port of Rotterdam (The Nether­
lands). The BS, the angular response curves and the acoustic signal are
analyzed with respect to the measured bathymetry and frequency. To sup­
port the interpretation of the measured data, a layered BS model is employed
and a model to simulate the MBES bathymetric measurements in a layered
medium is developed.

This chapter has been published in Remote Sensing 12 (1), 54 (2020) [119].
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6.1. Introduction
Multibeam echosounders (MBESs) are the most efficient and widely used sonar
technology for seabed mapping. Beamforming in the across­track direction enables
measurements of the signal travel time to the seabed for a large number of beam
angles. As such, it provides detailed and extensive information about the seabed
bathymetry. The MBES also co­registers the intensity of the returning signal for
each beam. Applying geometric and radiometric corrections to the received signal,
a measure of the acoustic backscatter (BS) strength can be retrieved [4]. This
is a measure of the sound that is scattered or reflected from the water­sediment
interface (interface scattering) and from the sediment volume (volume scattering)
back towards the transmitter [30, 138]. Both mechanisms are controlled by the
difference in density and sound velocity between the water and the sediment. In
addition, interface scattering is mainly caused by the roughness of the seabed and
volume scattering depends on the heterogeneity of the shallow subsurface [145].
The BS strength also varies with the incident angle, known as the angular response
[15]. Furthermore, the relation between the acoustic frequency and roughness
wavelength affects the interaction of the sound with seabed [138]. While higher
frequencies are more sensitive to the seabed roughness, lower frequency signals are
more affected by volume heterogeneities due to lower sound attenuation, resulting
in an increased signal penetration, in the sediment.

Generally, the MBES operates in a narrow band around the central frequency
and therefore the BS data are collected at a single frequency (i.e., monochro­
matic). Monochromatic BS data collected with a MBES have been used for two
decades to remotely characterize or classify seabed sediments or habitats via so­
phisticated classification algorithms [13, 61, 107, 108]. However, previous studies
have shown that monochromatic BS can lead to ambiguous results when classifying
different seabed environments [19, 62, 134] (see Chapters 3 and 7, e.g., Figs. 3.12
and 7.10). That means different sediment compositions or mixtures have similar
acoustic properties at the same frequency. According to theoretical [49, 145] and
experimental [31] research of acoustic BS and considering the analogy to satellite
remote imaging, where backscattered light is collected over a wide frequency spec­
trum of electromagnetic waves, the use of BS data at different frequencies (i.e.,
multispectral) is promising to further reduce ambiguous sediment classification re­
sults.

Recent research studies employing multispectral BS data have shown improve­
ments in sediment and habitat mapping. The acquisition of multispectral BS data
has been achieved by using either different acoustic sensors (i.e., MBES and Side­
scan sonar) [146], various MBESs [33], or a single broadband MBES running mul­
tiple track lines [34]. New developments in marine sonar technology allow the
MBES to collect spatially and temporally co­located BS data at multiple frequen­
cies (i.e., 90 to 450 kHz) using a single system. The first research studies (see
Chapter 5), employing such a MBES, have also indicated a potential to increase
the discrimination between different seabed environments using multi­frequency
BS data [36, 55, 147, 148]. In these studies different BS patterns at various fre­
quencies (100, 200, and 400 kHz), indicating the benefits of multiple frequencies,
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were mainly observed for areas consisting of fine sediments (mud). The different
BS patterns were potentially caused by coarse, dredge spoil material below a mud
layer, and sensed due to an increased signal penetration of the lower frequencies.

With respect to the typical frequency range of modern MBESs (12 to 700 kHz),
different signal penetrations, in particular for fine sediments, are expected [44].
Schneider von Deimling et al. [137] measured a signal penetration of up to 12m
in muddy deposits with a 12 kHz MBES. For frequencies around 100 kHz a pene­
tration between 0.1 to 1m in fine sediments is expected [73]. Simulations based
on the empirical equations of Hamilton [44] showed that, in particular, between
fine sediments ranging from gravelly mud (4Φ) to clay (9Φ) the signal penetra­
tion of a 100 kHz signal differs enormously (∼1m) [55] (Section 5.5, Fig. 5.18).
This indicates the high sensitivity of the acoustic penetration to small changes in
sediment properties. In another study by Fonseca [73], high BS levels in muddy
sediments were measured, which is counter­intuitive to the general knowledge of
muddy sediments corresponding to a low BS level [49]. They explained this obser­
vation, among others, with an increased penetration of the 95 kHz signal and the
contribution of subsurface layering to the measured BS level.

These findings demonstrate that not only changes in the surficial sediment, to
which one frequency is more sensitive than another, result in different BS patterns
between the frequencies. But they also seem to indicate that when shallow sedi­
ment layering below fine sediments exists, the observed frequency dependency of
BS may result from the ensonification of different sediments at different depths due
to varying signal penetration at the transmitted frequencies. With the increasing
use of multi­frequency BS data for sediment and habitat mapping, it is necessary to
investigate what part of the seabed or subsurface is represented by the measured
BS data to avoid ambiguous classification results. In particular, for fine sediments,
the multi­frequency BS data and consequently the acoustic classification map might
represent a 3D image of the surficial seabed and the shallow subsurface as argued
by Gaida et al. [55] (Chapter 5).

This study seeks to extend the knowledge about multispectral MBES data by in­
vestigating the effect of frequency­dependent signal penetration on multi­frequency
BS and bathymetry data. In particular, the effect of sediment layering on the BS
data is examined. To this end, we acquired two multi­frequency BS dataset (90
to 450 kHz) with an R2Sonic 2026 MBES in a freshwater lake and in the Port of
Rotterdam in the Netherlands. Both study areas consist, to a large extent, of surfi­
cial fine (muddy) sediments. In addition, we collected ground truth information via
Van Veen sampling and video footage in the Vlietland Lake and rheometric profiling
(i.e., subsurface density) in the Port of Rotterdam to support the acoustic results.
To gain an improved understanding and interpretation of multispectral MBES data,
a layered BS model, based on [136], is used and an algorithm to model the MBES
bathymetric measurements in a layered medium is developed.
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6.2. Study areas and data
6.2.1. Regional setting
Vlietland Lake
The Vlietland Lake is a man­made freshwater lake in the western part of the Nether­
lands (Fig. 6.1c). The lake is a former sandpit used for the extraction of sand since
1970 and has recently become a recreation area and nature reserve. The lake was
dredged through several geological layers ranging from peaty to gravelly sand lay­
ers. The current water depth ranges from 4 to 32m below Normaal Amsterdams
Peil (NAP). The majority of the lakebed is located in the Kreftenheye formation con­
sisting of fluvial coarse sand (0.2 to 2mm) and gravel (5.6 to 63mm) [149]. Around
the lake, the Kreftenheye formation is located between approximately 17 to 36m
below NAP. The surficial sediments of the lake towards the shoreline consist of fine
to medium sand with a varying percentage of shells, coarse sand, and mud (𝑑50=
70 to 310 µm). The surficial sediments away from the shoreline consist of mud
with a small percentage of fine sand (𝑑50= 18 to 26 µm and defined as sandy mud
after Folk [83]). With the finalization of the sand extraction activities, the muddy
sediments were deposited on the sand and gravel sediments of the Kreftenheye
formation probably due to aeolian sediment transport and sedimentation of organic
matter.

Port of Rotterdam
The Port of Rotterdam is located in the Rhine­Meuse Estuary, which is defined as
a transition zone between a river and marine environment (Fig. 6.1d). Therefore,
the Port of Rotterdam has a deposition of fluvial and marine sediments. It requires
intensive maintenance dredging to ensure port accessibility for the vessels with the
highest draft which results in 12 to 15million m3 of dredged sediment per year
[150]. The material to be dredged consists of alluvial sediments (mainly silt) from
the Rhine and Meuse as well as sand and marine silts originating from the southern
part of the North Sea. The survey area covers a man­made pit used as a sediment
trap for water injection dredging (WID). The last WID was conducted in October
2018 and the comparison with previous bathymetry measurements combined with
the analysis of the bed samples indicated that the sediment trap is refilled with
muddy sediments (𝑑50= 15µm and defined as sandy mud after Folk [83]). The
current water depth of the study area ranges from 19 to 26m below NAP.
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Figure 6.1: Study areas: a) North Sea, b) South­West of the Netherlands showing the Vlietland Lake and
Rhine­Meuse Estuary, c) Vlietland Lake bathymetry and d) bathymetry of the sediment trap in the Port of
Rotterdam. The bathymetries are measured at the highest frequency (450 and 425 kHz, respectively).
Abbreviations VL (Vlietland Lake) and PR (Port of Rotterdam) assigned to black polygons indicate areas
used for calculation of angular response curve, bathymetry uncertainty and time series of the signal.
Abbreviation VS (Van Veen samples) and RH (Rheometric profiling) indicate locations of ground truth
data. Sediments are classified as follows: sandy mud (sM), sandy mud with shells (sM SH), muddy sand
with shells (mS SH), and sand with shells (S SH). Pink line indicates the location of the MBES sub­bottom
profile.

6.2.2. Multibeam data acquisition
Two multi­frequency MBES datasets were acquired with an R2Sonic 2026 in the
Vlietland Lake and Port of Rotterdam in September 2018 and January 2019, re­
spectively (The Netherlands). The data were collected at five different frequencies
between 90 and 450 kHz on a ping­by­ping basis. Further crucial survey parameters
are listed in Table 6.1. The MBES was pole mounted and operated with the R2Sonic
controller and the acquisition software Qinsy. An iXblue Octans 3000 motion sensor
and iXblue Phins provided real­time heading, roll, pitch, and heave for the Port of
Rotterdam and Vlietland Lake, respectively. For both study areas, a Trimble SPS855
GNSS receiver provided real­time kinematic positioning with a horizontal and ver­
tical accuracy of 1 and 2 cm, respectively. Regularly performed CTD (conductivity,
temperature, and depth) measurements gave temporal and spatial measurements
of the water column for ray­tracing and sound absorption. The absorption depth
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profile was calculated using the equation from Francois and Garrison [59]. The Port
of Rotterdam and Vlietland Lake datasets consist of 5 and 15 track lines resulting
in an area of 1.5 km × 0.25 km and 1.3 km × 0.5 km, respectively (Fig. 6.1c,d). To
guarantee sufficient data coverage at each frequency, an overlap of about 120% of
adjacent lines was ensured and the vessel speed was kept between 2 and 3 knots.

Table 6.1: Survey parameters using an R2 Sonic 2026.

Vlietland Lake Port of Rotterdam

Center frequency 90, 100, 200, 300, 450 kHz 90, 170, 255, 340, 425 kHz
Nominal pulse length 150µs 150µs
Number of beams 256 256
Beam width 2.3°, 2.1°, 1.1°, 0.7°, 0.5° 2.3°, 1.2°, 0.8°, 0.6°, 0.5°

Swath coverage ­65°/65° ­65°/65°
Beam spacing equiangular equiangular
Pulse type shaped continuous wave shaped continuous wave

6.2.3. Ground truth data
In the Vlietland Lake, 12 grab samples were taken with a small Van Veen sampler.
This device has a grasping area of maximum 250 cm2 and is expected to reach a
penetration depth between 10 to 20 cm in muddy sediments. The sample locations
were selected based on the observed MBES BS patterns. The samples were pho­
tographed and subsampled for a grain­size analysis. The grains smaller than 1mm
were analyzed by laser diffraction and the grains larger than 1mm were analyzed by
sieving. The median grain size (𝑑50) was calculated for the entire grain­size spec­
trum. We classified the samples according to Folk [83], as sandy mud (sM), sandy
mud with shells (sM SH), muddy sand with shells (mS SH), and sand with shells (S
SH). In addition, video transects were carried out to obtain a visual overview of the
seabed in the Vlietland Lake.

In the Port of Rotterdam, depth profiles of in situ sediment properties, i.e.,
density and yield stress, were measured with a pre­calibrated rheometric profiler
before the MBES acquisition. In the same area, Van Veen samples were acquired in
previous measurement campaigns. It was seen that sediment grain­size distribution
do not to vary significantly in time and therefore, we consider the measurements
as representative.

6.3. Methods
Section 6.3.1 outlines the processing of the measured multibeam data and explains
the generation of the corresponding maps and figures. Section 6.3.2 briefly de­
scribes the layered BS model developed by Guillon and Lurton [136]. This model is
an extension of the APL­model [40] and used to model the BS strength of a layered
medium. The layered BS model is employed to support the interpretation of the
measured BS data. Section 6.3.4 gives a detailed description of the bottom detec­
tion model developed in this study. This model simulates the sound transmission
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and reception at the MBES as well as the sound propagation and scattering in the
media. Within the bottom detection model, the APL­model and its extension pro­
vide the BS strength for the surficial and buried sediment. The model is used to
simulate the bathymetric measurements of a MBES in a layered medium in order to
support the interpretation of the measured bathymetry.

6.3.1. Multibeam data processing
Bathymetric data processing is carried out with the software Qimera, applying man­
ual and spline filtering to remove sounding artifacts. The bathymetry data are then
separated per frequency and gridded into a 1m × 1m and 1.5m × 1.5m grid us­
ing the GIS software packages ARCmap 10.5 for the Vlietland Lake and Port of
Rotterdam, respectively. Following this, the bathymetry grids obtained for the dif­
ferent frequencies are subtracted from each other to calculate the difference in the
measured water depths between the frequencies1.

The multi­frequency BS data are processed with an in­house developed pro­
cessing algorithm written in Matlab. In this study, the so­called ”BS intensity per
beam value” representing the return level at the bottom detection point [7] and
the entire time series2 signal are used. To retrieve a physical reasonable BS level
from the measured data, the processing chain, introduced by Gaida et al. [55] and
presented in Sections 2.4 and 5.3.1, is applied. The measured data ara corrected
for the receiving gain, actual source level, transducer sensitivity per frequency (fre­
quency response) and transmission loss including geometrical spreading and sound
absorption. The BS level at the bottom detection is additionally corrected for the
ensonified footprint and the seabed morphology. The frequency response correc­
tion term, which is used to compensate for the transducer sensitivity per frequency,
is based on a theoretical calculation and the level of uncertainty is unknown. There­
fore, a precise comparison of the decibel values between the frequencies is ham­
pered. In addition, no absolute or relative calibration is applied to the MBES and
the data has thus to be considered as a relative measure of the BS strength. Once
the BS processing is completed, the BS mosaics are generated by calculating an
averaged angular response curve (ARC) over a sliding window of 100 pings, sub­
tracting the averaged ARC from the data and then normalizing the BS level with the
averaged BS level between 30° and 60° for starboard and port side separately.

The calculation of the measured bathymetric uncertainties is carried out by divid­
ing the survey area into surface patches each consisting of a few consecutive pings
(i.e., 7 pings) in the along­track direction and a few beams around the central beam
angle in the across­track direction (i.e., interval of 1°). To eliminate the contribution
of the morphology, a bi­quadratic or linear function is fitted to the measurements
within each surface patch [17]. The unknown parameters (i.e., coefficients of the
function) are derived in a least­square sense. Here, the bathymetric uncertainty is

1In this thesis, bathymetry represents the measured depths by the MBES although it can occur, that the
measured depth does not necessarily represent the actual seabed bathymetry at every frequency, as
it will be shown in this chapter.
2In this chapter, the terminology time series describes the acoustic signal as a function of time. In
literature the time series of the acoustic signal is often referred as water column data.
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the standard deviation (68% confidence interval) obtained from the square root of
the least­squares estimate of the variance component [151] and accounted for the
potential presence of slopes. The degree of the fit function (bi­quadratic or linear)
is based upon the curvature 𝐶, which is a measure for the surface patch deviation
from a flat plane. For the data acquired, it is seen that |𝐶| > 0.5 °/m corresponds
to steep slopes. Therefore, for a surface patch with |𝐶| < 0.5 °/m a linear function
is used for the fit, otherwise a bi­quadratic fit is employed.

6.3.2. Layered backscatter model
The layered BS model developed by Guillon and Lurton [136] is based on the com­
bination of a classical scattering model (known as Jackson model [49] or APL­model
[40] and introduced in Section 2.2.3 and Appendix B) and sound propagation in­
side a fluid layered media. In the APL­model, the BS strength 𝐵𝑆(𝜙, 𝑓), received
from the backscattering cross­section 𝜎𝑏(𝜙, 𝑓) via 𝐵𝑆(𝜙, 𝑓) = 10 log(𝜎𝑏(𝜙, 𝑓)), is
modeled as a contribution of the rough seabed (roughness scattering 𝜎𝑟) and the
semi­infinite volume heterogeneity (volume scattering 𝜎𝑣)3 [49]

𝜎𝑏(𝜙, 𝑓) = 𝜎𝑟(𝜙, 𝑓) + 𝜎𝑣(𝜙, 𝑓) (6.1)

with 𝜎𝑟(𝜙, 𝑓) = 𝐹(𝜙, 𝑓, 𝜌, 𝑐, 𝛼, 𝜂, 𝛾) and 𝜎𝑣(𝜙, 𝑓) = 𝐹(𝜙, 𝑓, 𝜌, 𝑐, 𝛼, 𝜎̂𝑣). This means
that the model requires eight input parameters: incident angle 𝜙, frequency 𝑓,
density 𝜌, sound velocity 𝑐, attenuation coefficient 𝛼, spectral exponent 𝛾, spectral
strength 𝜂, and volume scattering parameter 𝜎̂𝑣. The density 𝜌, the sound velocity
𝑐, and the attenuation coefficient 𝛼 need to be known for both the water and
sediment.

The APL­model is considered valid for frequencies between 10 and 100 kHz.
The limitation is mainly caused by the roughness scattering model. The focus in
this study is mostly on fine sediments where volume scattering dominates over
interface scattering and therefore, we consider the model to be applicable also for
higher frequencies.

To model the BS of a layered medium, Guillon and Lurton [136] modified the
APL­model to account for the layering effect on sound reflection and scattering. The
𝜎𝑏(𝜙, 𝑓) of the surficial and the buried layer is modeled individually using the APL­
model and accounting for the layering effect. The individual contributions of both
layers are summed coherently. A buried sediment layer affects 𝜎𝑟 and 𝜎𝑣 at both the
water­sediment and the buried interface. The calculation of 𝜎𝑣 corresponding to the
upper layer is modified to account for the finite thickness. An impedance adaption
and angular refraction correction is implemented for both scattering mechanisms
when calculating the scattering of the second layer. Furthermore, the BS is trans­
ferred from the buried interface to the sediment­water interface by accounting for
the sound propagation in the layered medium. Therefore, a transfer­coefficient is
calculated which is based on the transmission coefficient and the sound absorp­
tion 𝛼 within the layered medium. For further theoretical details and corresponding
equations, see Appendix C or [40, 136].
3In agreement with Section 2.2 and Appendix B, 𝜎𝑏, 𝜎𝑟 and 𝜎𝑣 are dimensionless cross sections defined
per unit area and per unit solid angle.
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6.3.3. Model parameter selection
For this study a two­layered geophysical model consisting of the water column and
two sediment layers is considered. The values for the input variables are displayed
in Table 6.2. The parameters 𝜌, 𝑐, and 𝛼 for the water column are based on the
CTD measurements taken in the Vlietland Lake. For the sediment, the empirical
equations established by Hamilton [44] are used to estimate 𝜌, 𝑐 and 𝛼 from the
median grain size. In agreement with recommendations by the APL­model [40], we
relate 𝛾, 𝜂 and 𝜎̂𝑣 to the median grain size (Appendix B.1).

We model two scenarios with a median grain size of 6Φ (16 µm) and 9Φ (2 µm)
for the surficial sediment while the buried sediment has a median grain size of −1Φ
(2mm) for both scenarios. The median grain size of 6Φ represents the surficial
sandy mud at both sites and the median grain size of −1Φ, associated to sandy
gravel [40], is assumed to represent the buried sediment layer in the Vlietland Lake
(Section 6.2.1). A median grain size of 9Φ, associated with clay [144], represents a
second scenario to investigate the effect of even finer sediments on the BS strength
and bottom detection.

Table 6.2: Input parameters for the layered BS model and the bottom detection model. Layer 0 rep­
resents the water column, Layer 1 the surficial sediment, and Layer 2 the buried sediment. Model
parameter values are retrieved from the empirical equations displayed in Appendix B.1.

Variable Unit Layer 0 Layer 1 Layer 2

Folk class ­ Fresh water C/sM sG
𝑀𝑧 Φ ­ 9/6 −1
𝑐 m/s 1479 1449/1460 1977
𝜌 kg/m3 1000 1145/1149 2492

𝛼90 kHz dB/m 2.5 × 10−2 4.9/12.6 41.0
𝛼450 kHz dB/m 6.3 × 10−2 24.3/62.9 205.0
𝜎̂𝑣 ­ ­ 1 × 10−3/1 × 10−3 2 × 10−3
𝛾 ­ ­ 3.25/3.25 3.25
𝜂 cm4 ­ 5.17 × 10−4/5.17 × 10−4 1.29 × 10−2
ℎ; 𝑑 m 20 [h] 0.2. and 0.5 [d] Semi­infinite

6.3.4. Bottom detection model
In the bottom detection model the different layers are modeled by a large set of dis­
crete scatterers each of them scattering the transmitted sound pulse to generate the
received pressure signal. Following the approach of the APL­model (Section 2.2.3),
roughness and volume scattering are associated with the location of the interface
scatterer although volume scattering is originated from the underlying volume. The
backscattered signal is derived by a coherent summation of the received signal from
the scatterers falling within the instantaneously ensonified area [99]. The sound
pressure of the received MBES signal at a given time instant 𝑡 and steering angle 𝜃
is given as

𝑝(𝑡, 𝜃) =
𝐽

∑
𝑗=1
𝑠(𝑡)√𝜎𝑡(𝜙𝑗)𝑏𝑝(𝜃)

𝑒−2𝛼̂𝑟𝑗
𝑟2𝑗

(6.2)
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where 𝑠(𝑡) is the transmitted sound pressure signal, 𝑏𝑝(𝜃) is the beam pattern
and 𝐽 is the number of scatterers 𝑗 falling in the instantaneously ensonified area
𝐴(𝑡) at time 𝑡. 𝜎𝑡(𝜙𝑗) is the target’s backscattering cross section of scatterer 𝑗 at
incident angle 𝜙𝑗. The term

𝑒−2𝛼̂𝑟𝑗
𝑟2𝑗

accounts for the two­way geometrical spread­

ing (denominator) and attenuation of the signal within a dissipative propagation
medium (nominator). The transmitted sound pressure signal 𝑠(𝑡) by the MBES can
be expressed as a sinusodial pressure wave (see Section 2.1)

𝑠(𝑡) = {𝑊(𝑡 − 𝑡𝑗)√2𝑝rms sin (2𝜋𝑓(𝑡 − 𝑡𝑗)), 0 < 𝑡 − 𝑡𝑗 < 𝜏
0 otherwise

, (6.3)

where 𝜏 is the pulse length, 𝑝rms is the root mean square pressure (rms) of the
transmitted pulse and 𝑊(𝑡 − 𝑡𝑗) is a Hanning tapering function to reflect a smooth
signal. The arrival time of each scatterer is 𝑡𝑗 =

2ℎ
𝑐0 cos(𝜙𝑗)

, where ℎ is the water
depth below the MBES, 𝑐0 is the sound speed in water and 𝜙𝑗 is the incident angle.
Assuming a homogeneous water column, the calculation of 𝑡𝑗 does not require con­
sideration of the sound refraction. The receiving beam pattern 𝑏𝑝(𝜃) is expressed
as (Section 2.3.2, [2])

𝑏𝑝(𝜃) = (

𝑀−1
∑
𝑚=0

𝑒𝑖𝑘(sin𝜙𝑗−sin𝜃)
𝑚𝐿𝑅
𝑀

𝑀 )
2

(6.4)

where 𝑀 is the number of receiving element 𝑚, 𝑘 is the wavenumber of the trans­
mitted signal and 𝐿𝑅 is the receiver array length (Table 6.3).

The following explains how to relate the term√𝜎𝑡(𝜙𝑗) in Eq. (6.2) to the backscat­
tering cross­section 𝜎𝑏(𝜙𝑗). First of all, the square root relates intensity to pressure
values for the target’s backscattering cross­section 𝜎𝑡(𝜙𝑗) via (see Sections 2.1.1
and 2.2.2)

𝜎𝑡(𝜙𝑗) =
𝐼𝑏(𝜙𝑗)
𝐼𝑖(𝜙𝑗)

= (
𝑝rms𝑏(𝜙𝑗)
𝑝rms𝑖(𝜙𝑗)

)
2

(6.5)

where 𝐼𝑏, 𝐼𝑖, 𝑝rms𝑏 , and 𝑝rms𝑖 denote the intensities and rms pressures of the
backscattered and the incident wave. The target’s backscattering cross­section is
related to the backscattering cross­section via the instantaneously ensonified area
as follows (derived from Eq. (2.18))

𝜎𝑡(𝜙) = ∫
𝐴(𝑡)

𝜎𝑏(𝜙)𝑑𝐴 (6.6)

where 𝜎𝑏(𝜙) is obtained from the APL­model (Eq. (6.1))4. In order to account for
the statistical fluctuation inherent to the scattering process, 𝜎𝑏(𝜙) is modeled as a
4Since 𝜎𝑡 and 𝜎𝑏 are dimensionless, the integration area 𝑑𝐴 is actually referenced to a unit area 𝐴0=1m2,
so that 𝑑𝐴 is also dimensionless. For convenience 𝐴0 is not added to Eq. (6.6).
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Rayleigh distributed variable [6]. Here, 𝐴 = Ω𝑇
360𝜋𝑥

2 (with Ω𝑇 in degree) represents
the sector of a circle with a radius 𝑥 (i.e., distance in across­track direction5) and an
opening angle Ω𝑇 (i.e., Ω𝑇 =

𝑐0
𝑓𝐿𝑇

represents the beam opening angle at transmis­

sion, with 𝐿𝑇 the transmitter (projector) array length). By substituting
𝑑𝐴
𝑑𝑥 = Ω𝑇𝑥

(with Ω𝑇 in radians) into Eq. (6.6), it follows

𝜎𝑡(𝜙) = Ω𝑇∫
𝑥ub(𝑡)

𝑥lb(𝑡)
𝜎𝑏(𝜙)𝑥d𝑥 (6.7)

which becomes for the discrete scatterer case

𝜎𝑡(𝜙) = Ω𝑇
𝐽

∑
𝑗=1
𝜎𝑏(𝜙𝑗)𝑥𝑗Δ𝑥𝑗 . (6.8)

The target’s backscattering cross­section at each scatterer 𝑗 can thus be expressed
as

𝜎𝑡(𝜙𝑗) = Ω𝑇𝜎𝑏(𝜙𝑗)𝑥𝑗Δ𝑥𝑗 (6.9)

where the incident angle of each scatterer 𝜙𝑗 is connected to the slant range 𝑟𝑗
or the water depth ℎ via the horizontal distance 𝑥𝑗 of each scatterer toward the
receiver: 𝜙𝑗 = sin−1(𝑥𝑗𝑟𝑗 ) or 𝜙𝑗 = tan−1(𝑥𝑗ℎ ).

Here, as seen from the relation established between Eqs. (6.6) to (6.8), the
instantaneously ensonified area, containing 𝐽 scatterers, is bounded in the hori­
zontal direction (across­track) by the lower 𝑥lb and upper 𝑥ub bounds via 𝐴(𝑡) =
Ω𝑇
360𝜋(𝑥

2
ub(𝑡) − 𝑥2lb(𝑡)) (Fig. 6.2).

The upper bound can be written as

𝑥ub(𝑡) = √
(𝑐0𝑡)2
4 − ℎ2. (6.10)

The corresponding slant range at the upper bound is 𝑟ub = √(𝑥2ub + ℎ2). The lower
bound can be expressed with a dependency on 𝑡 as

𝑥lb(𝑡) = 0, 𝑡 ≤ 𝑡nadir + 𝜏 (6.11a)

𝑥lb(𝑡) = √(
𝑐0𝑡
2 − 𝑐0𝜏2 )

2
− ℎ2, 𝑡 ≥ 𝑡nadir + 𝜏 (6.11b)

where 𝑡nadir =
2ℎ
𝑐0
.

5In this chapter, the across­track direction is indicated by the variable 𝑥. This is contrary to Chapter 2,
in which the variable 𝑥 denotes the along­track and 𝑦 the across­track direction.
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To model the pressure signal in a layered medium, the sound propagation into
the subsurface and the scattering at the buried layer needs to be considered. The
refraction of the signal into the subsurface changes the incident angle at the buried
layer via Snell’s law (see Section 2.2.1)

sin(𝜙𝑗,𝑙+1)
sin(𝜙𝑗,𝑙)

= 𝑐𝑙
𝑐𝑙−1

(6.12)

where 𝑙 denotes the layer6. Considering a layered medium with 𝐿𝑛 the total number
of layers each variable is extended with the index 𝑙. The upper bound in Eq. (6.10)
changes for a layered medium to

𝑥ub,𝐿𝑛(𝑡) = √
(𝑐0𝛿𝑡0)2
4 − ℎ2 +

𝐿𝑛
∑
𝑙=2

√(𝑐𝑙−1𝛿𝑡𝑙−1)
2

4 − 𝑑2𝑙−1 (6.13)

where 𝑐𝑙 is the sound speed and 𝛿𝑡𝑙 is the travel time in layer 𝑙 and 𝛿𝑡0 is the travel
time in the water column. The lower bound is adjusted for the layered medium ac­
cordingly (Fig. 6.2b). To obtain the pressure signal 𝑝(𝑡, 𝜃) scattered from a layered
medium the individual signals scattered from each layer are coherently summed
according to

𝑝(𝑡, 𝜃) =
𝐿𝑛
∑
𝑙=1
𝑝𝑙(𝑡, 𝜃). (6.14)

For the buried layers the attenuation term in Eq. (6.2) is extended for the sound
attenuation in the sediment.
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Figure 6.2: Schematic of the layered BS model and the bottom detection model. a) Seabed view of the
MBES footprint and b) cross­profile view of layered medium (two­layered geophysical model).

6In this thesis, the right hand side of Eq. (6.12) is revised from 𝑐𝑙+1
𝑐𝑙

to 𝑐𝑙
𝑐𝑙−1

and the location of the
incident angle 𝜙 in Fig. 6.2 is corrected with respect to the published article.
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Fig. 6.3 displays the beamformed pressure signal at 90 kHz for different steer­
ing angles corresponding to the individual layers of the layered medium and the
combined response using the input parameters listed in Tables 6.2 and 6.3. In this
example, where a layer thickness of 50 cm and sediment properties representing
sandy mud are assumed, both layers contribute equally to the modeled signal up
to a steering angle of 30° whereas for the outer beams only the surficial sediment
has a significant contribution.

Table 6.3: Input parameters for the bottom detection model.

Variable Value

𝑓 90 kHz and 450 kHz
𝜏 150µs
𝑝eff 0.01 Pa
𝐿𝑅,𝑇 0.41m
𝑀 256

Figure 6.3: Modeled pressure signals steered at 10°, 30°, 50°, and 64° using the bottom detection model.
Used parameters are: 𝑓= 90 kHz, 𝐿𝑛= 2, 𝑑1= 50 cm, 𝑀𝑧1= 6Φ and 𝑀𝑧2= −1Φ. (Top) Pressure signals
corresponding to the first and second layer including modifications due to layered medium. (Bottom)
Coherently summed pressure signal of both layers. The signals associated with the different steering
angles are separated signals arriving at different time instances and plotted on the same time axis.

For the bottom detection, amplitude and phase detection of the received signal
are implemented (see Section 2.3.3). Amplitude detection is based on the computa­
tion of the center of gravity [53]. For the phase detection, the full MBES receiving
array with the length 𝐿𝑅 is divided into two sub­arrays and the phase difference
of the signal received at a given time instant is determined at the two sub­arrays
[51]. The time at which the two signals are in phase (zero phase difference be­
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tween the two beams formed in a chosen direction) is taken as the arrival time
[51]. To calculate the zero­phase crossing, a second­order polynomial is fitted to
the measurements of the phase difference over a certain number of phase samples.
The least­squares method is used to estimate the parameters of the polynomial. It
should be noted that for the simulation of the received signals at the two sub­
arrays, the slant range 𝑟𝑗 in Eq. (6.2) has to account for the traveled distance from
the center of the array to the scatterer on the bottom or buried layer and from
the scatterer to the center of the sub­arrays. Here, the length of the sub­arrays is
assumed to be half of the full array. In the model, amplitude or phase­detection is
selected based upon two criteria:

• Number of phase samples available to find the coefficients of the second­
order polynomial: if the number of phase samples in the phase ramp is less
than five, phase detection is rejected and amplitude detection is chosen. This
occurs mostly close to nadir.

• Deviation of the solution based on the phase detection from that of amplitude:
if the estimate based on the phase detection is out of the 95% confidence
interval of the solution based on the amplitude detection, the latter is chosen.

6.4. Experimental results
6.4.1. Multi­frequency backscatter mosaics
The BS mosaics at the different frequencies from the Vlietland Lake and Port of
Rotterdam are displayed in Figs. 6.4 and 6.5, respectively. For the Vlietland Lake,
varying BS patterns are observed among the frequencies with the largest difference
between the most separated frequencies of 90 and 450 kHz. The lowest frequency
of 90 kHz shows low to high BS levels for the muddy areas (green triangle) and
intermediate BS levels for the sandy areas with shells (yellow, red and purple trian­
gles). Here, in particular the wide range of up to 15 dB in the BS level at 90 kHz for
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is 1m by 1m. Abbreviations: sandy mud (sM), sandy mud with shells (sM SH), muddy sand with shells
(mS SH), and sand with shells (S SH).
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muddy sediments is noticeable. While the higher frequencies of 300 and 450 kHz
indicate consistently low BS levels for most of the muddy areas, the sandy areas
with shells indicate similar intermediate BS levels as it is seen at 90 kHz. The fre­
quency of 200 kHz shows similar BS levels for the coarse sediments and a moderate
range in BS levels for the fine sediments, i.e., smaller range than 90 kHz but larger
than 450 kHz.

For the Port of Rotterdam, only the most separated frequencies of 90 and
425 kHz are displayed in Fig. 6.5a,b. Here, no significant differences are found
in the BS pattern and BS levels among the frequencies for almost the entire muddy
area. Solely in the south­east, indicated by Area PR3, which is located outside the
man­made pit, high BS levels at 90 kHz and low BS levels at 425 kHz are found
similar to the observation in the Vlietland Lake.

6.4.2. Bathymetry difference among the frequencies
Fig. 6.5c and Fig. 6.6a,b display the differences in the measured bathymetry be­
tween different frequencies for the Port of Rotterdam and Vlietland Lake, respec­
tively. Green colors indicate that the lower frequency measured a deeper bathymetry,
yellow represents no difference and red colors indicate that the higher frequency
measured a deeper bathymetry.
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Figure 6.5: a,b) BS mosaics measured in the Port of Rotterdam at 90 and 425 kHz, respectively. c)
Corresponding bathymetry difference map between 90 and 425 kHz. Polygons indicate location used for
the calculation of the angular response curves (ARC) and the time series signal. The grid cell size is
1.5m by 1.5m.
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Figure 6.6: Bathymetry difference map between a) 450 and 90 kHz and b) 450 and 300 kHz in the
Vlietland Lake. Green colors indicate deeper bathymetry at the lower frequency. c) Measured depth
uncertainty at 90 kHz. The grid cell size is 1m by 1m. Pink line indicates the location of the MBES
sub­bottom profile. Abbreviations: sandy mud (sM), sandy mud with shells (sM SH), muddy sand with
shells (mS SH) and sand with shells (S SH).

We observe that the measured depth is between 0 and 60 cm deeper at 90 kHz
compared to 450 kHz for the muddy areas in the Vlietland Lake. The measured
depth uncertainty does not exceed 10 cm, except for areas with steep slopes,
demonstrating that the depth difference between the frequencies is statistically
significant (Fig. 6.6c). The areas with coarser sediments show the same measured
depth, considering the uncertainties, at all frequencies. The depths at 300 and
450 kHz show no difference independent of the sediment type indicating that the
frequency needs to be sufficiently low to result in a different measured depth.

The measured bathymetry in the Port of Rotterdam is for the most areas very
similar between the most separated frequencies of 90 and 425 kHz even though the
entire area consists of muddy sediment. Solely, in the south­east, coinciding with
the different BS patterns at 90 and 425 kHz, a depth difference of about 40 cm is
measured.

The bathymetry difference maps display along­track stripes indicating that the
difference in the measured bathymetry varies over the incident angle. As an exam­
ple, Fig. 6.7a shows the measured depth as a function of the incident angle for a
muddy area (Area VL6). The depth difference is largest between 90 and 450 kHz
(∼35 cm) with intermediate values for 200 kHz (∼10 cm). In Fig. 6.7b,c the depth
difference at 90 and 200 kHz with respect to 450 kHz over the incident angles is
visualized, respectively. At 90 kHz we observe smaller differences of approximately
25 cm around nadir with a strong increase to 35 cm at 10° and a further slight in­
crease to 40 cm for the starboard side. In general, most areas show the pattern of
an increase in the depth difference with an increasing incident angle. At 200 kHz,
we observe a decrease in the measured depth difference with increasing incident
angle for all areas, as shown in Fig. 6.7c. The grey shaded area, presenting the
measured depth uncertainty in Fig. 6.7b,c, indicates that the changes in the mea­
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sured depth difference with incident angle are statistically significant. Following this
observation, the bathymetry difference maps in Figs. 6.5 and 6.6 present only an
approximation of the local measured depth difference because the values are av­
eraged over a number of different beam angles from overlapping track lines falling
in the same grid cell.
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Figure 6.7: Angular dependency of depth measurements in a muddy area in the Vlietland Lake. a)
Measured depth at different frequencies for the entire MBES swath (­65°/65°). b,c) Depth difference at
90 and 200 kHz with respect to 450 kHz, respectively. Grey shaded area indicates measured uncertainty.
The data are taken from Area VL6 (Fig. 6.1c).

6.4.3. Ground truth
The bathymetry difference maps show similar patterns as those in the BS mosaics,
indicating a relationship between the measured bathymetry and the BS level per
frequency. To relate this observation to the sediment properties in more detail, the
ground truth data are examined.

Fig. 6.8a represents the median grain size measured from the grab samples
in the Vlietland Lake. The median grain size is visualized with respect to the
bathymetry difference between 90 and 450 kHz and the corresponding BS level
at 90 kHz, both measured within a radius of 5m around the grab sample locations
(Fig. 6.1c). The sample indicated by the red circle is located in an area with a rough
morphology and a large uncertainty of the measured bathymetry (around 30 cm)
and thus not considered in the following analysis. Based on the sediment prop­
erties, BS level, and the measured bathymetry difference, we define four subsets,
denoted A, B, C, and D, from Fig. 6.8a, which are listed in Table 6.4.

Table 6.4: Categorization of ground truth locations into subsets based on sediment properties, BS level,
and measured bathymetry difference.

Subsets Sediment BS level Bathymetry difference

A Very coarse (sand with shells) High Negligible
B Coarse (sand/mud mix with shells) Intermediate Negligible to low
C Fine (sandy mud) Low Negligible
D Fine (sandy mud) Intermediate to very high Significant

Subset A contains the sample locations with a median grain size larger than
180µm, a negligible bathymetry difference (∼7 cm, around the uncertainty) and a
high BS level (–17 dB). The sample locations assigned to subset B exhibit lower
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Figure 6.8: a) Measured depth difference between 90 and 450 kHz versus median grain size at all sample
locations (Fig. 6.1c) in the Vlietland Lake. The colorbar indicates the averaged BS level (BS mosaics)
at 90 kHz around the sample locations. The subsets, denoted A, B, C, and D are defined based on
the sediment properties, BS level and the measured bathymetry difference at the sample location. b)
Density profiles at two locations taken with a rheometric profiler in the Port of Rotterdam (Fig. 6.1d).

median grain sizes of 70 to 100 µm, slightly higher bathymetry differences of 10 to
18 cm and slightly lower BS levels (–19 to –21 dB). These observations show that
the coarser the sediment, the higher the agreement in the measured bathymetry
between the frequencies and the higher the BS levels. Subset C comprises sam­
ple locations consisting of muddy sediments with a median grain size of around
25µm, negligible bathymetry difference, and low BS values (–26 dB). The samples
assigned to subset D are also muddy sediments with a median grain size around
25µm, but the bathymetry difference and BS level vary significantly. A general trend
of decreasing BS levels (–11 to –19 dB) with increasing bathymetry difference (32
to 62 cm) is observed.

Fig. 6.8b displays the density measurements for the samples RH21 and RH29
in the Port of Rotterdam. The arrows indicate our interpretation of the top of the
seabed. Both samples show a gradual increase of the density from about 1250
to 1500 kg/m3 from the top of the sediment to a depth of 1.2m. This indicates
an increasing compaction degree of the muddy sediments but no distinct layering.
Given the muddy sediments (𝑑50= 15µm) and a negligible bathymetry difference
of 6 and 10 cm, respectively, both locations are assigned to subset C.
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6.4.4. Angular response curves
As an analysis based solely on the averaged BS level neglects the characteristic
angular response related to different sediments, we analyze the intrinsic behavior
of the BS level versus the incident angle via the angular response curves (ARC)
[15]. Additionally, an uncalibrated system hampers the inter­comparison of the BS
levels between different surveys but the characteristic shape of the ARCs are still
comparable.

Fig. 6.9a–c show the ARCs at five frequencies and for three different sample
locations in the Vlietland Lake (VL1, VL2, and VL3 assigned to subset A, C, and
D). The ARCs, displayed in Fig. 6.9a and assigned to subset A, show an angular
response typical for very coarse sediments with a constant to slight decrease in
the BS level with increasing incident angle. The BS levels and the shapes between
the frequencies are relatively similar, indicating no improved acoustic discrimination
using multiple frequencies for this specific sediment. The ARCs in Fig. 6.9b (location
is assigned to subset C) show a high nadir peak and a normal decay of the BS level
towards the outer angles for all frequencies, as it is expected for muddy sediments
from theoretical models. Fig. 6.9c shows the ARCs from a muddy area with a depth
difference of 37 cm between 90 and 450 kHz (subset D). The BS level is significantly
higher at 90 kHz compared to 450 kHz and, in addition, the low frequencies show a
flat, untypical, angular response, which is not expected for muddy sediments.
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Figure 6.9: ARCs measured in the (top) Vlietland Lake and (bottom) Port of Rotterdam. (Left) coarser and
harder sediments without depth difference: a) sand with shells, d) muddy area with higher compaction,
(middle) muddy areas without depth difference between 90 and 450 kHz, (right) muddy areas with depth
difference c) 37 cm and f) 40 cm. The data for the ARCs are taken from an area (40m × 40m) indicated
by the polygons in Fig. 6.1c and Fig. 6.1d. The areas in a–d) correspond to sample locations.

Fig. 6.9d–f show the ARCs for three locations in the Port of Rotterdam. The
measured ARCs in Area PR1 (Fig. 6.9d) show a moderate decrease of the BS level
towards the outer angle while in Area PR2 (Fig. 6.9e) a higher decrease in the
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BS level is observed. This indicates that both areas are likely to have a different
compaction degree of the muddy sediments. Area PR2 is located at sample RH21
and therefore being assigned to subset C. Outside the man­made pit (Area PR3),
we see in a muddy area a higher BS level with a similar flat angular response at the
lowest frequency of 90 kHz (Fig. 6.9f), as seen in the Vlietland Lake (Fig. 6.9c). This
location coincides with a measured bathymetry difference of 40 cm, and therefore
being assigned to subset D. Noticeable is that the higher frequencies still show a
typical decay with increasing incident angle contrary to the Vlietland Lake (subset
D, Fig. 6.9c). In Area PR3, we expect only a thin layer of unconsolidated mud
above consolidated mud, which results in a rapid change of the sediment properties
indicating a layered medium.

The acoustic observations and the geological setting might indicate that the high
BS levels at the low frequencies in the muddy areas result from an increased sig­
nal penetration and the scattering of the signal at the buried harder and rougher
consolidated mud layer, while the high­frequency signal corresponds to the surfi­
cial unconsolidated mud layer. The same explanation might hold for the Vlietland
Lake where a thin mud layer is located above a coarse sand to gravel layer (see
Section 6.2.1).

Furthermore, the samples in subset D show that an increase in the measured
bathymetry difference corresponds to a decrease in the BS level. This is caused
by a longer travel distance of the signal corresponding to an increased sound at­
tenuation. For areas where no bathymetry difference is measured (subset C, e.g.,
VL2 and PR2), even though the surficial sediment properties are the same, the
buried layer is either too deep and the signal is already attenuated before reach­
ing this layer or no layering exist. This can be validated in area PR2 where the
density measurements (Sample RH21) show an increasing compaction degree of
the muddy sediments without distinct layering (Fig. 6.8b). For the same area, the
bathymetry difference between 90 and 450 kHz is negligible and the ARCs are very
similar for all frequencies (Fig. 6.9d), indicating that without layering the ARC at
the lowest frequencies corresponds to the surficial sediments.
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6.4.5. Time series signal
The measured bathmetry is based on the bottom detection of the MBES, where
amplitude or phase detection is applied to the entire acoustic signal per beam angle.
Fig. 6.10 displays the beamformed acoustic signal at 10° for four different locations
in the Vlietland Lake and Port of Rotterdam. The signals displayed in Fig. 6.10a,c,
corresponding both to a muddy area, show that the highest amplitude at 90 kHz
is found between 35 and 50 cm deeper than the highest amplitude at 200 and
450 kHz. The 90 kHz signal has a second amplitude peak which correlates with
the highest amplitude of the higher frequencies. It indicates that a portion of the
incident acoustic energy is scattered at the surficial seabed but most of the energy
is transmitted into the subsurface and is scattered at a second layer with a higher
scattering strength. In Fig. 6.10b,d the highest amplitude and the bottom detection
are found at the same depth for all frequencies. In general, in areas consisting of
sand with shells (Fig. 6.10b), the surficial seabed represents a strong scatterer and
a highly attenuating medium for all frequencies. For the area consisting of sandy
mud (Fig. 6.10d) either the surficial sediment is highly compacted resulting in a
strong scatterer and a highly attenuating medium or a second scattering layer does
not exist or is too deep to be reached by the lowest frequency.
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Figure 6.10: Measured time series of the signal amplitude at a beam angle of 10°. a) Vlietland Lake: fine
sediment, b) Vlietland Lake: coarse sediment, c,d) Port of Rotterdam: fine sediment. The circles indicate
the bottom detection of the MBES. The locations of the measurements are displayed in Fig. 6.1c,d.

Fig. 6.11 visualizes the measured time series of the signal amplitude at 90 kHz
and at a beam angle of 0° along a profile in the Vlietland Lake (i.e., sub­bottom
profiler like image). The green and red line indicate the detected bottom at 90 and
450 kHz, respectively. The corresponding BS is plotted above the sub­bottom image.
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In some regions (0–10m, 140 to 150m and 390 to 420m), where the BS and bottom
detection at both frequencies are very similar, the signal energy is focused around
the bottom detection, indicating no layering. In particular, in the last section (390
to 420m), where the grab sample revealed surficial sand with shells, the detected
bottom is exactly at the same location for the two frequencies. In one region,
between 350 and 390m, the time series shows clearly two distinct amplitude peaks
indicating the surfical seabed and a buried layer detected at 450 kHz and 90 kHz,
respectively. In this region the BS at both frequencies is the same. Compared to the
majority of the profile, the BS at 450 kHz is increased, indicating coarser sediment
and consequently higher attenuation. This yields to a decreased BS at 90 kHz, as
also observed. For the majority of the profile, where the BS is significantly higher
(> 10 dB) and the bottom detection significantly deeper at 90 kHz, the energy of the
signal is spread. The first rise in the amplitude correlates with the surficial seabed,
indicated by the 450 kHz bottom detection, and reaches its peak a few decimetres
below where the MBES detects the bottom at 90 kHz. These areas also correspond
to the flat shape of the ARC at 90 kHz, as shown in Fig. 6.9c. It indicates that the
bottom detection, the high BS level and the unusual angular response at 90 kHz for
muddy sediments results from scattering at subsurface structures.

Figure 6.11: (Bottom) Sub­bottom image: measured time series of the signal amplitude at 90 kHz and
a beam angle of 0° for a track line in the Vlietland Lake. The measured bathymetry at 90 and 450 kHz
are shown as well. (Top) Corresponding measured BS at 90 and 450 kHz. The track line is indicated in
Fig. 6.1c and Fig. 6.6.
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6.5. Modeling results
6.5.1. Angular response curves
Fig. 6.12 shows modeled ARCs at frequencies of 90 and 450 kHz for a layered
medium with different layer thicknesses and sediment properties using the lay­
ered BS model (Section 6.3.2 and Table 6.2). As a reference, the ARCs of the first
and second layer assuming a non­layered model are additionally displayed. The
modeling shows that the ARCs at 450 kHz in a layered medium, in general, re­
flect the surficial sediment. Solely when the surficial layer is very soft (clay) and
thin (20 cm), the ARC is slightly affected by the buried coarser layer with higher
BS levels at intermediate incident angles (around 3 dB) compared to a non­layered
medium. In contrast, the ARCs at 90 kHz are significantly affected by the buried
layer. With decreasing layer thickness (1 to 0.2m) and decreasing coarseness of
the upper layer (sandy mud to clay), the BS strength increases and approaches the
BS strength of non­layered sandy gravel. Still, it can be seen that the BS strength
at 90 kHz in a layered medium results from a combined response of both layers and
is therefore not directly representative for one of these layers.

Figure 6.12: Modeled ARCs for a layered medium with varying thickness. a,b) correspond to a clay layer
and c,d) to a sandy mud layer above sandy gravel. The ARCs are modeled for a,c) 90 kHz and b,d)
450 kHz. The input parameters are listed in Table 6.2.

The general trend is that for the situations considered, the BS strength decreases
with increasing layer thicknesses (0.2 to 1m), increasing frequency (90 to 450 kHz),
and increasing coarseness (clay to sandy mud) compared to the BS of non­layered
sandy gravel. These results are mainly caused by an increased sound absorption
for higher frequencies and coarser sediments as well as a longer travel distance
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due to an increased layer thickness. An angular affect can be seen as well where
the BS decreases more rapidly with increasing incident angle due to an increased
travel path through the sediment layer. The sound refraction into the subsurface
has a minor effect because the used sound speeds for clay and sandy mud are very
similar to the water sound speed (Table 6.2).

6.5.2. MBES bottom detection in a layered medium
This subsection investigates to what extent the buried layer affects the MBES bottom
detection and whether the multi­frequency data can be used to determine the layer
thickness. Therefore, Fig. 6.13 displays the simulated MBES bottom detection in a
layered medium using the input parameters listed in Tables 6.2 and 6.3.

The modeling shows that for clay sediments the 450 kHz signal detects the sur­
ficial seabed only for a large enough layer thickness (> 20 cm). For slightly coarser
sediments (sandy mud), it is always the upper layer that is being sensed and the
MBES detects accurately the surficial seabed independent of the layer thickness. In
contrast, at 90 kHz the signal penetrates into the subsurface and the MBES detects
accurately the buried layer for a thin upper layer (20 cm). With increasing layer
thickness, the MBES bottom detection fluctuates between the upper and the buried
layer dependent on the sediment type and incident angle. For very fine sediments
(clay), the bottom detection is closer to the buried layer and for slightly coarser
sediments, it is closer to the upper layer.

The modeling results indicate that for specific geological settings (e.g., thin
sandy mud layer) the MBES multi­frequency bathymetry data (lowest and highest
frequency) can be used to accurately determine the layer thickness for the entire
swath. However, for most geological settings the use of the bottom detection at
90 and 450 kHz is rather an indication of layering than an accurate measurement
of the layer thickness.
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Figure 6.13: Simulated MBES bottom detection in a layered medium with a layer thickness of a) 20 cm
and b) 50 cm. Different scenarios are visualized where 𝑓 indicates the used frequency and 𝑀𝑧1 stands
for the median grain size (Φ values) in the first layer. 𝑀𝑧1= 9 approximates clay and 𝑀𝑧1= 6 sandy
mud. For the second layer sandy gravel (𝑀𝑧2= ­1) is assumed. A detailed description of the used bottom
parameters and MBES parameters are listed in Table 6.2 and Table 6.3.
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6.5.3. Comparison between measured and modeled data
According to the modeling results, the bathymetry difference maps between 90 and
450 kHz (Fig. 6.6) can be used as an indication of the signal penetration and the
layer thickness of the upper layer. With increasing layer thickness, the uncertainty
increases, and the measured bathymetry difference cannot clearly be related to the
layer thickness anymore. At a certain layer thickness, the signal at 90 kHz is fully
attenuated and does not reach the buried layer. In such a case the MBES detects
the actual seabed and the BS is representative for the surficial sediment (Figs. 6.12
and 6.13). This observation explains the negligible bathymetry difference corre­
sponding to similar BS levels and ARCs among the frequencies for fine sediments,
which is observed in the Port of Rotterdam and to some extent in the Vlietland Lake
(Fig. 6.9b,e).

Furthermore, the modeling shows that the BS decreases with increasing layer
thickness mainly due to the increased sound attenuation in the sediment. The same
holds for the experimental data, where we observe a decrease in the BS level with
increasing bathymetry difference between 90 and 450 kHz (Subset D in Fig. 6.8a).
Without a correction of the BS level for the sound attenuation in the sediment, the
measured BS is not directly representative for the buried layer.

The angular dependency of the BS and the bottom detection in a layered medium
can also partly be found in the experimental data. For both, experimental and
modeled data, the measured bathymetry difference is smallest for incident angles
around nadir. According to the modeling results, a decrease in the bathymetry dif­
ference between the 90 and 450 kHz data with increasing incident angle is expected
(Fig. 6.13b). However, this behavior is only partly observed in the experimen­
tal data. Generally, an increase in the measured bathymetry difference between
90 and 450 kHz with increasing incident angle is found in the experimental data
(Fig. 6.7b), which contradicts the modeling results. A reason could be that the ac­
tual sediment is less attenuating as assumed in the modeling and the signal reaches
the buried layer for all angles. Another explanation could be that the water sound
speed used for the depth determination in the MBES differs from the actual sound
speed in the upper sediment. For example, a layer with a thickness of 30 cm and an
80m/s higher sound velocity than the water sound speed would result in an MBES
bottom detection being 10 cm deeper for the outermost angle than the true depth
of the second layer.

In muddy areas, where the experimental data indicate layering, very high BS
levels are observed. Fig. 6.9b,c display the ARCs for a muddy area without a mea­
sured bathymetry difference and with a difference of 37 cm between 90 and 450 kHz
in the Vlietland Lake. The BS level (averaged between 30 and 60°) is 11 dB higher
for the muddy area with a significant bathymetry difference at 90 kHz. In the Port
of Rotterdam, the averaged BS level is 15 dB higher at 90 kHz for a muddy area
with a difference of 40 cm (Fig. 6.9f) compared to the area without a measured
bathymetry difference (Fig. 6.9e). For comparison, the modeling results reveal for
a layer thickness of 40 cm and for clay or sandy mud above sandy gravel a dif­
ference of 9 dB and 2 dB, respectively. The higher BS levels for the experimental
data could be explained by the high sensitivity of the model to the input parame­
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ters in combination with the high uncertainty in the empirical determination of the
input parameters (e.g., absorption coefficient) from grain size measurements. An­
other possibility is that the buried sediment layer is even coarser than the assumed
sandy gravel layer. The geology of the Vlietland Lake indicates that the majority
of the buried lakebed consist of coarse sand and gravel, where a concentration of
the gravel fraction could yield to an increased BS level. In the Port of Rotterdam,
based on the geological information, we expect consolidated mud below a thin
layer of unconsolidated mud, which is unlikely to result in such a high observed
BS level. Moreover, in muddy sediments anaerobic decomposition of organic mat­
ter can cause gas accumulation, which could also result in the very high BS level
and also in the prolonged subsurface echo observed for some areas at the lower
frequencies (Fig. 6.11). This will be further elaborated in the discussion.

6.6. Discussion
A thorough analysis of two multi­frequency MBES datasets demonstrated significant
variation in the measured bathymetries, BS levels, time series signals, and ARCs for
fine sediments for the frequency range between 90 and 450 kHz. Similar variation
in multispectral BS patterns for fine sediments between 100 and 400 kHz were also
observed by Brown et al. [36] and Gaida et al. [55] (Chapter 5, e.g., Figs. 5.5
and 5.8). They argued that the lower frequency signals were acoustically sensitive
to a buried layer of coarse dredge spoils whereas the higher frequencies are only
sensitive to the surficial mud layer. In the present contribution, the comparison
of the acoustic data with the ground­truthing, geological information, and model
simulations indicated that sediment layering is a likely cause for these variations.

6.6.1. Experiments
Except for the spatially limited rheometric profiling in the Port of Rotterdam, the
ground­truthing of the subsurface was limited in this study. Ideally, a vibrocoring
device, such as used by Brown et al. [36], and a more extensive rheometric profiling
would have been used. While the coring device provides a physical sample from
the subsurface layer, the rheometric profiling takes an in situ measurement of the
undisturbed sediment and can be used to accurately quantify the depth of a buried
layer. However, logistical and time limitations prohibited the use of these tools in the
Vlietland Lake and hampered a more extensive rheometric profiling in the Port of
Rotterdam. At the locations where rheometric profiling was conducted, the acoustic
data, indicating no layering (Fig. 6.5c and Fig. 6.9d), was in agreement with the
rheometric profiling, indicating only a slight gradual increase in density with depth
(Fig. 6.8b). Unfortunately, subsurface density measurements, where the acoustic
data indicated layering, was not available.

Still, we argue that the geological information and the acoustic time series signal
are an indication of the presence of layering at these locations. Visualizing the time
series signal in a sub­bottom image (Fig. 6.11), presents an approach to employ a
MBES in the same way as a classical sub­bottom profiler. While this works around
nadir (0° beam angle), for oblique beam angles the beamforming results in a spread
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echo envelope and a greater impact of sidelobe effects.
Furthermore, in this study, we could not finally exclude a shallow biogenic gas

layer as a possible cause for the very high BS values and the partly extraordinary
shape of the ARCs at 90 kHz. For example, in a study by Schneider von Deimling
et al. [137], averaged BS levels of 13 dB higher for muddy sediments with gas
compared to muddy sediments without gas were found. In addition, a unique gas­
mediated ARC pattern was observed with no angular change towards the outer
beams for gassy sediments. Although a 12 kHz MBES was used in a water depth of
around 90m and the gas pockets were about 5m below the seabed, these findings
are very similar to the observations in this study. In contrast, Fonseca and Mayer
[15] showed for a 95 kHz MBES an average difference of only 4 dB at a water depth
of 151m and almost no difference at 39m between sites with and without gas.
The partly contradicting results indicate the difficulty in drawing general conclusion
across site­ and system­specific measurements in gassy sediments.

6.6.2. Modeling
By comparing the experimental observations with the modeling results, we showed
that layering has a significant effect on the measured multi­frequency data and
that the bathymetry difference maps can be at least used as an indicator of the
layer thickness. However, the model also showed how sensitive the MBES bottom
detection is to the sediment properties, in particular, the sound attenuation, and
the incident angle. Here, it needs to be stressed that the geophysical input param­
eters, representing different sediment types are based on the empirical equations
developed by Hamilton [44] (𝑐, 𝜌, and 𝛼) and recommendations by the APL­model
[40] (𝛾, 𝜂, and 𝜎̂𝑣) in combination with the grain­size analysis of the Van Veen
samples. How well these empirical equations and recommendations represent the
actual geophysical parameters in the present study site are unknown and direct
measurements would be more accurate. For example, stereo photography can be
used to determine the seabed roughness (𝛾 and 𝜂) and specifically designed mea­
surement equipment can be employed to measure sediment sound speed 𝑐 and
attenuation 𝛼, as shown by Thorsos et al. [152]. As the quality of the sediment
characterization improves, the model accuracy increases [40]. Determining the
roughness parameters for the buried layer remains still difficult and an empirical
relation between roughness parameters and median grain size is still required. For
our modeling approach, we assumed a sediment type for the buried layer based
on geological information, which generates an additional uncertainty. This was, as
previously mentioned, due to a missing coring device and the fact that the used
Van Veen sampler only acquires roughly the first 10 to 20 cm of a muddy seabed.

A more general concern related to the employed models is the extension of the
validity range for higher frequencies. According to Jackson et al. [49], the APL­
model is valid between 10 and 100 kHz. The limitation is mainly caused by the
roughness scattering model. For example, the Kirchhoff and composite roughness
approximation used to model the roughness scattering in the APL­model requires an
acoustically relative smooth interface [49] (Section 2.2.3 and Appendix B). It means
that the radii of the curvature of the scattering interface must be smaller than
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the acoustic wavelength, which might be violated at high frequencies. However,
we argue that the focus in this study is mostly on muddy sediments. Such fine
sediments have a smoother interface than those encountered for coarse sediments.
In addition, volume scattering dominates over interface scattering for the majority
of the angular range [49] (e.g., visualized in Fig. 2.5, Section 2.2.3). Based on
these arguments, the modeling at higher frequencies (> 100 kHz) is assumed to be
applicable in this study.

Another simplification in the bottom detection model is related to the volume
scattering contribution to the received pressure signal. The bottom detection model
simulates a spatially and temporally discretized acoustic signal, considering trans­
mission and reception at the MBES and sound propagation in the medium. The
scattering is modeled using the APL­model. In the APL­model [40], the volume BS
is treated as an interface process and can be characterized in the same terms as
the roughness scattering [6]. It follows that the volume scattering is associated
with the same location as the interface scattering although the volume scattering
is originated from the underlying volume. That means that the bottom detection
model accounts for the contribution of the volume scattering but the actual location
and the corresponding time is biased. A solution could be a discretization of the
sediment volume and the calculation of volume scattering at distinct locations in
the sediment volume, as it was proposed by Sternlicht and de Moustier [75].

6.7. Conclusion
This study investigates the effect of frequency­dependent signal penetration on
multi­frequency BS and bathymetry data. Two multi­frequency datasets were ac­
quired with the multispectral mode of an R2Sonic 2026 MBES at two different study
sites. The BS mosaics, the angular response curves and the time series of the
acoustic signal were analyzed with respect to the measured bathymetry and fre­
quency. Additionally, we proposed a model to simulate the bottom detection of a
MBES in a layered medium.

The analysis of the experimental datasets showed that low­frequency BS and
bathymetry data (90 to 100 kHz) measured in fine sediments can be highly affected
by an increased signal penetration in combination with subsurface layering. The
measured BS and bathymetry at the high frequencies (300 to 450 kHz) are repre­
sentative for the surficial sediments while at low frequencies (90 to 100 kHz) the
BS and the bathymetry varies with the presence of a subsurface layer, either in
the form of coarser sediment or gas accumulation. The modeling indicated that, in
case of shallow sediment layering, the low­frequency BS level is strongly linked to
the layer thickness and corresponds to a combined acoustic response of the sur­
ficial and the buried sediment layer. Due to an unknown sound attenuation and
refraction in the sediment layer, the BS cannot directly be related to the buried
layer. The modeling indicated that an accurate determination of the layer thickness
is only possible for relatively thin layers (∼20 cm). For thicker layers, the bottom
detection varied with incident angle and sediment properties of the upper layer and
an accurate determination of the layer thickness was hampered.
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The findings provide an enormous potential but also pitfalls for multispectral
MBES. The capability to acquire data with a low and high frequency allows to
identify layering and to asses the influence on the measured BS data. Using a
monochromatic MBES, transmitting only at a low frequency, the acquired BS and
bathymetry data would lead to an erroneous interpretation of the surficial sedi­
ment properties and an incorrect determination of the water depth. However, if
the signal penetration and a possible scattering at buried structures are not con­
sidered, multispectral MBES data can also lead to misinterpretation of the surficial
sediments. Therefore, it is highly recommended to analyze multi­frequency BS in
conjunction with the inter­frequency bathymetry difference and ideally with the
time series signal. The measured bathymetry per frequency can be incorporated
into classification techniques to develop an approximate 3D image of the surficial
and subsurface sediments. Future work requires more ground truth information, in
particular from the subsurface, to improve the validation of the measurements and
the bottom detection model.





7
Geostatistical modeling of
multibeam backscatter for

full­coverage seabed sediment
maps

The previous chapters have focused on the use of multibeam backscatter (BS),
either monochromatic or multispectral, for mapping and monitoring sediment
distributions. The BS data were used in acoustic sediment classification
methods to objectively and automatically produce sediment maps. However,
multibeam BS datasets are often sparsely distributed due to weather condi­
tions, time restrictions, budget limitations or inaccessibility of certain areas.
In this chapter, sparsely distributed multibeam data, acquired in the Cleaver
Bank (The Netherlands) and already utilized in Chapter 3, are employed and
different Kriging algorithms to interpolate these datasets are tested and eval­
uated. A new approach to classify the interpolated BS data based on the
Bayesian method for producing a full­coverage sediment map is introduced.
A comprehensive comparison between the acoustic classification maps and
a traditional sediment map is carried out and their accuracy is tested based
on the ground truth data.

This chapter has been published in Hydrobiologia 845 (1), 55­79 (2018) [62].
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7.1. Introduction
Increasing human activities in the marine environment, such as fisheries or dredg­
ing, affect seabed habitats worldwide [153–157]. The impacts depend on the mag­
nitude and frequency of the human activities, and vary with the marine ecosystem
in which they occur [158]. To assess the anthropogenic impact on the seabed
ecosystem and to develop suitable management strategies it is necessary to iden­
tify the spatial variability of benthic habitats. Driving factors of the distribution and
abundance of benthic communities, and hence important for habitat mapping, are
the seabed substrate and grain­size distribution [159]. Marine in situ measure­
ment techniques (e.g., grabs, cores and underwater video footage) reveal detailed
information of the sediment properties and generate, in general, an accurate repre­
sentation of the local seabed. However, the density and coverage of bed sampling
is not always sufficient to represent the sediment heterogeneity on the required
spatial scales.

In the last decade, different research fields have advanced remote sensing meth­
ods to overcome the limitations in spatial and temporal information of the seabed.
One of the most rapidly developing research fields is acoustic sediment classification
(ASC), where acoustic remote sensing techniques, such as side­scan sonar (SSS),
singlebeam echosounder (SBES) and multibeam echosounder (MBES) are used to
investigate the seabed (e.g., [7, 8, 76, 160–162]. Extensive experimental and the­
oretical research about acoustic scattering shows that the acoustic echoes from
the water­sediment interface contain information about the seabed [6]. Account­
ing for the effect of environmental conditions (e.g., absorption) and sonar settings
(e.g., signal strength, beam pattern), the backscatter (BS) strength can be retrieved
from the acoustic echo received by the MBES. The BS strength is dependent on the
acoustic frequency used, angle of incidence on the seabed and seabed properties,
allowing for sediment characterization based on acoustic measurements [6, 76]. In
particular the MBES is a powerful tool due to the simultaneous acquisition of both
BS and bathymetry data. MBES measurements are very time efficient compared to
in situ measurements and are of high spatial resolution (in the order of decimeters
to tens of meters, depending on the system configuration and on the water depth)
[76]. The acoustic BS, bathymetry and second order features (e.g., slope, rugosity,
standard deviation, etc.) are used either individually or in combination for the dis­
crimination of the seabed characteristics and the production of sediment or habitat
maps [8].

Despite the variety of acoustic classification studies there is still a lack of seabed
sediment maps for a large part of the world oceans. The reasons are manifold,
for example: i) lack of time and budget for MBES surveys, ii) inclement weather,
iii) solely acquisition of bathymetry without storage of BS, iv) lack of discrimina­
tion power in the signal close to nadir, v) inaccessible marine environments due to
hazards, navigation restrictions, renewable energy devices or marine conservation
requirements. This indicates the need for suitable interpolation and classification
techniques for sparsely distributed MBES BS data to generate full­coverage sedi­
ment maps.
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In addition, techniques able to combine multiple sources of information about
the seabed from primary or secondary sources, e.g., samples, bathymetry or his­
torical sediment maps, are highly important. The European Union established the
European Marine Observation and Data Network (EMODnet) to process marine data
from disparate sources according to international standards and to eventually make
the products freely available to marine data users. Data layers are generated with
respect to Bathymetry, Geology, Seabed Habitats, Chemistry, Biology, Physics and
Human Activities. EMODnet Geology provides, among other, datasets with infor­
mation on the seabed substrate of the European marine areas [82]. The seabed
substrate maps are generated by harmonizing existing national maps [163], by in­
terpolating existing sampling data or by expert knowledge in combination with the
above approaches. The geological services of Norway, the United Kingdom and
Ireland established a multidisciplinary national mapping program including acoustic
measurements and ground­truthing to produce seabed substrate maps based on
ASC. They are collaborating to advance methods and practice in seabed mapping
through sharing of knowledge and methods.

The seabed sediment maps of the Netherlands Continental Shelf (NCS) are in
general, besides a few local studies (e.g., [13, 19]), based on traditional geological
mapping where grab samples and shallow cores in conjunction with bathymetry and
seismic information are used [37, 38, 79]. Still, a few large­scale seabed mapping
studies, including the NCS and based on machine learning techniques or geosta­
tistical interpolation methods, were carried out. Stephens and Diesing [21] used a
Random Forest algorithm to predict seabed sediment composition in combination
with grain­size data and several environmental predictors (e.g., bathymetry or cur­
rent velocity with a resolution of 0.5 to 12 km) in the North Sea. Wilson et al. [164]
extended their approach to produce sediment compostion maps of the entire north­
west European Shelf (including the NCS) by applying the Random Forest algorithm
in regions with sparse data coverage and combining the results with the output of
spatial interpolation in regions with extensive data coverage. Verfaillie et al. [165]
assessed different methods (e.g., Kriging with external Drift (KED)) for the inter­
polation of the median grain size of the sand fraction at the Belgian Continental
Shelf. Maljers and Gunnink [166] extended their KED approach by interpolating
the full grain­size distribution curves allowing for the extraction of NCS maps of
all separate fractions as well as for the derivations, for example, the sand median
(𝑑50). Bockelmann et al. [167] produced full­coverage maps of the mud content
and the sediment median grain size (𝑑50) for the entire North Sea using among
other KED. All of these studies used bathymetry as external­drift variable. A recent
comprehensive study reflecting Dutch efforts to improve seabed sediment maps of
the NCS using ASC is presented in Chapter 3 [61]. In the presented study, sparsely
distributed 300 kHz MBES BS data acquired in five surveys from 2013 to 2015 at
the Cleaver Bank, NCS, were employed to investigate the repeatability of MBES BS­
based sediment classification. An unsupervised ASC method, called the Bayesian
sediment classification method [13], was used to classify the surficial sediments.

With the present­day urge for large­scale mapping, and to understand and iden­
tify the spatial and temporal distribution of benthic organisms, it is essential to con­
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sider the small­scale information and the broad environmental setting as well [168].
For this it is necessary to understand the benefits of ASC methods and integrate
them into the available traditional seabed sediment mapping methods, as it is al­
ready done for some areas in the EMODnet framework. In this contribution, we
address this integration for the Cleaver Bank area (NCS). We use the sparsely dis­
tributed MBES BS data collected during surveys from 2013 to 2015 and bed samples
taken in the period from 2000 to 2015. Hence, the aims of this study are defined
as follows:

The first aim is to assess the capability of geostatistical modeling, i.e., Kriging
interpolation techniques, to overcome and evaluate two issues that can hinder full­
coverage acoustical mapping: (a) the MBES data can be restricted to inconsistent
survey lines due to time and budget limitations or weather conditions, and (b) the
BS data acquired at nadir have limited discrimination power and therefore cannot
be used for ASC, resulting in gaps within the sonar swath. Aim 1 thus focuses
on the potential of creating a full­coverage map based on sparse MBES BS data.
Therefore, different Kriging techniques are applied to the sparsely distributed MBES
BS data and a new approach is introduced to classify interpolated MBES BS data
based on the Bayesian sediment classification method.

The second aim is to compare the sediment maps obtained from ASC, based on
solely MBES BS, and Kriging interpolated MBES BS, respectively, with the existing
seabed sediment map in the Cleaver Bank area, which is mainly based on traditional
ground truth data. Aim 2 thus focuses on issues that are of importance when
integrating the ASC maps with traditional geological maps. An important issue that
we additionally address is the current physical limitation of ASC, concerning its
ability to discriminate between the coarser sediment types.

7.2. Study area and data
7.2.1. Current seabed sediment maps (NCS)
Currently used seabed substrate maps of the NCS are available at the EMODnet­
Geology data portal [169], the Interreg IIIb project MESH (Mapping European
Seabed Habitats) [170] or provided by Stephens and Diesing [21] and Maljers and
Gunnink [166]. Fig. 7.1a shows the seabed sediment map from the entire North
Sea with a nominal scale of 1000m by 1000m in which the sediments are clas­
sified into five sediment classes. The sediment classes are based on a simplified
reclassification of the Folk scheme [83]. Fig. 7.1b displays a sediment map of the
Cleaver Bank area with a finer nominal scale of 250m by 250m and a classification
into 14 Folk classes, although only seven classes are present in the present area
[169]. This sediment map is based on grab samples and shallow cores where the
sediment boundaries are manually refined with bathymetry and seismic information
[37, 38]. Both maps are downloaded from the EMODnet website [169] but only the
fine­scale map of Fig. 7.1b is used for a comparison in this study.



7.2. Study area and data

7

145

Figure 7.1: a) Sediment map of the North Sea based on different mapping methods and datasets . The
nominal scale is 1000m by 1000m. b) Seabed sediment map of the Cleaver Bank based mainly on
ground truth data [169]. The sediment classes are defined after Folk [83]. The nominal scale is 250m
by 250m. The Cleaver Bank area is marked by the red square in a).

7.2.2. Acoustic classificationmap based onMBES backscat­
ter

The acoustic mapping of the Cleaver Bank is presented in Chapter 3. The Bayesian
classification method and the PCA in conjunction with k­mean clustering were ap­
plied to MBES BS data. The acoustic sediment classification map based on the
Bayesian method is shown in Fig. 7.2. Seven acoustic classes (ACs) were identified
where partly multiple sediment types (Folk classes) are assigned to one AC. Since
the MBES survey track lines are separated by up to 1500m and the BS data around
nadir cannot be used for sediment classification, the final ASC map contains large
data gaps (Fig. 7.2).

7.2.3. Ground truth data
The grab sample dataset, as used for the current research but not used for the
maps of Fig. 7.1, consists of 104 Hamon and Van Veen grab samples and is already
introduced in Section 3.2.3. The analysis of the grab samples resulted in eight
sediment types after the Folk [83] scheme: sandy Mud (sM), muddy Sand (mS),
Sand (S), gravelly muddy Sand (gmS), slightly gravelly Sand ((g)S), gravelly Sand
(gS), muddy sandy Gravel (msG), sandy Gravel (sG). Three grab samples are clas­
sified as gmS (2) and (g)S (1). These are neglected during the following analysis
because two individual samples are not sufficient to perform a correlation analysis
and a validation test. In addition, one grab sample was considered untrustworthy
due to inaccurate positioning. The remaining 100 grab samples are divided into
three sets: (1) 46 grab samples (square symbol) are used for the assignment of
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Figure 7.2: Acoustic sediment map of the Cleaver Bank with a resolution of 3m by 3m obtained with
ASC, using the Bayesian classification method (see 3). Grab sample symbols assign each sample to
the following set: assignment of sediment types to ACs (square), validation test for ASC (triangle) and
interpolated ASC (circle). The background bathymetry is displayed in a grey gradient. Location of the
Cleaver Bank is indicated by the red rectangle in Fig. 7.1a. Black rectangles (a), (b) and (c) will be
referred to later in the chapter.

sediment types to ACs; these samples represent an arbitrary selection of 70% of
the samples located on or very close (< 25m) to the survey track lines; (2) 23 grab
samples (triangle symbol) are used for validating this assignment; these samples
represent an arbitrary selection of 30% of the samples located on or very close
(< 25m) to the survey track lines; (3) 31 grab samples (circle symbol) are used
for assessing the predictive performance of Kriging and the EMODnet map; these
grab samples are located between track lines with a distance to a track line of 25
to 750m (Fig. 7.2).

In addition, video footage was collected during the MBES surveys in 2013 and
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2015. The cameras were equipped with two parallel­orientated sizing lasers to
scale the observations at the seabed. The video footage is qualitatively analyzed
and subjectively labeled with respect to the Folk classification, since a more quan­
titative analysis is hampered by the unsteady height of the camera system above
the seafloor and the varying particle suspension affecting the visibility1.

7.3. Methods
7.3.1. Kriging and Cokriging
Kriging is a geostatistical interpolation technique used to predict surfaces from a
limited amount of sample data and to assess the uncertainty of these predictions
[171]. In this study, we use Kriging to predict MBES BS for locations without acoustic
measurements. The general equation is

𝑍̂(𝑠0) =
𝑛

∑
𝑖=1
𝜆̃𝑖𝑍(𝑥𝑖) (7.1)

where 𝑍̂(𝑠0) is the predicted value at an unsampled location 𝑠0, 𝑍 is a measured
value at the sampled location 𝑥𝑖, 𝑛 is the number of considered samples within the
interpolation neighbourhood and 𝜆̃𝑖 is the weight assigned to the measured sample
𝑖 for predicting 𝑍̂(𝑠0). A particular strength of the Kriging method is that 𝜆̃𝑖 is not
only calculated using the distance from the measured to the predicted location but
also accounts for the spatial arrangement of the measured data points. A variogram
analysis is the first step for obtaining the Kriging weights 𝜆̃𝑖. The so­called semivar­
iogram 𝛾̃(ℎ̃) represents the average variance between the observations separated
by a certain distance, and describes the structure of the spatial variability of the
investigated variable [172]. The semivariogram is calculated as [173]

𝛾̃(ℎ̃) = 1
2𝑁(ℎ̃)

𝑁(ℎ̃)

∑
𝑖=1)

(𝑍(𝑥𝑖 + ℎ̃) − 𝑍(𝑥𝑖))
2

(7.2)

where 𝑁 is the number of pairs of sample points separated by the distance ℎ̃.
The data from this distance interval ℎ̃ are binned into lag classes. The size and
the number of the lags are chosen according to the study area. However, the
semivariogram will in general not provide information for all possible distances.
Therefore, it is necessary to fit a semivariance model (e.g., spherical, exponential,
stable etc.) to the semivariogram. The type of the model is selected based on
the nature of the data. For creating the semivariogram we follow roughly the rule
of thumb where the product of lag size and number of lags should be about half
the largest distance among all points [165]. For the dataset considered this means
that the semivariogram is created using a lag size of 1000m and the number of
lags is set to 20. Finally, the Kriging weights 𝜆̃𝑖 are determined by solving a set
1The description of the geological setting of the Cleaver Bank, published by Gaida et al. [62], is moved
to Section 3.2.1.
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of equations (Kriging system) including the knowledge of the semivariance model
[174].

In geostatistical modeling, sampled data are considered as the result of a ran­
dom process. Consequently, the predictions are always associated with some prob­
ability or uncertainty. To this end the Kriging system is expressed as follows

𝑍̂1(𝑠0) = 𝜇̃1 + 𝜀1(𝑠𝑜) (7.3)

where 𝑍̂1 is the estimated variable at location 𝑠0, decomposed into the deterministic
trend 𝜇̃1 and the random, auto­correlated error 𝜀1 at location 𝑠0. The different
Kriging methods are variations on Eq. (7.3). Ordinary Kriging (OK) estimates 𝜇̃1
for each interpolation neighbourhood separately, where it is assumed to be locally
constant. Simple Kriging (SK) assumes 𝜇̃1 to be known for the entire area, where
it is assumed to be globally constant. By contrast, Universal Kriging (UK) describes
𝜇̃1 with a deterministic function.

Cokriging allows to incorporate secondary variables, in order to improve the
predictions. For example, bathymetry may be used as additional information in
sediment mapping (e.g., [165]). Hereto, a second equation is needed for the inte­
gration of a second variable

𝑍̂2(𝑠0) = 𝜇̃2 + 𝜀2(𝑠𝑜) (7.4)

where 𝜇̃2 is a second unknown constant in case of Ordinary Cokriging (OCK). Two
random errors 𝜀1 and 𝜀2 are now used and for each of these values both an auto­
correlation and cross­correlation have to be calculated. OCK tries to predict 𝑍1(𝑠0)
in the same way as OK, but uses the additional information of the covariate 𝑍2(𝑠0).
For the Simple, Ordinary and Universal Kriging and Cokriging, we used the geosta­
tistical toolbox of ArcMap10.3.

Validation of Kriging interpolation
Three measures, i.e., the prediction standard error (𝑃𝑆𝐸), the root mean­square
estimation error (𝑅𝑀𝑆𝐸) and the root mean­square standardized estimation error
(𝑅𝑀𝑆𝑆𝐸), are used to evaluate the prediction and the corresponding uncertainties of
the interpolation.

The uncertainty of the Kriging prediction is given by the 𝑃𝑆𝐸 or also noted as
𝜎(𝑠0) (smaller values indicate better predictions). This value is obtained from the
solution of the Kriging system. It is defined as the standard deviation of the dif­
ferences between the true and the estimated value. For instance, if the data are
normally distributed the true value falls within the interval of the estimated (+/­)
𝑃𝑆𝐸 values with a probability of 95%. The 𝑅𝑀𝑆𝐸 and 𝑅𝑀𝑆𝑆𝐸 are calculated by a
cross­validation where one data sample is removed and the remaining data sam­
ples are used to estimate the removed data sample. The 𝑅𝑀𝑆𝐸 indicates how well
the algorithm predicts the observed values. The output value has the same unit as
the observation. The 𝑅𝑀𝑆𝐸 is written as follows

𝑅𝑀𝑆𝐸 = √ 1𝐷

𝐷

∑
𝑖=1
(𝑍̂(𝑥𝑖) − 𝑍(𝑥𝑖))

2
(7.5)
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where 𝐷 is the number of all samples used for the interpolation. The lower the 𝑅𝑀𝑆𝐸
value the better the prediction accuracy. To assess the reliability of the uncertainty,
the 𝑅𝑀𝑆𝑆𝐸 is used. Thereby, each estimated error is divided by its prediction stan­
dard error 𝜎(𝑥𝑖) at the sampled location 𝑥𝑖

𝑅𝑀𝑆𝑆𝐸 = √ 1𝐷

𝐷

∑
𝑖=1
(𝑍̂(𝑥𝑖) − 𝑍(𝑥𝑖)𝜎(𝑥𝑖)

)
2
. (7.6)

𝑅𝑀𝑆𝑆𝐸 should be close to one if the prediction standard errors are valid. If the 𝑅𝑀𝑆𝑆𝐸
is greater than one, the variability in predictions is underestimated. If 𝑅𝑀𝑆𝑆𝐸 error
is less than one, variability in predictions is overestimated.

7.3.2. Classification of interpolated MBES backscatter
based on the Bayesian method

The workflow to produce a full­coverage sediment map from sparsely distributed
MBES BS data is visualized in Fig. 7.3. The first step is the interpolation of the mea­
sured MBES BS data to retrieve a full­coverage BS map using Kriging. This is carried
out for a specific beam angle and for each survey separately. The boundaries of
the ACs defined by the Bayesian method per beam angle and survey are used to
obtain AC maps from the interpolated BS data (see step 2, Fig. 7.3). A detailed
description on how the AC boundaries are defined is given in Section 3.3.2. The
seabed slope in the Cleaver Bank area is relatively small (< 5°), therefore, the differ­
ence between the beam angle and the actual incident angle can be neglected and
thus we use beam angles in our classification. Considering each survey separately
provides acoustic maps independent of e.g., acoustic­instrument stability or sonar
settings. The interpolated AC maps obtained from different surveys are merged by
evaluating the 𝑃𝑆𝐸 (see step 3, Fig. 7.3). For each grid cell the interpolated results
exhibiting a lower 𝑃𝑆𝐸 are used for the merged AC map. Finally, the classification
results obtained from the application of the Bayesian method to the actual MBES
BS measurements are compared to grab samples (see step 4, Fig. 7.3). Based on
their correlation, the assignment of sediment types to ACs is carried out.
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Figure 7.3: Workflow to produce a full­coverage ASC sediment map from sparsely distributed MBES BS
data.
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Quantitative comparison of ASC and current sediment maps with in
situ measurements
Finally, to test the reliability of the sediment maps and to perform a quantitative
comparison, error matrices are used. The error matrix provides different measures
of accuracy, i.e., overall and individual accuracies and a Kappa coefficient of agree­
ment [175]. The overall and individual accuracies describe the portion of correctly
assigned sediment types by considering all samples and only samples of a specific
sediment type, respectively. The Kappa coefficient accounts, in addition, for the
likelihood of coincidental agreement.

7.4. Results
7.4.1. Geostatistical modeling
The Kriging methods are applied to the MBES BS data acquired in 2013 and 2014­
2015 separately. The BS data retrieved from the beam angle of 48° (+/­ 1°, 47°
­ 49°) at starboard side are used for the interpolation. These beam angles have
high discrimination power and appeared to have low noise. An optimal fit to the
semivariance of the observed data is obtained by using the exponential and stable
semivariance model for Kriging and Cokriging, respectively. Cokriging uses full­
coverage bathymetry data with a grid cell size of 100m as a secondary variable.
In order to find a suitable interpolation method for the generation of full­coverage
sediment maps of the MBES data, we compare the results of OK, SK, UK as well as
OCK, SCK and UCK. From the 𝑅𝑀𝑆𝐸 and 𝑅𝑀𝑆𝑆𝐸 values it is found that the Cokriging
methods perform slightly better than the Kriging. The different Kriging techniques
Ordinary, Simple and Universal perform almost equally well with respect to the 𝑅𝑀𝑆𝐸
and 𝑅𝑀𝑆𝑆𝐸 values (Table 7.1).

Table 7.1: Evaluation of six different interpolation techniques with respect to the application to the
MBES BS data acquired in 2013 and 2014/2015. OK, SK, UK, OCK, Simple Cokriging (SCK) and Universal
Cokriging (UCK) are tested. The 𝑅𝑀𝑆𝐸 and 𝑅𝑀𝑆𝑆𝐸 are used for the evaluation of the predictions and
corresponding uncertainties. The first value corresponds to the 2013 dataset and the second to the
2014/2015 dataset.

OK SK UK OCK SCK UCK

𝑅𝑀𝑆𝐸 1.27/1.09 1.31/1.09 1.27/1.09 1.00/0.78 1.01/1.09 1.04/0.81
𝑅𝑀𝑆𝑆𝐸 0.72/0.75 0.67/0.75 0.72/0.75 1.68/0.99 1.99/0.75 1.04/0.83

To further investigate the slightly better performance of the Cokriging methods,
the correlation between bathymetry and BS for the 2013 and 2014/2015 data is
shown in Fig. 7.4. The Pearson Correlation Coefficient 𝑅̂, a standard measure of
linear bi­variate correlation (i.e., between two variables), indicates a very weak cor­
relation for the 2013 data (𝑅̂ = 0.16) and a medium correlation for the 2014/2015
data (𝑅̂ = 0.61) between bathymetry and BS. The varying correlation between the
datasets is caused by the fact that the datasets cover different seabed areas. It
shows that the correlation between bathymetry and BS strongly depends on the
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location in the study area. In the study of Asli and Marcotte [176] a better perfor­
mance for SCK and OCK over SK and OK is observed for a correlation coefficient
> 0.4. That would indicate an improved performance by incorporating bathymetry
only for the 2014/2015 datasets. However, these observations are not reflected in
the performance test using the 𝑅𝑀𝑆𝐸 and 𝑅𝑀𝑆𝑆𝐸. There is no significant difference
between the OK and OCK performance from the 2013 to the 2014/2015 dataset
observed.

a) b)
2014/20152013

Figure 7.4: Relationship between water depth and BS for the a) 2013 and b) 2014/2015 MBES BS
dataset.

To get insight into the added value of bathymetry data in predicting BS in be­
tween the track lines, which is not captured by the 𝑅𝑀𝑆𝐸 and 𝑅𝑀𝑆𝐸𝐸 that only
consider a single eliminated measurement, we removed a full track line from the
dataset. In Fig. 7.2 the removed track line is indicated by the black rectangle (a).
The Pearson correlation coefficient between predictions and actual values is 0.74
and 0.75 for both OK and OCK, respectively. This indicates no significant improve­
ment by incorporating bathymetry as a secondary variable for predicting the BS
values in between the track lines. Considering these results, the computational
time and that the BS data can be seen as a variable without a constant mean, we
selected OK as the most suitable interpolation method for MBES BS in our study
area.

The interpolated BS map for the 2013 and 2014/2015 data using OK and the
MBES BS from all track lines is visualized in Fig. 7.5a and Fig. 7.5d. The uncertainty
of the OK predictions are represented by the 𝑃𝑆𝐸 in Fig. 7.5c and Fig. 7.5f. The
uncertainty map shows that the most reliable predictions are achieved on the survey
track lines (𝑃𝑆𝐸 = 0dB) and that uncertainty increases with distance to the MBES
track lines (𝑃𝑆𝐸 = 2 ­ 3 dB). Locations close to multiple or crossing survey lines
show lower uncertainties, demonstrating more reliable predictions caused by an
increase of MBES data. 𝑃𝑆𝐸 values above 3 dB in these maps show untrustworthy
predictions, due to the total absence of data and resulting data artefacts, such as
those found at the eastern border of the 2014/2015 data.



7

152 7. Geostatistical modeling of multibeam backscatter

Figure 7.5: OK interpolated full­coverage MBES BS map and corresponding 𝑃𝑆𝐸 map for the a), c) 2013
and d), f) 2014/2015 BS dataset, respectively. MBES BS from the 47° to 49° beam angle of all track lines
are included within the interpolation. b), e) AC map received from the classification of the full­coverage
MBES BS map using the Bayesian results (see Table 7.2).

7.4.2. Generation of the map presenting acoustic classes
The outcomes from the Bayesian method are used to produce an AC map from
the interpolated BS data (see step 2, Fig. 7.3). The boundaries of the 7 ACs for
the BS data of the 48° beam angle, which are used to classify the BS data into
distinct classes, are shown in Table 7.2. The classification of the BS data into classes
based on the Bayesian method allows for the merging of the results from 2013 and
2014/2015 to a single map. The production of the single maps is based on the 𝑃𝑆𝐸,
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which are shown in Fig. 7.5c and Fig. 7.5f (see step 3, Fig. 7.3). The individual AC
maps obtained from the 2013 and 2014/2015 datasets are displayed in Fig. 7.5b
and Fig. 7.5e, respectively. The merged AC map is shown in Fig. 7.6a. A number
of small stripe artefacts in N­S direction are remaining in the merged AC map.
These artefacts occur in overlap regions of the 2013 and 2014/2015 data due to
the probability of misclassification per AC for each dataset.

To test the influence of different beam angles and different datasets on the
ASC, the AC boundaries for the 54° (+/­ 1°, 53° ­ 55°) beam angle are listed in
Table 7.2 as well. Table 7.2 shows that the boundaries differ per beam angle and per
dataset. It demonstrates the importance of applying the interpolation and acoustic
classification to each beam angle and dataset separately. To test the validity of our
approach, where only the BS data from a specific beam angle range is used and
the datasets are considered separately, the interpolated and merged AC map of the
54° beam angle is visualized in Fig. 7.6b.

Table 7.2: AC boundaries for both the 2013 and 2014/2015 MBES BS datasets of the 48° and 54°
beam angles in decibels. The boundaries are obtained from the application of the Bayesian classifica­
tion method to the datasets. For further insights into the determination of the class boundaries see
Section 3.3.2 and Section 3.4.1.

.
Beam Dataset 1 2 3 4 5 6 7

48° 2013 ­∞/­45.6 ­45.6/­40.9 ­40.9/­37.9 ­37.9/­34.3 ­34.3/­30.9 ­30.9/­28.7 ­28.7/∞
2014/2015 ­∞/­37.9 ­37.9/­35.1 ­35.1/­32.4 ­32.4/­29.4 ­29.4/­25.7 ­25.7/­22.9 ­22.9/∞

54° 2013 ­∞/­45.7 ­45.7/­42.4 ­42.4/­39.1 ­39.1/­36.2 ­36.2/­33.2 ­33.2/­30.0 ­30.0/∞
2014/2015 ­∞/­39.9 ­39.9/­36.7 ­36.7/­32.2 ­32.2/­28.4 ­28.4/­25.4 ­25.4/­21.7 ­21.7/­∞

Figure 7.6: AC map received from the MBES BS of the a) 48° and b) 54° beam angles. c) Map showing
difference in ACs between the maps visualized in a) and b).
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Both maps show the same pattern (Fig. 7.6a and Fig. 7.6b) and the lower classes
(2­4, green to yellow) correspond well. However, only in areas represented by
high ACs (5­7, orange to purple) a difference of up to one AC is visible (yellow
in Fig. 7.6c), where the ACs of the 54° beams are generally lower than those of
the 48° beams. Also, these differences are more prominent for the 2014/2015
data (Fig. 7.6c). Factors contributing to the difference are both the interpolation
of the BS values and the intrinsic probability of misclassification due to the overlap
of BS corresponding to the ACs. In addition, different beam angles might sense
different substrate/sediment classes on the seabed. In the next section the focus
will be on sediment type instead of AC where the results are compared with in situ
measurements.

7.4.3. Conversion from acoustic class to sediment map
As a first step towards integrating the ASC results into sediment maps (in general
displaying Folk class), the ACs have to be converted to Folk classification scheme.
The approach taken uses the original ASC results (not interpolated), since the
seabed area represented by grab samples is much closer to the spatial resolution
of the original ASC results (3m by 3m, gridded) compared to the interpolated ASC
results (100m by 100m, gridded).

Fig. 7.7 displays the relationship between ACs and 46 grab samples (AC at the
grab sample location is determined by counting the most frequently occurring AC
within a radius of 25m around the grab sample). The order of Folk classes attempts
to represent increasing median grain sizes. A general correspondence between
increasing AC to increasing median grain size is observed. AC1 is not sampled
and cannot be assigned to a sediment type (labeled with ‘uN’). AC2, AC4 and AC7
correspond mainly to sandy mud, sand and sandy gravel, respectively.
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Figure 7.7: Correlation plot between AC and sediment type (Folk, 1954) using the 46 grab samples and
the ACs obtained from the Bayesian classification method.

All other ACs indicate some ambiguity in the relationship between sediment type
and AC, e.g., where an individual AC is assigned to two or three different Folk classes
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or where one Folk class is represented by several ACs overlapping with another Folk
class representation. These results are slightly different from the assignment of Folk
class to AC in Section 3.4.4 (Fig. 3.10), using the ungridded ASC results and 72 grab
samples instead of the gridded ASC results and only 46 samples. In the previous
section sand was only assigned to AC4 compared to classes 3 and 4 here.

The final assignment of Folk class to AC is shown in Table 7.3. Using the 23
independent grab samples to validate the assignment of Folk classes to ACs results
in an overall accuracy of 83% and a Kappa coefficient of 0.55, indicating good
agreement with the grab samples. It is noted that the performance to discriminate
between individual Folk classes is lower for the coarser sediments (sand to gravelly
sand) compared to the finer sediment (sandy mud to muddy sand).

Figure 7.8: (a) Video footage recorded at location (1), (2) and (3). The video footages are subjectively
labeled as (1) sandy bed, (2) slightly gravelly bed and (3) gravelly bed. (b) Small area of the sediment
map based on ASC with a resolution of 3m by 3m. The location of that area is marked by a black
rectangle (b) in Fig. 7.2. The video footages are marked by blue triangles. White area indicates no data
for ASC.

To further test the assignment of sediment type to ASC results, the results are
qualitatively compared to the video footage. Here, it is visualized on a represen­
tative example in Fig. 7.8. There is a good overall qualitative agreement between
acoustic classification and video footage, where both the acoustic classification and
the video footage indicate an increase in gravel content from location 1 to 3. Based
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Table 7.3: Assignment of Folk class to AC. ACs are obtained from applying the Bayes classification
method, as previously described in Section 3.3.2. The abbreviations are defined as unassigned (uN),
sandy Mud (sM), muddy Sand (mS), Sand (S), gravelly Sand (gS), muddy sandy Gravel (msG), sG (sandy
Gravel).

Sediment type ’uN’ sM mS S gS msG sG

Acoustic class 1 2 3 3­4 5­6 5­6 6­7

on the visual inspection, the assignment to sand for video imagery 1, to gS or msG
for video imagery 2 and to gS, msG or sG for the video imagery 3 is plausible, even
if the mud content is hardly recognizable and a distinction between mud and sand
is not feasible based on the video footage.

Based on the validation test and the verification with video footage, it can be
concluded that the assignment of Folk classes to AC is reliable, but, as seen in
Table 7.3, not unique. The approach is used to convert the interpolated ASC results
to a full­coverage sediment map (Fig. 7.9a).
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Figure 7.9: a) Full­coverage sediment map (ASC map) based on interpolated AC map (Fig. 7.6a) and 46
grab samples (Table 7.3). b) Map comparison between full­coverage sediment map (Fig. 7.9a) and the
existing EMODnet seabed sediment map (Fig. 7.1b). “No data” implies either the Folk sediment type is
not available in one of the maps or an AC is unassigned in the interpolated ASC map.
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Comparison of the interpolated ASC and traditional sediment map
In this section, we will qualitatively assess the accuracy of the interpolated ASC
(Fig. 7.9) and EMODnet sediment map (Fig. 7.1b) by using the remaining 31 in­
dependent grab samples. Table 7.4 presents the results of comparing the 31 grab
samples with the two sediment maps. The OK achieves an overall accuracy of 65%
and a Kappa coefficient of 0.50. This indicates fair agreement between the sam­
ples and the map. These values are similar for those obtained by the EMODnet
map (65% and 0.54). Regarding the individual accuracy for both maps, the Bot­
ney Cut (sM) is resolved equally well (both 100%). The EMODnet fine­scale map
shows especially good agreement with the areas indicated by sand in the samples,
whereas the interpolated ASC map indicates better agreement for muddy sand and
the coarser sediment samples. The latter is partly due to the necessity of assign­
ing multiple types to a single AC to account for the ambiguity in the relation of
sediment type to AC. This approach comes along with a decrease in discrimination
power between the individual sediment types.

Table 7.4: Error matrices using 31 grab samples for a) EMODnet sediment map and b) interpolated ASC
sediment map.

Grab samples

Folk class sM mS S gS msG sG Total

a)
sM 5 0 0 0 0 0 5
mS 0 0 0 0 0 0 0
S 0 2 9 0 0 0 11
(g)S 0 0 0 0 0 2 2
gS 0 0 0 2 0 2 4
msG 0 0 0 0 0 0 0
sG 0 0 1 2 2 4 9
Total 5 2 10 4 2 8 31
Individual accuracy 100% 0% 90% 50% 0% 50%
Overall accuracy 65% Kappa coefficient 0.54

b)
1 (–) 0 0 0 0 0 0 0
2 (mS) 5 0 4 0 0 0 9
3 (mS/S) 0 1 3 0 0 0 4
4 (S) 0 1 2 2 0 0 5
5 (gS/msG) 0 0 1 1 0 1 3
6 (gS/msG/sG) 0 0 0 0 1 5 6
7 (sG) 0 0 0 1 1 2 4
Total 5 2 10 4 2 8 31
Individual accuracy 100% 50% 50% 25% 50% 88%
Overall accuracy 65% Kappa coefficient 0.50

As a final step in this section, we quantitatively compare the interpolated ASC
and EMODnet sediment maps (Fig. 7.9b). The comparison reveals an overall agree­
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ment of 51%. As in the previous assessment (Table 7.4), the comparison map
shows that for the Botney Cut in particular, a very good agreement is found, where
both maps indicate sM which also matches with the grab samples. However, in
other parts of the maps where sM was assigned in the ASC map, differences occur
where sediments were in general assigned to sand in the EMODnet map (Fig. 7.1b).
Further disagreements are linked to the larger sediment heterogeneity in the ASC
map in the gravelly sand and sandy gravel classes, and may thus actually be an
important improvement (see Discussion). These types of differences should be ac­
counted for when integrating the ASC maps into the existing sediment maps of the
NCS and are discussed in the following sections.

7.4.4. Relationship between backscatter values and grain­
size fractions

In the previous section, we aimed to reduce the ambiguity related to the assign­
ment of AC to sediment type by assigning multiple sediment types to an AC (adapted
from Chapter 3). To further investigate this issue, the relationship between actual
BS value and sediment properties is considered. In Section 3.5.2, the ambiguity
was analyzed with respect to the relationship between BS and the median grain
size. In this study, we investigate the relationship between BS and individual grain­
size fractions to identify grain sizes causing the ambiguity with respect to the used
system wavelength. For this, we use the grain­size distributions of the 77 grab
samples which are located on or close (< 25m) to the MBES track lines. The BS
values are averaged over a maximum radius of 25m around the grab sample. To
take into account imperfect sonar calibrations and the angular dependency of BS,
we used normalized BS values between ­1 and 1 where the angular dependency is
eliminated [97]. Fig. 7.10 shows the normalized BS values as a function of three
measures of grain­size fractions (fine, medium, coarse). The first measure consid­
ers grains smaller than 0.5mm and thus smaller than the acoustic wavelength of
the MBES (5mm). The second measure focuses on grain sizes roughly around the
acoustic wavelength from 0.5 to 16mm (here called the medium fraction). The last
measure considers the percentage of grains larger than 16mm. Fig. 7.10a shows a
negative correlation between BS values and the percentage of the fine fraction (<
0.5mm). Fig. 7.10b illustrates a positive correlation between BS and percentage of
the medium (0.5 – 16mm) fraction. This shows that an increase in the amount of
grains similar to the acoustic wavelength is positively correlated to BS. However,
considering Fig. 7.10c a slight decrease in BS values with increasing percentage
of grain sizes coarser than 16mm is observed. This observation is contrary to the
common assumption that coarser sediments are more likely to result in higher BS
strength [66, 177]. It indicates that in particular the amount of very coarse grains
(coarser than 16mm using an MBES with a frequency of 300 kHz) might induce the
ambiguity. In addition it shows that there is no one­to­one relationship between
grain size and BS for the entire grain­size spectrum.
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Figure 7.10: Correlation between normalized BS values and weight percentage of grain­size fraction.
a) fine fraction: clay to medium sand (< 0.5mm), b) intermediate fraction: coarse sand to medium
gravel (0.5 – 16mm) and c) coarse fraction: coarse gravel and larger (> 16mm). The dots represent
the measurements and the line shows the linear regression results. In c) only the measurements with
a percentage ≥ 5% are used for the linear regression.

7.5. Discussion
7.5.1. Geostatistical modeling
The performance tests and validation with independent sediment samples in this
study show that geostatistical modeling, such as Kriging or Cokriging, is a suitable
tool to fill the data gaps in MBES BS measurements to achieve full­coverage maps
(Fig. 7.9a). The performance of the OK, SK and UK techniques do not differ signif­
icantly. Regarding UK the reason might be that the BS data do not have a global
trend. In that regard UK fits a constant value to the data, the same as OK, instead
of a deterministic polynomial function (Eq. (7.3)). The relatively small difference
between the SK and OK performance indicates that the choice of the stationarity
of the deterministic trend (global or local) does not have a strong impact (see Sec­
tion 7.3.1). We did not use anisotropic Kriging, since the BS data are not directed
in any way.

In general, the values of the error matrices indicate that the Kriging results are
reliable, considering that other studies using geostatistical modeling and supervised
ASC achieved similar overall accuracies ranging from 65 to 80% and Kappa coef­
ficients between 0.3 and 0.6 [20, 161]. Although several studies have shown that
the use of bathymetry in geostatistical modeling improves the prediction of seabed
sediment distribution [165, 166, 178], importing bathymetry as a second variable
did not improve the prediction performance in our study on ASC bed classification,
where a correlation analysis reveals a low correlation between BS and bathymetry.
Similar results were found in Bockelmann et al. [167], where the evaluation of the
map confidence indicated no significant improvement by using KED (incorporating
bathymetry as a secondary variable) compared to OK. Even though bathymetry,
hydrodynamics and sedimentary processes control the sediment distribution in the
marine environment, pre­existing coarser sediments (e.g., due to a glacial history)
do not always comply with present­day marine sedimentation processes. This im­
plies that the successful application of multivariate geostatistical modeling depends
on the local conditions of the study area. To account for complex geological pro­
cesses, which has influenced the current sediment distributions on the seabed, we
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may need other interpolation methods allowing the use of arbitrarily­complex forms
of regression, for example Regression­Kriging [167, 179].

In the present study only the BS data from a specific, highly discriminative,
beam angle range is considered for obtaining an interpolated full­coverage map.
The need for this approach can be explained by Table 7.2, where a large difference
in BS values of the AC boundaries between the different datasets (i.e., 2013­2014
and 2015) and beam angles (i.e., 48° and 54°) is seen. This is due to the facts that
(1) the BS is dependent on the incident angle [6], (2) the datasets from 2013­2014
and 2015 cover a different seabed area but also that, (3) e.g., acoustic­instrument
stability, environmental conditions or survey methods might have changed between
the surveys and post­processing was not able to account for these factors. Alter­
natively to account for the first issue, the angular effect can be removed allowing
the use of the full range of BS measurements for the interpolation. However, this
would hamper the comparison between ACs determined from different uncalibrated
MBES BS datasets because the relative BS values are not directly comparable.

7.5.2. Comparison of the ASC, interpolated ASC and tradi­
tional sediment map

In the quantitative assessment, the different performance of the interpolated ASC
and EMODnet sediment maps was not apparent. To further investigate the differ­
ences between the ASC, the interpolated ASC and EMODnet maps, we qualitatively
compare a certain area of the Cleaver Bank in more detail, visualized in Fig. 7.11.
It is shown that the OK method is capable of mapping more detailed seabed sed­
iment heterogeneity (orders of km’s) than the EMODnet map. Both maps show a
different pattern for the coarser sediments in that area (Fig. 7.11a and Fig. 7.11b).
The easterly and south­westerly located grab samples indicating msG or sG are in
agreement with the interpolated ASC map (except two samples) but do not agree
with the EMODnet map. A closer examination in Fig. 7.11c demonstrates that the
Bayesian method is able to resolve fine­scale spatial heterogeneities (orders of tens
of meters) indicated by the agreement of the sG bed sample with the revealed grav­
elly patch located within a relatively homogeneous area of muddy sand (green).
This coarse sediment patch is resolved neither in the interpolated ASC nor in the
traditional EMODnet sediment map.

The success in predicting seabed sediments via interpolation methods depends
amongst other things on the relation between the spatial distribution of the mea­
surements and the seabed heterogeneity. The larger the seabed heterogeneity
the higher the measurement density needs to be. MBES BS provides a high and
regularly­spaced sample density. However, the sample density can be partly con­
sidered as artificially high because the measurements are clustered along the track
lines. Clustering of samples can even yield to a reduced accuracy of Kriging meth­
ods [180]. However, the regularly­spaced MBES BS measurements have the advan­
tages that without any a­priori knowledge, sediment heterogeneities are sampled in
a more systematic way. This is in contrast to interpolation based only on sediment
samples. They are often a collection from different sources and therefore often ran­
domly distributed and appear in clusters. This results in a varying spatial resolution
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Figure 7.11: Subset of the sediment maps obtained from a) OK combined with Bayesian method (in­
terpolated ASC) and b) high­resolution ASC, using the Bayesian method plotted on top of the EMODnet
map. The EMODnet map has a nominal scale of 250m by 250m and the interpolated ASC has a grid
size of 100m by 100m. The high­resolution ASC has a grid size of 3m by 3m. The location of the area
is marked by a black rectangle (c) in Fig. 7.2. c) Subset of the high­resolution ASC sediment map.

of the interpolated map and increases the likelihood of omitting certain sediment
patches. The seabed heterogeneity varies within the marine environment and the
sediment type due to the physical processes of sediment transport and deposition.
For example, Buscombe et al. [134], showed that, in a river environment, typical
length scale or distance over which sediment types occur was larger for finer sedi­
ments than coarse sediments, and that immobile sediments had the shortest length
scales. In our study area these observations are visible in Fig. 7.2. Fine sediments,
indicated by low ACs (low BS values), are homogeneous and occur in extensive ar­
eas, e.g., Botney Cut, NW and SE of the Cleaver Bank (see Fig. 7.2), whereas areas
with high ACs appear to be more heterogeneous. The remaining coarse and less
mobile glacigenic sediments are sparsely distributed, redistributed or partly over­
lain by more recent marine sediments, possibly yielding to the patchy pattern of the
coarse sediments. Geostatistical methods account for the above mentioned spatial
dependency of sediments by modeling the spatial distribution of the observations
[181]. Consequently, the probability to map sediment heterogeneities in between
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the adjacent MBES track lines is increased, indicating the advantage over deter­
ministic interpolation methods. In general, the prediction of the fine sediments in
the Cleaver Bank area can be considered as more reliable compared to the coarser
sediments.

7.5.3. Integration of different sediment maps
A quantitative comparison between the interpolated ASC and the EMODnet sed­
iment map reveals an overall agreement of 51% (Fig. 7.9b). In particular, it is
important to deal with the areas of disagreement to be able to successfully inte­
grate ASC results into existing sediment maps. In order to do so the strengths and
weaknesses of the different methods need to be addressed. Table 7.5 presents a
qualitative overview of the uncertainties related to sediment maps based on in situ
measurements and ASC. The interpolation of in situ measurements results mostly in
high uncertainties due to the limited amount of samples, whereas MBES BS provides
large data coverage enabling interpolation with low uncertainties. The assignment
of sediment type to in situ measurements can be very precise. However, a low
uncertainty still exists caused for example by a potential washing out of the fine
fraction or the inability of the sampling equipment to retrieve the coarse fraction.
Due to the physics of acoustic scattering a clear assignment of BS values or ACs to
sediment type is hampered as indicated in Fig. 7.10. In addition, the uncertainty
corresponding to the assignment of sediment type to in situ measurements has
to be added to the ASC as well because these sediment types are used for the
assignment to the AC.

Table 7.5: Qualitative overview of uncertainties in the production of sediment maps. In the literature,
no values are readily available for the interpolation step in case of seabed cores/samples, i.e., traditional
mapping (upper left box) or for the uncertainty due to the sampling methods (upper right box). For the
sediment classification based on acoustic measurements, values in this study show good performance in
both the assignment of sediments to acoustic classes (lower right box) and the interpolation techniques
(lower left box). The symbol [­] indicates that no uncertainty value was found in literature.

Interpolation Assignment

In situ measurements High Low
[­] [37, 38, 165, 166] [­]

Acoustic classification Low Moderate
18.9% = 1 AC difference [this study] 17.0%, 𝜅 = 0.64 [this study]
0.1% ≥ 2 AC difference [this study] 20­35%, 0.3 < 𝜅 < 0.6 [161]

For a full integration of both maps the uncertainties need to be spatially quan­
tified. A first step is taken in this contribution where we found 17% of global
uncertainty (equal to 83% overall accuracy) along the track lines for the assign­
ment of sediment type to AC based on 23 independent samples. This value is a
first estimate of the contribution belonging to the lower right box (Table 7.5). This
uncertainty is relatively low indicating a reliable assignment. One explanation is
that in the assignment of sediment type to AC the uncertainty is at least partly ac­
counted for by assigning multiple sediment types (Folk class) to one AC. The 83%
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overall accuracy indicates that this is a way to reduce the uncertainty related to
the assignment of sediment properties to acoustic data. However, it also implies a
lower discrimination between different sediment types. Fig. 7.5c and Fig. 7.5f indi­
cate an uncertainty of up to 2.5 dB (𝑃𝑆𝐸) between the track lines. Using the 𝑃𝑆𝐸 and
AC boundaries (Table 7.2) for the 2013 and 2014/2015 dataset, the average pre­
diction uncertainty for the AC map is estimated. On average there is an uncertainty
of 19% for the entire survey area that the ACs are expected to deviate by one AC.
This is an estimate of the contribution of the lower left box in Table 7.5. It is not
possible to quantify the uncertainties of the EMODnet map (in situ measurements)
due to lack of information (upper left box, Table 7.5).

Due to the lack of local uncertainties, here, a focus is on the differences between
the interpolated ASC map and EMODnet map as a first step towards integrating the
maps. Fig. 7.12 shows the areas where the two maps correspond and differ. For
the latter, we defined three types of areas, indicated by

(A) the zones where sM is classified on the ASC map and S on the EMODnet map
(A1, A2 and A3)

(B) differences due to heterogeneity of the seabed sediments,

(C) zones where a larger extent of the distributions of coarser sediments are iden­
tified on the ASC map (C1, C2 and C3)

In area A1 no samples are available in this study, so classification is based on BS (see
Fig. 7.2). Jeffery et al. [38] highlight that the one sample used for the traditional
map is more than 1 km away. In area A3 the ASC classification of sM is contradicted
with all ground truth samples (Fig. 7.2, revealing sand (S), which corresponds to
the EMODnet map (Table 7.4 confirms the higher individual accuracy for sand in the
EMODnet map). Still, the acoustic classification clearly indicates lower BS values in
the acoustically measured data. For area A2 not only this study indicates lower BS
and low ACs but also a study carried out in 2004 and based on a SBES campaign
reveals similar results [16]. This implies that the surface properties may differ from
sediments in the grab samples. For example fluid mud may affect acoustic BS [32].
In side­scan sonar observations in the swales of two offshore sand ridges on the
NCS, van Dijk et al. [122] showed that muddy veneers over coarse rubble and thin
sand veneers on clay both result in mottled acoustic facies of low BS intensity. To
resolve this issue, additional samples should be taken, using a closed box corer
instead of an open Van Veen sampler, since the latter is known to underestimate
mud content [182].

In area B the ASC map represents high spatial heterogeneity of coarse­grained
sediments, supported by sediment samples. The individual accuracy for msG and
sG in Table 7.4 and the example in Fig. 7.11 corroborate these findings. Although
the number of samples in the traditional map, on which the EMODnet map is based,
seems sufficient in the east of area B, the main sG area in the western part of area
B (olive in Fig. 7.12b) is largely void of samples [38].

In area C1 both maps indicate coarse sediments. However, the area is positioned
slightly differently in the two maps and the ASC identifies a larger area of coarse
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Figure 7.12: Comparison maps displaying sediments in areas where discrepancies exist between a)
interpolated ASC and b) EMODnet sediment map.

sediments, which are corroborated by samples (see Fig. 7.11a and Fig. 7.11b).
For area C2 coarse sediments were not identified in the EMODnet map (sM/mS),
whereas these were identified in the ASC map. In that area two samples indicating
coarse sediments plead for the ASC map. For area C3 the coarse sediment region
is less extensive in the EMODnet map, in which parts were labeled as S, where the
ASC map classified gS/msG/sG. These coarser sediments were corroborated by 6
out of 6 samples (Fig. 7.2, see also Table 7.4 for msG and sG where ASC performs
better). In general, it can be concluded that for the areas where the two maps differ,
the ASC maps represent spatial heterogeneous areas better, but more samples are
needed to further assess the differences.

In case more knowledge on uncertainties of produced seabed maps are avail­
able, regions of high accuracy and low uncertainties could be determined. These
regions can be further used as training and validation datasets for supervised and
unsupervised classification methods applied to newly acquired MBES datasets. Lark
et al. [178] proposed the geostatistical linear mixed model (LMM) as an approach
to incorporate new available MBES data into existing sediment maps. This pro­
cedure would lead to an update of seabed maps using datasets that allow higher
spatial resolutions. In this approach the information contained in the existing maps
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(e.g., EMODnet) would be considered as fixed (categorical) variables and the new
datasets (e.g., BS) are considered as continuous covariates to generate an updated
map with higher spatial resolution.

7.5.4. Current limitation of ASC based on MBES backscat­
ter

Despite the major advantages of ASC in sediment mapping, at its current stage
BS­based ASC is hampered by its restricted ability to assign sediment type (e.g.,
Folk class) to a distinct AC, in particular, for coarser sediments (S to sG).

It is shown that specific grain­size fractions affect the BS differently in this study
and no one­to­one relationship between grain size and BS for the entire grain­size
spectrum exists (Fig. 7.10). Therefore, for example, sediments with a high per­
centage of large grains (> 16mm) might result in the same BS values as sediment
containing mainly small grains (< 0.5mm).

These insights are useful in understanding the relationship between BS and
specific sediment properties and subsequently to generate an appropriate classifi­
cation scheme for the assignment of sediment properties to AC. However, we need
to consider that the BS strength is dependent on other seabed properties such as
sediment bulk density, seafloor roughness, volume heterogeneity, discrete scatter­
ers and sediment layering [6, 32, 63] even if several studies have shown a strong
relationship to mean grain size, grain­size distribution or shell or gravel content for
a specific study area [64–68]. By investigating the influence of mean grain size for
well­sorted sediments on BS strength, under ideal laboratory conditions, Ivakin and
Sessarego [31] observed a transition from positive to negative correlation where
the fraction between mean grain size and acoustic wavelength exceeds 1. The
authors hypothesized that the decrease might be explained with the appearance
of a different dominating scattering regime. Buscombe et al. [134] described this
situation as a mixed Rayleigh­geometric regime where a transition from Rayleigh to
geometric scattering occurs. With increasing acoustic frequency the sediment (with
a specific grain size) cannot be described as a continuous medium anymore and the
individual grains have to be considered as discrete scatterers. This demonstrates
the strong influence of the transmitted frequency on the relationship between BS
and the presence of coarse grains. Similar observations were found by Elefther­
akis et al. [19]. Buscombe et al. [134] postulated that the lack of discriminatory
power in the gravel fraction was due to the transitional scattering regime. However,
the organic content (e.g., remaining seagrass fragments [66, 70]), or small­scale
topography (scales comparable or smaller than the signal footprint, and therefore
below the resolution of the beam footprint) have an influence on the BS as well and
might affect the results [109] (e.g., addressed in Section 4.4.1). This knowledge is
crucial for efforts aiming to increase the discrimination performance. Recent stud­
ies have demonstrated that multispectral BS data indeed reveal that areas, showing
the same acoustic responses for one frequency, differ in the acoustic response of
a second frequency [33, 140] (see also Chapters 5 and 6). This implies that the
use of different frequencies might be an appropriate approach to improve seabed
sediment classification [33] and resolve ambiguities.
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7.6. Conclusion
This study introduces an approach to interpolate BS data available along MBES tra­
jectories with large track spacing and their classification into distinct ACs based on
the Bayesian sediment classification method. It was shown that the Kriging tech­
niques Ordinary, Universal and Simple perform almost equally well, and that due to
a lack of a global trend with the depth, incorporating bathymetry as a second vari­
able in Cokriging did not improve the interpolated map. The AC map was converted
to a sediment map displaying Folk classes by using grab samples. When quanti­
tatively comparing the resulting interpolated ASC Folk class map with sediment
samples, an overall accuracy of 65% was obtained; a similar value was obtained
when evaluating a more traditional sediment map with the same samples (from
EMODnet). However, a qualitative comparison pleaded for a better performance of
the interpolated ASC map. This was indicated by more precisely mapped seabed
sediment heterogeneities in an order of km’s. The evaluation of the high­resolution
sediment map obtained from the Bayesian method, which employs the actual BS,
demonstrated that mapping laterally heterogenic sediments was improved up to an
order of meters.

Considering the increasing use of ASC efforts and the large amount of existing
traditional sediment maps, we aimed to integrate ASC into existing sediment maps,
in order to optimize sediment mapping. A manual integration revealed that the
knowledge of the spatial distributions of the uncertainties of each map is of high
importance. The uncertainties in the interpolated full­coverage ASC sediment map
were due to both the Kriging interpolation of the MBES BS data and the assignment
of sediment to AC. For the EMODnet map the uncertainties were not known. A suc­
cessful automatic and objective integration would lead to improved marine seabed
sediment maps with higher spatial resolution and quantified uncertainties. The im­
proved sediment maps advance marine habitat mapping since sediment types are
one of the main driving factors for the distribution of benthic organisms.

The study reiterates the shortcoming of the ASC method, caused by the fact that
no one­to­one relationship exists between grain size and BS for the entire grain size
spectrum in our study area. This ambiguity reduces the discrimination between
sediments and therefore needs to be accounted for during the integration. The
dependency of the relationship between grain size and BS on acoustic frequency
has been described in the literature and provides a way to mitigate the effect of the
ambiguity on the acoustic classification. Multispectral BS classification is therefore
considered as an important future research area to optimize ASC methods.



8
Conclusion and outlook

8.1. Conclusion
In this thesis, the potential of single­ and multi­frequency multibeam backscatter
(BS) data for mapping and monitoring marine sediments has been investigated.
According to the research objectives, the conclusion is divided into three subsec­
tions that summarize the general findings, emphasize the scientific relevance and
illustrate the limitations of this research.

1. Investigation on the applicability of repetitive MBES BS measure­
ments for environmental monitoring of the seabed.
The thesis has shown that unsupervised classification methods, namely the Bayesian
classification and principal component analysis (PCA) in conjunction with k­means
clustering, allow to employ multibeam echosounder (MBES) BS measurements over
time. Despite the use of different ships and MBES systems, repeatable sediment
classification results were retrieved from five MBES surveys carried out in a time pe­
riod of 15 months in the Cleaver Bank (The Netherlands), indicating the applicability
for monitoring the seabed. Considering that the Cleaver Bank represents a tempo­
ral stable study area, this study focused on the repeatability of BS­based sediment
classification rather than an actual change detection of sediment distributions.

The suitability of BS­based sediment classification to reveal sedimentary changes
over time has been demonstrated in a second study, carried out in a more dynamic
environment (Ameland inlet, Dutch Wadden sea) using a time series of seven MBES
measurements within two years. The quantification of the variations in the BS level
caused by the environment and the MBES system, showed that system sources,
such as varying transducer sensitivity of the sonar heads as well as changing equip­
ment and survey settings, resulted in the highest BS variation (up to 3.5 dB). This
magnitude of variation has a noticeable effect on the reliability of the absolute BS
level and hampers the comparison between BS mosaics retrieved from different
surveys. In contrast, unsupervised classification approaches, such as the Bayesian

167



8

168 8. Conclusion and outlook

method, are applicable to relative BS levels and such absolute shifts of the BS level
do not hamper the acoustic classification, as demonstrated in the Cleaver Bank
study. However, environmental sources, such as water column properties or or­
ganized seabed roughness (e.g., sand ripples; makes BS dependent on survey az­
imuth), locally affect the BS level, and therefore, the acoustic classification as well.
Keeping a stable and consistent data acquisition along the time series and avoiding
harsh weather conditions, the maximum variation caused by the environment was
acceptable (1.1 dB). Otherwise, the influence of sediment suspension, variation in
salinity and temperature or organized seabed roughness became more dominant
(up to 2.3 dB).

Evaluating the reliability of BS time series measurements, BS­based sediment
classification has been proven to be highly valuable in monitoring the evolution
of underwater nourishment in the Ameland inlet. Changing sediment maps, ob­
tained from the Bayesian sediment classification, revealed sedimentary processes,
such as erosion of the fine sediment from the nourished area and their deposition
towards the main tidal channel. For example, a recreation of the sedimentary pre­
nourishment state within approximately 12 months has been identified. Being able
to establish the changes in the composition of the nourished material and its sur­
roundings over time is an enormous benefit of BS data. This contributes to current
monitoring strategies, merely determining volume changes based on bathymetric
measurements. Furthermore, the combination of the acoustic sediment classifica­
tion and corresponding bathymetry enabled to identify grain­size sorting patterns
by a systematic variation of acoustic sediment classes over the bedforms in the
nourished area. This evolution of horizontal sediment sorting patterns during the
growth of marine bedforms can be used to support the hydrodynamic responses of
flow over undulating beds in modeling studies and to explain the morphodynamic
evolution of marine bedforms. Sediment composition generally plays a major role
in benthic ecology and is thus highly relevant in ecological impact assessments,
which become increasingly important in coastal maintenance.

Although limited to two study areas, this research presents successful case stud­
ies for monitoring the seabed with repetitive MBES BS measurements. In addition,
one case study visualizes an approach how to handle and quantify external sources
affecting the BS level. This can strongly support the measurements when a fully
calibrated reference system or a natural reference area for an absolute or relative
calibration of the MBES BS data are not available.

2. Evaluation of the potential of multi­frequency MBES BS to increase
the acoustic discrimination between different seabed environments.
While the first part of the thesis was focused on single­frequency (i.e., monochro­
matic) MBES data, the second part covered the new research field of seabed map­
ping with multi­frequency (i.e., multispectral) MBES data. Four multispectral data­
sets (90 to 450 kHz), acquired in the Bedford Basin and Patricia Bay (both Canada)
as well as in the Port of Rotterdam and Vlietland Lake (both the Netherlands), were
employed. A processing algorithm, which accounts for frequency­dependent sonar
settings and environmental conditions, was developed and a classification method
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for multispectral MBES BS data were proposed. Applying the processing algorithm
to multispectal MBES data, it was successfully shown that a measure of the relative
BS strength per frequency was retrieved, which can be used for acoustic sediment
characterization and classification.

In general, the use of multiple frequencies allows for an improved acoustic dis­
crimination between different seabed environments where the combination of the
lowest and highest frequency reveals the most additional information about the
seabed. Noteworthy is that the benefit of multiple frequencies highly depends on
the local seabed. While an increased acoustic discrimination was observed for fine
(muddy) sediments, the current analysis of the multispectral BS data has not clearly
indicated improvements of the acoustic discrimination for the coarser sediments
(e.g., sand with shells, gravel). Observation on the fine sediments of the Vlietland
Lake and Port of Rotterdam revealed enormous variations in the measured BS and
bathymetry at the different frequencies. The measured bathymetry difference be­
tween the lowest (90 kHz) and highest frequency (450 kHz) reached values between
0 and 60 cm in the muddy sediments depending on the location and incident angle.
At the same locations, the BS level at the lowest frequency varied by up to 15 dB
while the highest frequency showed only small variations (few dB).

To compare and interpret the experimental data, a layered BS model was em­
ployed and a model to simulate the MBES bathymetric measurements in a layered
medium was developed. A comparison of the acoustic results with ground­truthing,
geological setting and modeling results indicated that the measured bathymetry
and BS at the different frequencies correspond to different parts of the surficial
seabed and shallow subsurface. While the highest frequencies (300 and 450 kHz)
are sensitive to the surficial fine (muddy) sediments, the lowest frequencies (90 and
100 kHz) significantly penetrate into the subsurface and acoustically respond to a
possible subsurface layer. Although the ground­truthing of the subsurface was not
sufficiently extensive in the Port of Rotterdam or not available available in the Vli­
etland Lake to detect the subsurface structures, geological information at the three
study sites, indicated that coarser and harder materials were located below the
muddy sediments resulting in higher BS levels compared to a non­layered medium.
The geological information indicated coarse dredge spoils in the Bedford Basin, a
geological sand and gravel layer in the Vlietland Lake and a consolidated mud layer
in the Port of Rotterdam as buried layers. The coarser subsurface layer in the Bed­
ford Basin was detected in a follow­up study by core sampling [36]. However, the
influence of a gas layer, being likely in muddy sediments, could not be assessed
due to the lack of appropriate ground­truthing equipment.

Taking the modeling and experimental results into account, the low frequency BS
represents a combined acoustic response from the surficial sediment and the sub­
surface structures. However, the measured BS level is influenced by an increased
sound attenuation in the sediment and consequently, cannot directly be related to
the subsurface layer. Based on the simulations of the MBES bottom detection in
a layered medium, the bathymetry measured at the highest and lowest frequency
can be used to determine the thickness of thin layers (around 20 cm). The bottom
detection becomes more sensitive to the incident angle and small variations in the
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sediment properties with an increasing layer thickness. Consequently, an accurate
determination of the layer thickness for layers with a vertical thickness of more than
20 cm is hampered.

The low discrimination power, which was observed in the Cleaver Bank study
for coarse sediments (sand to sandy gravel) and associated with monochromatic
(300 kHz) BS, requires further investigations with multispectral BS data according
to the results from the other study sites. The composition of the coarse sediments,
the spatial extent and the data coverage were not fully comparable between the
study sites. Small variations in the composition might change the acoustic response
significantly. In addition, the ground­truthing strategy was not consistent among
the studies, which might hamper a detailed comparison.

The capability to acquire data with a low and high frequency allows to iden­
tify shallow layering and to asses the influence on the measured BS data. Using
a monochromatic MBES and transmitting only at a low frequency, the acquired BS
and bathymetry data would lead to an erroneous interpretation of the surficial sed­
iment properties and an incorrect determination of the water depth. Remarkably
enough, if the signal penetration and a possible scattering at buried structures are
not considered, multispectral MBES data can also lead to misinterpretation of the
surficial sediments. Hence, it is highly recommended to analyze multi­frequency BS
in conjunction with the inter­frequency bathymetry difference and ideally with the
full acoustic signal.

The findings suggest that multispectral MBES data are applicable to image the
shallow subsurface and to retrieve a rough 3D image of the sediments. However,
this capability is clearly restricted to fine sediments, ranging from clay to sandy
mud. To obtain a 3D image for coarser sediments, seismic systems employing
lower frequencies are required. A successful integration of MBES and seismic data
was demonstrated in the Ameland inlet. A subbottom profiler, emitting a chirp signal
with frequencies from 0.5 to 7.2 kHz, revealed layers up to a depth of 5m, while a
monochromatic MBES, using a frequency of 300 kHz, is only sensitive to the surficial
sandy sediments. It was shown that by combining both datasets a connection
between the surficial sediments and the subsurface can be drawn. Regarding the
coastal nourishment, MBES BS facilitates the interpretation of seismic reflectors
and sub­bottom profiling can be used to establish the subsurface structure of the
nourished seabed.

3. Development, improvement and comparison of classification meth­
ods to generate large­scale sediment maps from acoustic data with a
specific focus on the Netherlands.
The first part of this thesis dealt with the application of two unsupervised classifi­
cation methods, namely the Bayesian classification and the PCA in conjunction with
k­means clustering, to monochromatic MBES BS data. It was figured out that the
Bayesian classification method is more suitable than the PCA in conjunction with
k­means clustering for the handling of solely BS data. While the Bayesian method
accounts for the stochastic nature of the BS by assuming Gaussian distributed BS
values, the k­means clustering neglects this intrinsic behavior of the BS. The lat­
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ter issue can superimpose the BS variation due to different seabed properties and
consequently, k­means clustering underestimates the number of distinguishable
sediment types present in the study area. On the other hand, PCA in conjunction
with k­means clustering is highly valuable when environmental predictors, such as
bathymetry, contain information about the sediment properties because of its ca­
pability of selecting the most valuable feature.

With the recently developed capability of acquiring multispectral BS data with
a single MBES system, the Bayesian classification method was extended for the
classification of multispectral MBES BS. The multispectral Bayesian method allows
to evaluate the information per frequency and combines the information at each
frequency into a single classification map by accounting for the angular and fre­
quency dependency of the BS. If the acoustic response of the seabed is sufficiently
frequency­dependent, the method enables to objectively and automatically distin­
guish between more seabed environments. This strongly promotes habitat map­
ping, localization of resources on the seabed and sediment mapping in general.
Beyond that, the possibility for 3D imaging in fine sediment environments is not yet
integrated into the classification methods and requires future efforts.

The BS­based classification methods require a full data coverage of the seabed.
However, MBES survey lines are often inconsistent due to budged and time lim­
itations, weather conditions or just inaccessibility of an area. To overcome such
limitations and still achieve full­coverage sediment maps, an approach was intro­
duced to interpolate BS data by using geostatistical modeling (i.e., Kriging) and to
classify the interpolated data into distinct acoustic classes. The application to the
Cleaver Bank datasets and a comparison with ground­truthing and traditional sed­
iment maps (i.e., manual interpretation of in situ measurements and bathymetry)
successfully demonstrated that this approach resolves lateral heterogeneities on a
kilometer scale (varies with MBES line spacing) and outperforms traditional map­
ping. It is worth noting that the application of the Bayesian classification method
resolves lateral heterogeneities in a scale of meters in the Clever Bank (varies with
MBES and water depth) .

As an example, the Netherlands Continental Shelf (NCS) is mainly mapped by
traditional methods and thus the integration of the interpolated and the actual
acoustic classification results would achieve a significant improvement. However,
the varying spatial and geoacoustic resolution as well as the uncertainties related
to the different approaches hamper the map integration.

8.2. Outlook
This present study has shown that multispectral MBES BS enhances sediment and
habitat mapping. Nevertheless, benefits were mainly related to fine sediments and
limited for coarse sediments. More field measurements for various types of coarse
sediments coupled with extensive ground­truthing, such as video footage and box
coring combined with stereo photography, would facilitate more generalized con­
clusions. In particular, in environments with the presence of shell fragments on the
seabed, such as the Ameland inlet and in general the NCS, video footage would
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improve the quantification of the amount of shell fragments. This is highly impor­
tant since shells fragments can highly alter the measured BS value and receiving a
representative lab analysis of shell fragments is difficult to achieve. For fine sedi­
ments a combination of vibrocoring, extensive rheometric profiling and gas content
measurements would support an accurate determination of the subsurface sedi­
ment properties, the depth of a buried layer and the presence of biogenic gas. This
allows a more quantitative assessments of the capabilities of a multispectral MBES
to detect subsurface layering and relate sediment properties to buried structures.

Ideally, a set up of laboratory measurements, in which the effect of various fre­
quencies and geological settings (such as different grain sizes, layering and com­
paction degrees) on the BS strength are investigated, should be established. A
similar approach for a limited grain­size range was already carried out by Ivakin
and Sessarego [31]. This could help to build a ”multispectral BS catalog” providing
an overview of the expected BS strength for various sediment types and frequen­
cies. Although the real world differs from lab conditions with respect to sediment
heterogeneity, water column and MBES configuration, it would help to quantify the
capabilities of multispectral BS data to discriminate between various environments.
Such a catalog together with the growing field of MBES BS calibration [29, 110–112]
would allow to better quantify the uncertainties in acoustic sediment classification
and, in general, could reduce the amount of required grab samples. Also BS­based
seabed monitoring would benefit in such a way that the influence of the environ­
ment, the acoustic system and the actual sediment on the BS measurement could
be better differentiated.

The developed MBES bottom detection model can be further improved by inte­
grating a scattering model applicable for higher frequencies (> 100 kHz). As shown
by Ivakin [50], when the sediment (i.e., porous medium) is approximated as a fluid
with a bulk modulus and effective density derived from Biot theory [183] and the
sediment inclusion (e.g., shells, gavel) are separately modeled as discrete scatter­
ers, an application of the adjusted scattering model to higher frequencies would be
feasible. Furthermore, a discretization of the subsurface volume in order to calcu­
late the volume scattering at discrete locations, as implemented by Sternlicht and
de Moustier [184], would enable a more realistic simulations of a layered medium.
An improved ground­truthing, as mentioned earlier, and the development of a mul­
tispectral BS catalog could be used to validate the bottom detection model or, in
general, scattering models.

Lastly, a classification method, incorporating the inter­frequency bathymetry dif­
ference, would allow to automatically and objectively discriminate between acous­
tic information obtained from the seabed and subsurface. This could result in a
3D visualization of the acoustic sediment classes, thereby advancing sediment and
habitat mapping.
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A.1. Boundary conditions
The fitting of the Gaussian distributions to the measured backscatter histogram re­
quires the search bounds (i.e., upper and lower bound) for the unknown parameters
of the Gaussian distributions (i.e., 𝑦̄, 𝜎𝑦 and 𝑞).

The standard deviation of the Gaussian distributions are related to the number
of scatter pixels 𝑁𝑠 which are considered in the backscatter averaging process.
Simons and Snellen [13] derived following expression for the theoretical standard
deviation (in dB)

𝜎𝑦 =
5.57
√𝑁𝑠

. (A.1)

Eq. (A.1) assumes that the scatter pixels are independent and associated to a ho­
mogeneous sediment type. Using the lowest and highest 𝑁𝑠 for the averaging, an
indication of the upper and lower bound of the standard deviation is given. A the­
oretical 𝑁𝑠 per beam can be calculated by using MBES specific parameters and the
water depth ℎ as follows

𝑁𝑠(Θ) =
( ℎΩ𝑅
cos2 Θ)
( 𝑐𝜏
2 sinΘ)

(A.2)

with Ω𝑅 the beam opening angle at reception (i.e., across­track direction), Θ the
beam angle, and 𝜏 the pulse length. For a rough seabed, the beam angle Θ should
be replace with the incident angle 𝜙 according to Eq. (2.37). From Eq. (A.1) fol­
lows, that the acoustic discrimination power between sediment types is expected
to increase with increasing 𝑁𝑠. In order to increase 𝑁𝑠, the data from a num­
ber of pings and beams (or incident angles), defining a patch, can be used for the
backscatter averaging process [17]. In Fig. A.1 the theoretical 𝑁𝑠 per patch and the
corresponding theoretical 𝜎𝑦 are shown (green asterisk). In addition, the measured
𝑁𝑠 per patch and the corresponding theoretical 𝜎𝑦 for a datasets acquired in the
Ameland inlet with a Kongsberg EM 2040C are shown as well (box plots). Here, we

173



A

174 A. Bayesian method

consider the measured 𝑁𝑠 per beam, which is provided by the MBES manufacturer,
to determine the lower bound 𝜎𝑦𝑙𝑏 and the upper bound 𝜎𝑦𝑢𝑏 for the standard de­
viation of the Gaussians. The whiskers indicate a variation between 0.3 and 1.8 dB
while some outliers reaching values above 2. Considering that the patches (up to
0.5 x 1.5m) cover in reality not an ideal homogenous sediment, 𝜎𝑦𝑙𝑏 was set 0.5 dB
and 𝜎𝑦𝑢𝑏 was set to 2.5 dB in the Ameland inlet to account for a higher standard
deviation due to inhomogeneity.
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Figure A.1: a) Box plot of measured number of scatter pixels 𝑁𝑠 within a patch (patch is defined over
number of beams and pings) for different water depths. Green asterisk indicate theoretical 𝑁𝑠. b) Box
plot of theoretical standard deviation 𝜎𝑦 based on measured 𝑁𝑠. Green asterisk indicates theoretical
𝜎𝑦 based on theoretical 𝑁𝑠. The bottom and top of the blue rectangle represent the 25th and 75th
percentiles, respectively, whereas the red line indicates the median value. The whiskers extend to the
minimum and maximum values that are not considered as outliers. Outliers are marked with red crosses.

The used search bounds for the given studies in this thesis are listed in A.1. For
the studies in the Ameland inlet, Bedford Basin and Patricia Bay the upper bound
is slightly higher than for the Cleaver Bank. In the Ameland inlet the rough seabed
morphology (Fig. 2.12) yielded to less scatter pixels from adjacent incident angles
for the same patch size. In the Bedford Basin and Patricia Bay the acquisition of
multispectral data comes along with a reduction in data coverage in the along­
track direction by the number of frequencies considered. This yields to less scatter

Table A.1: Search bounds for standard deviation 𝜎𝑦 of the Gaussian distributions used in the different
studies.

Study area 𝜎𝑦𝑙𝑏 𝜎𝑦𝑢𝑏
Cleaver Bank (Chapter 3) 0.5 2.0
Ameland inlet (Chapter 4) 0.5 2.5
Bedford Basin (Chapter 5) 0.5 2.5
Patricia Bay (Chapter 5) 0.5 2.5

pixels from adjacent pings within a patch. In addition, the given backscatter value
per beam for a Kongsberg MBES is already an average over the number of scatter
pixels within the beam while for an R2Sonic MBES the backscatter value per beam
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represents a single value at the bottom detection.
The search bounds for the mean 𝑦̄ are defined by the range of the measured

backscatter values, i.e., difference between the maximum backscatter valuemax(𝑦𝑗)
and minimum backscatter value min(𝑦𝑗) in the histogram and the number of con­
sidered Gaussian distribution 𝑚. Hence, the lower 𝑦̄𝑘lb and upper bound 𝑦̄𝑘ub for
the mean are obtained as follows

𝑦̄𝑘lb =min(𝑦𝑗) +
𝑚

∑
𝑘=1

Δ𝑦(𝑘 − 1)

𝑦̄𝑘ub =min(𝑦𝑗) +
𝑚

∑
𝑘=1

Δ𝑦𝑘

(A.3)

with Δ𝑦 = max(𝑦𝑗)−min(𝑦𝑗)
𝑚 .

The parameter 𝑞 for the strength of the Gaussians is estimated during the op­
timization based on the magnitude of the measured data and does not require a
initial search bound.
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A.2. Gaussian distribution
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Figure A.2: Model fits to the histogram of the measured backscatter data 𝑛𝑗 (blue) per 0.5 dB bin 𝑦𝑗 for
the different MBES backscatter data sets acquired in the Ameland inlet are displayed. The measured
backscatter data are obtained from the 58° incident angle at starboard side. The blue error bars indicate
the variance of the measurements per bin. The modeled 𝑓(𝑦𝑗|𝑥𝑥𝑥) histogram calculated by using 5
Gaussian distributions is shown in red. The corresponding Gaussians are displayed in black. For the
data sets acquired in October 2017, February and May 2019 the first Gaussian representing the lowest
backscatter values are hardly visible.
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Applied Physics Laboratory

model (APL­model)

The APL­model was developed by the Applied Physics Laboratory at the University
of Washington and published as the APL­UW High­frequency Ocean Environmental
Acoustic Models Handbook [40]. It is based on several published articles, which are
referred to within the following model description. In general, the APL­model is an
extension of the Jackson model published by Jackson et al. [138] and Mourad and
Jackson [45].

The basic principle of the APL­model is described in Chapter 2 and the model
is employed in Chapters 5 and 6. As already stated in Eqs. (2.22) and (6.1), the
backscattering cross section 𝜎𝑏 is calculated as a summation of the roughness cross
section 𝜎𝑟 and volume scattering cross section 𝜎𝑣. The cross sections are a dimen­
sionless parameter defined per unit area and solid angle. Following Eq. (2.17),
the backscatter strength 𝐵𝑆 is then calculated as the decibel equivalent from the
backscattering cross section. Fig. B.1 displays APL­model predictions for backscat­
tering at 100 kHz for various sediment types. In the following sections, the model
input parameters and the APL­model are described in detail.

177



B

178 B. Applied Physics Laboratory model (APL­model)

Figure B.1: Model predictions for backscattering at 100 kHz using the APL­model for various sediment
types. The backscatter strength 𝐵𝑆 = 10 log(𝜎𝑏) is shown at the y­axis.

B.1. Model input parameters
The APL­model requires beside the signal parameters (𝑓, 𝜙) and the geoacoustic
parameters of the sediment (𝜌, 𝑐, 𝛼, 𝜎̂𝑣) and water (𝜌, 𝑐), the spectral exponent 𝛾
and the spectral strength 𝜂, both describing the roughness of the sediment.

Median grain size
An often used descriptor of sediments is the median grain size 𝑑50. Empirical rela­
tionships of the geoacoustic parameters with the median grain size of the sediment
were developed by Hamilton [44] and Hamilton and Bachman [185] but also ob­
tained in previous APL­Model work by Mourad and Jackson [45] and Jackson [186].
The median grain size can be expressed in logarithmic scale as

𝑀𝑧 = − log2
𝑑50
𝑑0

(B.1)

with 𝑑0 the reference length of 1mm.
Table A.1 presents the median grain size𝑀𝑧 in terms of sediment types classified

after common classification schemes [83, 144]. The sediment types are approxi­
mately described by the median grain size but variation can occur. The 𝑀𝑧 values
can be used as an input for the empirical equations, described in the following, to
obtain default model input parameters for a specific sediment type.
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Table B.1: Median grain size 𝑀𝑧 in terms of sediment type.

Sediment type 𝑀𝑧 Sediment type 𝑀𝑧
sandy Gravel ­1 clayey Sand 4.0

very coarse Sand ­0.5 coarse Silt 4.5
muddy sandy Gravel 0 sandy Silt, gravelly Mud 5.0

coarse Sand, gravelly Sand 0.5 medium Silt 5.5
gravelly muddy Sand 1.0 sandy Mud 6.0

medium Sand 1.5 fine silt, clayey Silt 6.5
muddy Gravel 2.0 sandy Clay 7.0

fine Sand, silty Sand 2.5 very fine Silt 7.5
muddy Sand 3.0 silty Clay 8.0
very fine Sand 3.5 Clay (all grades) 9.0

Sound speed ratio
The sound speed ratio between the sediment and water is 𝑐̂ = 𝑐2

𝑐1
. Following empir­

ical equations can be used to obtain the sound speed ratio from the median grain
size 𝑀𝑧 within the validity range from −1 ≤ 𝑀𝑧 ≤ 9
𝑐̂ = 0.002709𝑀2𝑧 − 0.056452𝑀𝑧 + 1.2778 −1 ≤ 𝑀𝑧 < 1
= −0.0014881𝑀3𝑧 + 0.0213937𝑀2𝑧 − 0.1382798𝑀𝑧 + 1.3425 1 ≤ 𝑀𝑧 < 5.3
= −0.0024324𝑀𝑧 + 1.0019 5.3 ≤ 𝑀𝑧 ≤ 9.

Density ratio
The density ratio between the sediment and water is 𝜌̂ = 𝜌2

𝜌1
. Following empirical

equations can be used to obtain the density ratio from the median grain size 𝑀𝑧
within the validity range from −1 ≤ 𝑀𝑧 ≤ 9.
𝜌̂ = 0.007797𝑀2𝑧 − 0.17057𝑀𝑧 + 2.3139 −1 ≤ 𝑀𝑧 < 1
= −0.0165406𝑀3𝑧 + 0.2290201𝑀2𝑧 − 1.1069031𝑀𝑧 + 3.0455 1 ≤ 𝑀𝑧 < 5.3
= −0.0012973𝑀𝑧 + 1.1565 5.3 ≤ 𝑀𝑧 ≤ 9.

Sound attenuation coefficient
The empirical equations by Hamilton [44] can be used to obtain the sound atten­
uation coefficient 𝛼 (in dB/m) in sediments from the median grain size 𝑀𝑧 and the
signal frequency 𝑓 within the validity range from −1 ≤ 𝑀𝑧 ≤ 9.5.

𝛼 = 0.4556𝑓 −1 ≤ 𝑀𝑧 < 0
= (0.4556 + 0.0245𝑀𝑧)𝑓 0 ≤ 𝑀𝑧 < 2.6
= (0.1978 + 0.1245𝑀𝑧)𝑓 2.6 ≤ 𝑀𝑧 < 4.5
= (8.0399 − 2.5228𝑀𝑧 + 0.20098𝑀2𝑧 )𝑓 4.5 ≤ 𝑀𝑧 < 6.0
= (0.9431 − 0.2041𝑀𝑧 + 0.0117𝑀2𝑧 )𝑓 6.0 ≤ 𝑀𝑧 < 9.5
= 0.0601𝑓 9.5 ≤ 𝑀𝑧 .
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Spectral exponent
In the absence of measurements the spectral exponent 𝛾 is set to a fixed value

𝛾 = 3.25. (B.2)

This value is obtained from available measurement data [138, 187], which resulted
in an averaged value for 𝛾 of 3.23 with a standard deviation of 0.44.

Spectral strength
The spectral strength 𝜂 is related to the rms relief 𝑔 via

𝜂 = 0.00207𝑔2𝑔20 (B.3)

with 𝑔0 a reference length of 1 cm and 𝑔 (in cm4) defined for a 100 cm track. The
rms relief 𝑔 can be obtained from the median grain size via

𝑔 = (2.03846 − 0.26923𝑀𝑧1 + 0.076923𝑀𝑧
)𝑔0 −1 ≤ 𝑀𝑧 < 5.0

= 0.5𝑔0 5.0 ≤ 𝑀𝑧 ≤ 9.0.

Volume scattering parameter
In the absence of measurements the volume scattering parameter 𝜎̂𝑣 can be as­
signed to the following values

𝜎̂𝑣 = 0.002 −1 ≤ 𝑀𝑧 < 5.5
= 0.001 5.5 ≤ 𝑀𝑧 < 9.0.

The values were obtained by comparing the model predictions with experimental
backscatter data [40]. This is in contrast to the other model input parameters,
which are measurable quantities.

B.2. Forward loss
The forward loss model is based on reflection rather than scattering. It is incorpo­
rated into the Kirchhoff approximation and large­roughness approximation at nadir
(𝜓 = 90°) and into the volume scattering approximation for the entire angular
range. The forward loss model contains a modified reflection coefficient called the
lossy Rayleigh coefficient 𝑅𝑟, first published by Mackenzie [188],

𝑅𝑟(𝜓) =
𝜌̂ sin(𝜓)
𝐸(𝜓) − 1

𝜌̂ sin(𝜓)
𝐸(𝜓) + 1

(B.4)

𝐸(𝜓) = √𝜅2𝑐 − cos2(𝜓) (B.5)

𝜅𝑐 =
1
𝑐̂ (1 + 𝑖𝛿) (B.6)
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with 𝜓 the grazing angle, which is complementary to the incident angle 𝜙 (𝜓 =
90 − 𝜙). Here, 𝑖 is the imaginary number and 𝛿 is the loss parameter defined as
𝛿 = 𝛼𝑐2 ln(10)

40𝜋 . The forward reflection loss 𝑅𝐿 is retrieved via 𝑅𝐿 = −20 log(|𝑅𝑟(𝜓)|),
where the results for various sediment types are plotted in Fig. B.2.

Figure B.2: Forward reflection loss predicted for various sediment types. The model input parameters
are calculated using the median grain size, which is representative for the sediment type (Table 2.1), in
combination with the empirical equations.

B.3. Kirchhoff approximation
The Kirchhoff approximation results in an integral for the backscattering cross sec­
tion. The integral is either integrated numerically or approximated. In the APL­
model following approximation, developed by Mourad and Jackson [45], for the
Kirchhoff roughness cross section 𝜎𝑘𝑟 is used

𝜎𝑘𝑟(𝜓) =
𝐶2𝑞𝑐|𝑅𝑟(90°)|2

8𝜋( cos4𝜁(𝜓) + 𝐶1𝑞2𝑐 sin4(𝜓))
1+𝜁
2𝜁
. (B.7)

In this expression for the Kirchhoff approximation the roughness parameters of
the sediment called the spectral exponent 𝛾 and spectral strength 𝜂 are incorporated
into the so­called structure functions [189]

𝜁 = 𝛾
2 − 1 (B.8)

and

𝐶2ℎ =
2𝜋𝜂Γ(2 − 𝜁)2−2𝜁
𝑔𝛾0𝜁(1 − 𝜁)Γ(1 + 𝜁)

(B.9)

where Γ(𝑥) is the Gamma function. Following parameters in Eq. (B.7) are derived
from the structure functions 𝐶2ℎ and 𝜁 [45]

𝑞𝑐 = 𝐶2ℎ21−2𝜁𝑘2−2𝜁 (B.10)
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𝐶1 = (
8𝜁2Γ( 12𝜁 +

1
2)

Γ(12)Γ(
1
2)Γ(

1
2𝜁 )

)
2𝜁

(B.11)

𝐶2 =
𝜁
1
2+

1
2𝜁 Γ(1𝜁 )
2𝜁 (B.12)

with 𝑘 the wavenumber. Fig. B.3 represents model curves of roughness scattering
predicted by the Kirchhoff approximation for various sediment types at a frequency
of 100 kHz. The Kirchhoff approximation is valid until 50° and for larger incident
angles the composite roughness approximation is applicable.

Figure B.3: Model predictions for roughness scattering at 100 kHz using the Kirchhoff approximation for
various sediment types. The backscatter strength 𝐵𝑆 = 10 log(𝜎𝑘𝑟) is shown at the y­axis.

B.4. Composite roughness approximation
The composite roughness approximation is composed of the small­roughness per­
turbation approximation with modifications for acoustic shadowing and large­scale
bottom slope. The composite roughness cross section can be conveniently de­
scribed as follows [45]

𝜎𝑐𝑟(𝜓) = 𝑈(𝜓, 𝑉)𝐹(𝜓, 𝜎𝑝𝑟 , 𝑉) (B.13)

where 𝑈(𝜓, 𝑉) is the acoustic shadowing correction and 𝐹(𝜓, 𝜎𝑝𝑟 , 𝑉) is a slope av­
eraging integral. According to Wagner [190], we can write

𝑈(𝜓, 𝑉) = 1 − 𝑒−2𝑄1
2𝑄1

(B.14)
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where

𝑄1 =
𝜋−0.5𝑒−𝑄22 − 𝑄2(1 − erf(𝑄2))

4𝑄2
(B.15a)

𝑄2 =
tan(𝜓)
𝑉 . (B.15b)

The large­scale rms slope 𝑉 is defined as [45]

𝑉 = √(2𝜋𝜂𝑔
−𝛾
0 )

1
𝜁

2 − 2𝜁 (𝑘
2

𝜁 )
1−𝜁
𝜁 . (B.16)

The large­scale rms slope 𝑉 is written in angular units as 𝜓𝑉 =
𝑉180
𝜋 .

The slope averaging integral 𝐹(𝜓, 𝜎𝑝𝑟 , 𝑉) [191] can be approximated by a three­
point Gauss­Hermite quadrature via [192]

𝐹(𝜓, 𝜎𝑝𝑟 , 𝑉) = 𝜋−0.5
1

∑
𝑛=−1

𝑤𝑛𝜎𝑝𝑟(𝜓 − 𝜓𝑛) (B.17)

with 𝑤−1 = 𝑤1 = 0.295410, 𝑤0 = 1.181636, 𝜓−1 = −𝜓1 = 1.224745𝜓𝑉, 𝜓0 = 0.
The function 𝜎𝑝𝑟 is the backscattering cross section in the small­roughness per­

turbation approximation. Here, a modified version of Kuo [193] is used

𝜎𝑝𝑟(𝜓) = 4𝑘4 sin4(𝜓)|𝑌(𝜓)|2Η(𝐾𝜓). (B.18)

In this expression, 𝑌(𝜓) is the complex function

𝑌(𝜓) = (𝜌̂ − 1)2 cos2(𝜓) + 𝜌̂2 − 𝜅2𝑐
(𝜌̂ sin(𝜓) + 𝐸(𝜓))2

. (B.19)

The power spectrum Η, defining the random bottom relief in Eq. (B.18), is

Η(𝐾) = (𝑔0𝐾)−𝛾𝜂 (B.20)

which is evaluated at the modified wavenumber 𝐾𝜓 = √4𝑘2 cos2(𝜓) + (𝑘/10)2.
The argument of 𝜎𝑝𝑟 can fall outside the validity range between 0 and 90°. If

the argument is negative it should be set to 0 and if it is larger than 90 it should be
set to 90. Fig. B.4 represents model curves of roughness scattering predicted by
the composite roughness approximation for various sediment types at a frequency
of 100 kHz.
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Figure B.4: Model predictions for roughness scattering at 100 kHz using the composite roughness ap­
proximation for various sediment types. The backscatter strength 𝐵𝑆 = 10 log(𝜎𝑐𝑟) is shown at the
y­axis.

B.5. Large­roughness scattering approximation
The large­roughness scattering approximation for gravel and rock bottoms rep­
resents an empirical fit taken from the model’s predecessor [186]. The large­
roughness cross section is expressed as

𝜎𝑙𝑟(𝜓) = 𝑣2 sin𝑣1 (
180

1 + 0.81𝜓2crit
𝜓2

) + 0.026|𝑅𝑟(90°)|2

𝑉2(1 + (𝜓−90)2
2.6𝜓2𝑉

)1.9(1 + 0.81𝜓2crit
𝜓2 )

(B.21)

where

𝑣1 = 0.7263𝑉−
1
3 (B.22a)

𝑣2 =
0.04682𝑉1.25𝑐̂3.25((1 − 2

𝜌̂ )𝑐̂
−2 + 1)2

1 + 3.54𝜓𝑉
𝜓crit

. (B.22b)

The critical angle 𝜓crit is given by the sound speed ratio 𝑐̂ as

𝜓crit = cos−1(1/𝑐̂) 𝑐̂ ≥ 1.001
𝜓crit = 2.5613° 𝑐̂ ≤ 1.001. (B.23)

Fig. B.5 represents model curves of roughness scattering predicted by the large­
roughness scattering approximation for various sediment types at a frequency of
100 kHz.
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Figure B.5: Model predictions for roughness scattering at 100 kHz using the large­roughness scattering
approximation for various sediment types. The backscatter strength 𝐵𝑆 = 10 log(𝜎𝑙𝑟) is shown at the
y­axis.

B.6. Interpolation between roughness scattering
approximations

The interpolation between the different scattering approximations uses the follow­
ing function

𝑓(𝑋1) =
1

1 + 𝑒𝑋1 . (B.24)

The first interpolation is between the Kirchhoff and composite roughness approxi­
mation. The interpolated cross section, indicated as the medium­roughness cross
section 𝜎𝑚𝑟, is expressed as

𝜎𝑚𝑟(𝜓) = 𝑓(𝑋1)𝜎𝑘𝑟(𝜓) + (1 − 𝑓(𝑋1))𝜎𝑐𝑟(𝜓) (B.25)

where

𝑋1 =
cos(𝜓) − cos(𝜓𝑑𝐵)

0.0125 (B.26a)

cos(𝜓𝑑𝐵) = (
1
𝑋2
+ 4)−

1
4 (B.26b)

𝑋2 = 1000
1
1+𝜁 (𝐶1𝑞2𝑐 )

1
𝜁 (B.26c)

with 𝜓𝑑𝐵 the crossover angle indicating approximately the transition between the
Kirchhoff and composite roughness approximation.

The final interpolation is between the medium­roughness and the large­roughness
cross section in order to obtain the roughness cross section 𝜎𝑟, as reported in
Eqs. (2.22) and (6.1), which is then valid for the entire angular range and all sedi­
ment types

𝜎𝑟(𝜓) = 𝑓(𝑋3)𝜎𝑚𝑟(𝜓) + (1 − 𝑓(𝑋3))𝜎𝑙𝑟(𝜓) (B.27)
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where

𝑋3 =
tan−1 𝑉 − 7°

0.5° (B.28)

with the values 7° and 0.5° being empirically defined reference angles.
Fig. B.6 represents model curves of roughness scattering predicted by means

of the interpolation function incorporating the Kirchhoff, composite roughness and
large­roughness cross section for various sediment types at a frequency of 100 kHz.

Figure B.6: Model predictions for roughness scattering at 100 kHz using an interpolation between
the Kirchhoff, composite roughness and large­roughness scattering approximations. The backscatter
strength 𝐵𝑆 = 10 log(𝜎𝑟) is shown at the y­axis.

B.7. Volume scattering approximation
In the APL­model the expression for volume scattering published by Stockhausen
[194] is generalized to allow for the effect of absorption on the transmission coef­
ficient and to account for acoustic shadowing and the bottom slope analogous to
Eq. (B.13). The volume scattering is written as

𝜎𝑣(𝜓) = 𝑈(𝜓, 𝑉)𝐹(𝜓, 𝜎𝑝𝑣 , 𝑉). (B.29)

To calculate 𝐹(𝜓, 𝜎𝑝𝑣 , 𝑉), Eq. (B.17) is employed with 𝜎𝑝𝑟 replaced by

𝜎𝑝𝑣(𝜓) =
5𝛿𝜎̂𝑣|1 − 𝑅2𝑟(𝜓)|2 sin2(𝜓)
𝑐̂ ln 10|𝐸(𝜓)|2ℑ{𝐸(𝜓)} (B.30)

with 𝜎̂𝑣 the empirically treated volume scattering parameter and ℑ{𝐸(𝜓)} the imag­
inary part of 𝐸(𝜓). Fig. B.7 represents model curves of volume scattering predicted
by the volume scattering approximation for various sediment types at a frequency
of 100 kHz.
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Figure B.7: Model predictions for volume scattering at 100 kHz using the volume scattering approximation
for various sediment types. The backscatter strength 𝐵𝑆 = 10 log(𝜎𝑣) is shown at the y­axis.





C
Layered backscatter model

Guillon and Lurton [136] developed a layered backscatter model based on the com­
bination of a classical scattering model and sound propagation inside a fluid layered
media. In this thesis, the APL­model described in Appendix B, is used as the classical
scattering model and the implementation of the sound propagation inside the sed­
iment follows the approach of Guillon and Lurton [136]. In the layered backscatter
model the contribution of the individual layers 𝑙 are coherently summed, follow­
ing the assumption of single scattering, to retrieve the total backscattering cross
section 𝜎𝑏 via

𝜎𝑏(𝜙) =
𝐿𝑛
∑
𝑙=1
𝜎̃𝑏𝑙(𝜙𝑙) (C.1)

where 𝜎̃𝑏𝑙 is the modified backscattering cross section at layer 𝑙, 𝐿𝑛 is the total
number of layers and 𝜙 is the incident angle.

In the following, the layered backscatter model is described for a two­layered
geophysical model, consisting of the water column (𝑙 = 0) and two sediment layers
(𝑙 = 1, 2) (Fig. 6.2), in agreement with Section 6.3.4.

First of all, the calculation of the backscattering at the buried interface needs to
account for the density and sound speed change (impedance adaption) due to the
overlying sediment. An angular refraction correction via Snell’s law to calculate the
incident angle on the buried interface is required as well (see Eq. (C.3)).

The volume scattering in the APL­model is based on the assumption of a semi­
infinite medium. In case of layering, the upper layer (𝑙 = 1) becomes finite and
Eq. (B.30), contributing the volume scattering cross section, needs to be modified
for the first layer as follows

𝜎𝑝𝑣1(𝜙) =
5𝛿1𝜎̂𝑣1 |1 − 𝑅2𝑟1(𝜓1)|2 sin

2(𝜓1)
𝑐̂1 ln 10|𝐸(𝜓1)|2ℑ{𝐸(𝜓1)}

(1 − 𝑒−4𝛼̂1𝑑1/ cos(𝜙2)) (C.2)

with 𝜓 the grazing angle, which is related to the incident angle via 𝜓 = 90 − 𝜙,
and 𝛼̂1 as the attenuation coefficient of the upper sediment layer 𝑙 = 1 in Neper/m.
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The term 𝑑1/ cos(𝜙2) represents the travel distance of the signal in the upper layer
𝑙 = 1, where 𝜙2 is the refracted angle into the upper layer and is retrieved via
Snell’s law from the incident angle on the surficial seabed 𝜙1 as follows

𝜙2 = sin−1 (𝑐1𝑐0
sin(𝜙1)). (C.3)

The backsacttering cross section is transferred from the buried interface (𝑙 = 2) to
the sediment­water interface by accounting for the sound propagation inside the
layered medium via

𝜎̃𝑏2 = 𝜎𝑏2𝐶𝑝0,1 (C.4)

using the so­called transfer coefficient 𝐶𝑝0,1
𝐶𝑝0,1 = |𝑇0,1|2|𝑇1,0|2𝑒−4𝛼̂1𝑑1/ cos(𝜙2) (C.5)

with the complex transmission coefficients defined as follows (see also Eq. (2.13))

𝑇0,1 =
2𝜌1𝑐̃1 cos𝜙1

𝜌1𝑐̃1 cos𝜙1 + 𝜌0𝑐0 cos𝜙2
(C.6a)

𝑇1,0 =
2𝜌0𝑐0 cos𝜙2

𝜌0𝑐0 cos𝜙2 + 𝜌1𝑐̃1 cos𝜙1
(C.6b)

where 𝑐̃1 represents the complex sound speed in the upper sediment layer retrieved
via Eq. (2.14).

Figs. C.1 and C.2 displays the layered backscatter model predictions for backscat­
tering at 100 kHz for a 20 cm and 50 cm clay layer above a semi­infinite sandy gravel
layer (blue dashed line) and the effect of the layering on the individual layers.

Figure C.1: Model predictions for backscattering at 100 kHz using the layered backscatter model for a
20 cm clay layer above a semi­infinite sandy gravel layer (blue dashed line). The solid lines indicate the
single­layer case using the APL­model. The green dashed line shows the effect of layering on the upper
finite clay layer and the red dashed line shows the effect of layering on the buried sandy gravel layer.
The backscatter strength 𝐵𝑆 = 10 log(𝜎𝑏) is shown at the y­axis.
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Figure C.2: Model predictions for backscattering at 100 kHz using the layered backscatter model for a
50 cm clay layer above a semi­infinite sandy gravel layer (blue dashed line). The solid lines indicate the
single­layer case using the APL­model. The green dashed line shows the effect of layering on the upper
finite clay layer and the red dashed line shows the effect of layering on the buried sandy gravel layer.
The backscatter strength 𝐵𝑆 = 10 log(𝜎𝑏) is shown at the y­axis.
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