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1
INTRODUCTION

Burning oil is like taking furniture from your house
and setting it on fire for heat.

Elon Musk

We shape our buildings;
Thereafter they shape us.

Winston Churchill

Some facts about time

It takes about eight minutes, for a photon to travel 93 million miles from the sun to the

earth.

It takes decades to hundreds of years, for a tree to reach full maturity, by capturing pho-

tons from the sun through photosynthesis day after day.

It then needs millions of years, and every proper condition, for a tree to become fossil fu-

els.

However, burning out those fuels might only take seconds.

Fortunately, we have found a time-saving and environment-friendly approach to capture

photons and utilize the solar energy by photovoltaic technologies.

It will take you couples of minutes (most likely) or hours (my honor) to explore the most

recent development in photovoltaic windows in this dissertation, which took the author

more than four years to accomplish.

Parts of this chapter have been published in Applied Energy 228, 1454 (2018) [1].
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2 1. INTRODUCTION

Current photovoltaic (PV) industrial chain mainly serves the conventional utility-scale
PV power stations. Rigid and opaque silicon-based PV modules domain the market so
far. As distributed PV capacities expand, PV modules tend to be integrated with existing
infrastructures (mostly, buildings). To adapt with the building environment, innovative
design is required from the cell level to the system level. This dissertation specially deals
with the window-integrated photovoltaics. In this introduction, the global energy situ-
ation and the concise history of photovoltaic technologies are presented as background
knowledge. The major topic, building-integrated PV windows, is then briefly introduced
and explained in detail regarding the distinct features from conventional PV stations.
The aim, scope, and outline of this dissertation is finally addressed.

1.1. SOLAR ENERGY AND PHOTOVOLTAICS

Figure 1.1: The world energy reserves and consumptions in 2017. The area of discs represents the energy
reserves. Above the lines are annual consumptions in 2017 as a percentage of reserves [2–4].

H UMAN beings consume 18.75 TWyr1 energy worldwide in 2017 [4]. This figure has
increased by 41.04% since 2000 [4], and is predicted to reach 23.87 TWyr in 2040

[5]. The continuous increase of global energy demand is challenging the limited energy
resources on this planet. As of press time, traditional fossil fuels are still the primary

1TWyr is the abbreviation of terawatt-year. 1 TWyr is equal to 8.76×1012 kilowatt hour (kWh).
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energy sources of humankind. However, the shares of fossil fuels in total power genera-
tion are projected to decrease from now to 2040 [5]. The decline of fossil-fuel proportions
stems from not only the depleting resources, but also the severe air pollution and carbon
dioxide emission from fossil-fuel combustion [6]. According to the Paris Agreement, the
world shall unite to deal with the global climate change due to greenhouse-gas emis-
sions [7]. In this case, renewable alternatives to fossil fuels are in urgent need. Among all
available energy resources on this planet, land-received solar energy is the most abun-
dant one, even richer than the combination of all the other forms, as shown in Figure
1.1. Ideally, only a small fraction (1/1200) of land-received solar energy is sufficient to
supply the worldwide energy consumption [8]. Therefore, huge efforts have been made
to develop cost-efficient technologies to harvest solar energy.

electrons

holes

light

current

a b

E
ph

E
c

E
v

E
G

thermalization

generation

E
ph

 > E
G

Figure 1.2: Solar cell’s operating principles based on the photovoltaic effect. a, Flow of charge carriers in a sim-
ple model of solar cell: 1© generation of electron-hole paires, 2© separation of charge carriers, 3© collection of
charge carriers at the terminals, 4© extraction of electrons through the external circuit, and 5© recombination
of electron-hole pairs. b, Band diagram of charge carriers. Figure is adapted from [9].

In fact, most of the commonly-used energy sources by human beings come indi-
rectly from the sun, e.g., fossil fuels, wind energy, biomass, etc. They usually form natu-
rally in a low conversion efficiency and through a long cycle. In 1839, the French physi-
cist Alexandre-Edmond Becquerel discovered the photovoltaic effect, which is a phe-
nomenon that a voltage is generated in response to radiant energy (mostly, light). Later
in 1905, Albert Einstein explained the photoelectric effect2 in his paper, which earned
him the Nobel Prize in 1921 because of the novel concept of wave–particle duality in
the nature of light. As our knowledge of light and semiconductors grows, various PV
technologies have been developed based on the most fundamental mechanism of pho-
tovoltaic effect, which is illustrated in Figure 1.2. Firstly, three steps occur within the
photovoltaic materials to generate voltage between electrodes from light radiation. 1©
An electron is excited to a higher energy level by a photon, simultaneously creating a
hole, which behaves as a positively-changed particle. In quantum theories, the energy
state of a electron in the semiconductor material is not continuous, meaning that no
energy state is allowed to exist between the valence band edge (Ev ) and the conduction
band edge (Ec ), as shown in Figure 1.2b. Therefore, in the light beam containing photons

2Photoelectric effect is a phenomenon discovered by the German physicist Heinrich Hertz in 1887 that free
electrons are emitted from a metal surface when light strikes it. The major difference from photovoltaic effect
is that electrons are emitted to the space, not directly enter a new material.



4 1. INTRODUCTION

with various energies (Eph), only those with Eph larger than the bandgap (Eg = Ec −Ev )
of the ideal semiconductor materials can create electron-hole pairs. 2© Charge carri-
ers (electrons and holes) are separated based on certain mechanisms depending on the
photovoltaic technologies. 3© Charge carriers are collected at the terminals, where a po-
tential difference is created in between. Till now, a voltage is formed between two elec-
trodes and the mechanism of photovoltaic effect has been briefly explained. Secondly,
two further steps are taken to generate electricity in the external circuit. 4© Electrons
are extracted from the electrode and used to drive an electric circuit. 5© Passing through
the loads, electrons combine with holes at the other electrode. Together, five steps have
explained the working principle of solar cells based on photovoltaic effects.

In 1954, the first modern solar cell was developed in the Bell Laboratories in the
United States. The silicon-based solar cell showed an power conversion efficiency (PCE)
of about 6% [10]. In 1985, the PCE of crystalline silicon (c-Si) solar cells had exceeded
20%, which was demonstrated at the University of New South Wales. As of press time,
the most efficient non-concentrator single-junction solar cell was fabricated with thin-
film crystal gallium arsenide (GaAs), which holds the record PCE of 29.1% [11]. However,
GaAs is an expensive material, which is also carcinogenic for humans. Therefore, it is
mostly used in space technologies or military applications. Nowadays, c-Si solar cells
dominate the PV market, representing more than 90% market share. Among them, the
most efficient type (non-concentrator, and single-junction) is the silicon-based hetero-
junction solar cell, with a record PCE of 26.6% [11]. As the PCE improves and the module
costs reduce, photovoltaic prices have fallen from $76.67 per watt in 1977 to $0.23 per
watt in 2017 [12]. In some regions, the LCOE3 of photovoltaic solar energy is already
cheaper than the price of grid electricity [13].

In general, current photovoltaic technologies fall into three categories. They are
listed below with the record efficiency4 (non-concentrator, and single-junction) to date
marked in subsequent brackets.

• Wafer-based cells, including traditional crystalline silicon (c-Si, 26.6%) and gallium
arsenide (GaAs, 29.1%), which is a thin film of GaAs separated from a GaAs wafer.

• Commercial thin-film cells, including amorphous silicon (a-Si, 14.0%), cadmium
telluride (CdTe, 22.1%), and copper indium gallium (di)selenide (CIGS, 22.9%).

• Emerging thin-film cells, including perovskite (24.2%), organic (15.6%), and quan-
tum dot (QD, 16.6%).

In 2017, cumulative PV capacity reached almost 398 GW and generated over 460
TWh, accounting for about 2% of global power output. As predicted by the International
Energy Agency (IEA), those numbers will keep going up in the next five years, as shown
in Figure 1.3. Till 2023, the cumulative PV capacity and annual generation will both be
around 2.8 times that of 2017, according to the optimistic estimates [2]. In the future,
photovoltaic will be one of the most promising renewable energy resources, as boosted
by the policies and the market.

3Levelized Cost of Electricity (LCOE), representing the total cost to build and operate an energy producing
source over its anticipated lifetime divided by the total amount of electricity produced.

4See Appendix A “Best Research-Cell Efficiencies” for detail.
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Figure 1.3: Diagram of cumulative PV capacity (bar) and annual PV generation (dot) from 2017 to 2023, main
and accelerated cases [2].

1.2. BUILDING-INTEGRATED PHOTOVOLTAIC WINDOWS

A S estimated, the world’s entire primary energy demand can theoretically be met by
installing today’s photovoltaic products in less than a tenth of the area of the Sahara

[14]. However, large-scale photovoltaic coverages could lead to regional and global cli-
mate change, in terms of temperature, precipitation, atmospheric circulation, etc. [15].
In contrast, a more decentralized installation of PV panels in urban areas will result in
less impact on the regional and global climate [15]. Commonly, but not universally, dis-
tributed photovoltaics refer to electricity-generating PV systems with a rated capacity of
100 kW or less [16]. It is projected by IEA that the net additions of distributed PV ca-
pacity will increase fast in the next five years, as shown in Figure 1.4. Compared with
utility-scale types, distributed PVs can reduce the transmission losses and allow for flex-
ible installations integrated with existing infrastructures. In urban areas, buildings pro-
vide not only convenient environment for photovoltaic installation, but also local loads
for power consumption. Therefore, building-integrated photovoltaics (BIPVs) have been
considered to be a promising form of distributed PVs. Note that a building in this dis-
sertation refers to a structure which serves not just limited to humans, but also plants or
animals.

Globally, more than a third of energy consumption is attributable to the building sec-
tor [17]. In developed regions, those numbers are even higher (39% for U.S. and 40% for
Europe) [18]. Reducing the consumption of building energy generated from fossil fu-
els helps alleviate the air pollution and global warming. Some European countries even
regulate that all new buildings shall be nearly zero energy buildings (ZEBs) by the end
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Figure 1.4: Net additions of solar PV capacity from 2012 to 2023, main and accelerated cases [2].

of 2020 [19]. Apparently, local energy harvesting is required to realize this goal. Among
all realistic strategies, BIPV is an obvious choice for those regions with adequate solar
radiation.

According to the mounting positions of buildings, BIPV can be classified into roof,
wall, and glass-attached types. As predicted, the global market of BIPV will reach nearly
$7 billion in 2026 [17]. By then, the glass-attached PV accounts for the largest propor-
tion among the three categories, as shown in Figure 1.5. It means that the potential BIPV
market in the window areas of the buildings is huge. In this dissertation, a photovoltaic
window refers to a daylight-management apparatus with photovoltaic solar cells, mod-
ules, or systems embedded on, in, or around a window of the building [20, 21].
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Figure 1.5: Predicted worldwide BIPV market revenue. Figure is adapted from [17].

PV windows take full advantage of vertical space in congested urban areas, where
available horizontal lands are scarce, and local energy consumptions are tremendous.
To evaluate the equivalent horizontal area (EHA) of available vertical surfaces of build-
ings, we define Rv/h as the ratio of the annual solar energy received on the sunward (e.g.
equator-facing for temperate zones) vertical unit area to that received on the horizontal
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Table 1.1: Rv/h of nine selected cities around the world

City Rv/h

Shanghai 0.8717
New York City 0.9128
Tokyo 0.9345
Beijing 0.9629
London 1.0233
Los Angeles 0.7799
Toronto 0.9289
Paris 0.9669
Berlin 1.0181

unit area, i.e.,

Rv/h =
∫

Gv,g l obal (t )d t∫
Gh,g l obal (t )d t

, (1.1)

where Gv,g l obal indicates the global irradiance on a sunward vertical plane; and Gh,g l obal

indicates the global irradiance on a horizontal plane. The integration time here is an
entire year (365 days). According to reliable climate data [22], the calculated value of
Rv/h for Shanghai is 0.8717. More specifically, the EHA of the highest skyscraper (632
m) in Shanghai equals to the area of 3.5 standard football fields, which occupy 15.6-
fold horizontal areas as the building does [1]. Rv/h for nine selected cities is calculated
and shown in Table 1.1. Considering all the urban high-rise buildings around the world,
vertical area holds enormous potential for the utilization of solar energy, especially the
window area, which is relatively large in modern buildings.

The nature of PV windows is to manipulate photons in order to turn incident light
partially into electricity and partially into transmitted light. Most reported approaches
are implemented by integrating opaque PV with window treatments5; or by integrating
transparent [23], semi-transparent [24], regionally transparent PV [25], or light-directed
materials [26] with window glazing. As shown in Figure 1.6, diverse possibilities of PV
windows are illustrated by existing products, demonstrations, and devices. This disser-
tation mainly focuses on the discussion of opaque PV window shading elements and
semi-transparent PV window glazing.

1.3. MORE THAN POWER GENERATION

U NLIKE traditional centralized PV power plants, PV windows serve as a multifunc-
tional fraction of buildings. From the architectural point of view, power generation

is just one aspect of the initial consideration of architectural design. Architects mainly
consider the appearance, practicality, and user demand of the building. Therefore, the
optimal design of PV windows is not limited to maximizing the power generation, but
also aims to balance the dynamic built environment from the aspects of energy, photo-

5A window treatment is a decorating element placed on, in, around, or over a window, to achieve the function
of anti-glare, heat insulation, privacy protection, aesthetics, etc.
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a b

c d

Figure 1.6: Existing PV-window demonstrations. a, Smart solar blinds from SolarGaps. b, Adaptive solar façade
at the House of Natural Resources [27]. c, PV greenhouse with reflective aluminum mirrors [28]. d, Transparent
PV solar device [29].

biology6 and aesthetics.
Energy. Heating is one of the most direct impact of sunlight on buildings in terms of
energy. The long-wavelength (infrared) portion of the solar radiation contributes to the
majority of heating, which is favorable to buildings in cold winter. However, solar heating
increases the cooling loads of buildings in hot summer. Such heating can be regulated
by adjusting the penetration of sunlight into buildings from PV windows. PV windows
can also control the amount of incident visible light. If PV windows absorbed excessive
sunlight and consequently resulted in inadequate daylighting for illumination (e.g. <
500 lux for office), artificial lighting will be required to compensate the illuminance level,
consuming extra electric energy. Additionally, furniture ages with excessive irradiation
of short-wavelength (ultraviolet) portion of sunlight. Renovation can be considered as a
special form of energy waste.
Photobiology. Solar radiation not only acts on building energy, but also affects the crea-
tures in buildings. As for human beings, light acts on retina triggering not only vision but
also circadian rhythm [30]. The ultraviolet B rays of sunlight falling on skin catalyze the
production of Vitamin D [31]. Regarding most of plants, light energy transfers electrons
from water to carbon dioxide, to produce carbohydrates during oxygenic photosynthesis
[32]. According to the degree of user demand and light quality, there are mainly three lev-
els of light requirements in architectural design. The most basic level is to avoid damage
to humans (such as blue-light hazard [33]) and to keep plants alive. This is attainable
by providing adequate, natural, and healthy light. The next level of light design would

6Photobiology is broadly defined to include all biological phenomena involving non-ionizing radiation.



1.4. AIM AND SCOPE OF THIS DISSERTATION 9

be to provide suitable light and thermal environment for occupants (including plants).
Specifically, direct sun irradiance would cause disability glare for observers [33]; and in-
appropriate color temperature might affect the human moods [30]. An even higher level,
which requires customized light input, can improve the working efficiency [30] of users
and boost the growth of plants [34]. Therefore, the living conditions of creatures in build-
ings are affected by PV windows, which can control the quantity and quality of incident
sunlight.
Aesthetics. Rigid, rectangular, either black or blue appearance, is the primary impres-
sion of people on photovoltaic solar modules. Such conventional standard products are
designed to enhance light absorption and module robustness. However, this is far from
enough for architects, who expect diverse options of PV modules in terms of color, shape,
transmittance, flexibility, etc. It requires interdisciplinary collaboration at the begin-
ning of the cell development and module design. Currently, novel BIPV products have
emerged in the market, such as colorful, image-printable, and even white PV modules
from CSEM [35], solar tiles from Tesla [36] and Hanergy [37], etc. Those products open
a new paradigm for BIPV. Since aesthetics vary from person to person, this issue will not
be discussed as an academic issue in the dissertation. However, the absence of such
discussions does not reduce the significance of the aesthetic issue, especially for the PV
market.

Aforementioned three aspects should be considered comprehensively in the initial
stages of the development of PV windows, from the semiconductor material, to solar
cell, to PV module, and lastly to system levels. Those aspects are highly interconnected
with respect to the overall performance of PV windows. For instance, enlarging the ab-
sorption of sunlight by PV windows may possibly reduce the incident solar irradiation,
leading to the changes of energy consumption by artificial lighting, heating and cool-
ing, meanwhile affecting the visual comfort of human or the photosynthesis of plants.
Therefore, this dissertation is essentially intended to balance the contribution of solar
photons to different architectural aspects.

1.4. AIM AND SCOPE OF THIS DISSERTATION

W ITHIN this dissertation, scientific research has been conducted around the topic
of PV windows. The aim of this dissertation is to answer the following research

questions:

1. How to generate electricity in the window area of buildings by integrating photo-
voltaic applications?

2. What is the optimal sun-tracking position for the interior PV shading elements to
achieve the maximum power generation and non-glare daylighting, and what is
the optimal layout of solar cells on the slat of PV blinds?

3. How to balance the overall annual energy performance of buildings integrated
with PV blinds in terms of PV power generation, artificial lighting, heating and
cooling?

4. How is the PV performance across the full range of rotation angles in the green-
houses with high-density and low-density PV layouts, and how is the correspond-
ing interior irradiance distribution?
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5. How to fabricate semi-transparent thin-film amorphous silicon solar cell, and how
to control the transmittance of the semi-transparent PV window?

In order to answer aforementioned questions, the following scope has been deter-
mined for this dissertation:

1. Among all categories of buildings, two types of them, high-rise buildings and glass
greenhouses, are mainly studied in this dissertation. For existing high-rise build-
ings, we focus on the interior PV windows since exterior installations would in-
crease the initial cost, have high requirements on wind and snow loads, and affect
the appearance of the buildings. In terms of PV windows on greenhouse roofs, ex-
terior installations are considered in our study based on the fact that greenhouses
are usually not very tall buildings. Exterior roof PV installations for greenhouses
are easier than vertical installations for skyscrapers. Additionally, exterior PV mod-
ules receives more solar irradiance, resulting in more electricity generation.

2. Among current available PV technologies, thin-film solar cells are envisioned as
suitable candidates for interior PV windows due to their intrinsic properties, such
as light-weighted, flexible, etc. This dissertation has been limited to a few thin-
film PV technologies, i.e. amorphous silicon (Chapter 2, 3, and 6) and cadmium
telluride (Chapter 4).

3. As for greenhouse PV application, suitable commercial products have been avail-
able in the market. In this dissertation, we choose a ultra-thin high-performance
PV module, which uses the PV technology of crystalline silicon (Chapter 5).

4. To form a PV window, one or more PV technologies are integrated with conven-
tional window treatments, e.g. blinds, shutters, shades, curtains, films, awning,
etc. This dissertation mainly focuses on window blinds and films, in academic
words, opaque PV shading elements and semi-transparent PV glazing.

5. It is unrealistic to include all optimization objectives in the aforementioned three
aspects with respect to the performance of PV windows. Several selected critical
parameters are presented in this dissertation, i.e. PV power generation, glare in-
dex, incident irradiance, incident illuminance, thermal effects, and transmitted
spectrum. In each independent task, one specific parameter or a combination of
them has been implemented to optimize the intended performance.

6. Modeling and simulation are the major methodologies in module-level and system-
level studies. Verification experiments could be expected in further study, but not
in this dissertation. As to semi-transparent solar cells, only small-area devices
have been fabricated in our laboratory to demonstrate the concept.

1.5. OUTLINE OF THIS DISSERTATION

T HIS dissertation is structured in seven distinct chapters, as illustrated in Figure 1.7.
In this chapter, a brief introduction to solar energy, photovoltaics, and building-

integrated PV windows in general is given. This chapter leads the following Chapters
2-6, each containing an independent research topic.



1.5. OUTLINE OF THIS DISSERTATION 11

Photovoltaic Windows Chapter 1

Opaque
PV shading elements

Semi-transparent
PV glazing

One-axis Chapter 2

Multi-axis Chapter 3

Office building Chapter 4

PV greenhouse Chapter 5

Amorphous silicon + PDLC Chapter 6

Conclusion Chapter 7

Figure 1.7: Outline of this dissertation in logical and structural sequence.

In Chapter 2, a mathematical model of solar irradiance and a geometrical model of
a reference office are built, which are also useful in Chapter 3 and 4. Additionally, one-
axis PV blinds and the total input power are modeled and analyzed in regard to annual
power generation and glare protection. An optimal sun-tracking angle has been found
to achieve both maximum power generation and non-glare daylighting. Optimal design
of cell layout is also proposed to avoid shading from window frames.

In Chapter 3, PV shading elements with extra degree of freedoms (DOFs) have been
modeled and analyzed in a similar way as in Chapter 2. Two-DOF PV shading elements
have been proved to be the same as one-axis PV blinds in respect to optimal sun-tracking
positions. PV shading elements with three-DOF sun-tracking abilities are demonstrated
capable to meet all the requirements, i.e. gaining the maximum power generation, pro-
tecting from glare, and avoid shadows from the window frame. A corresponding variable-
pivot three DOF (VP-3-DOF) sun-tracking algorithm is given in the form of an analytical
solution.

In Chapter 4, the overall energy performance of the reference office with one-axis PV
blinds is analyzed over an entire year. Photovoltaic power generation and power con-
sumption by artificial lighting, heating and cooling have been fully considered.

In Chapter 5, PV windows are applied to the skylight in Dutch greenhouses. Un-
like vertically-mounted PV windows mentioned above, the greenhouse PV panels are
installed on a pitched roof to regulate the sunlight for plants, instead of humankind.
PV layouts in high and low densities are evaluated under four special sun-tracking posi-
tions with regard to power generation and interior irradiance. Simulation results provide
guidelines to balance the PV power generation and food production in greenhouses.

In Chapter 6, semi-transparent devices are fabricated to demonstrate the PV win-
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dows. The incident sunlight can be tuned with PDLC films to form self-powered photo-
electrochromic devices.

Chapter 7 concludes the insights throughout the dissertation. In addition, an out-
look is given on PV windows.

1.6. CONTRIBUTION TO THE RESEARCH FIELD

T HIS project has contributed to the developments of building-integrated PV windows
in the following aspects:

• A comprehensive methodology to evaluate the annual performance of BIPV con-
sidering the PV partial shading effects.

• Optimum one-DOF sun-tracking algorithms for PV blinds with improved layout of
horizontal-stripe cells.

• Optimum VP-3-DOF sun-tracking algorithms for three-DOF PV shading elements.

• Design guidance as to how to balance the power generation and interior irradiance
of PV greenhouse.

• A simulation-based method to fabricate semi-transparent solar cells.
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2
ONE-AXIS PHOTOVOLTAIC WINDOW

BLINDS

Abstract

Vertical space bears great potential of solar energy especially for congested urban areas,
where photovoltaic (PV) windows in high-rise buildings can contribute to both power
generation and daylight harvest. Previous studies on sun-tracking PV windows strayed
into the trade-off between tracking performance and mutual shading, failing to achieve
the maximum energy generation. In this chapter, we first build integrated models which
couple the performance of one-axis sun-tracking PV windows to the rotation angles. Sec-
ondly, one-axis sun tracking are mathematically proven to be not able to gain either max-
imum power generation or non-glare daylighting under reasonable assumptions. When
the restriction of the proposed model is relaxed, however, the aforementioned goals can
be achieved by the optimum one-axis sun tracking with extended PV slats and particu-
lar design of cell layout. The proposed optimum sun-tracking method also reveals great
protection against sun glare.

Parts of this chapter have been published in Applied Energy 228, 1454 (2018) [1].

15



16 2. ONE-AXIS PHOTOVOLTAIC WINDOW BLINDS

2.1. INTRODUCTION

P V windows have been invented in varied forms, among which one of the most basic
combinations is to integrate opaque solar cells with window blinds. Power genera-

tion and incident sunlight can be regulated by controlling the tilt angle of the slats cov-
ered with solar cells. In this chapter, PV shading effects have been considered through
building mathematical models. Reasonable design of cell layout on the slat has been
given, and optimum sun-tracking algorithms have been derived.

2.1.1. LITERATURE REVIEW ON PHOTOVOLTAIC WINDOW BLINDS
Due to the obvious feasibility of PV blinds, there exist many relevant studies, which range
from simulations to field experiments. Kang et al. analyzed several parameters of a PV
blind. Among a series of inclined angles (from 0◦ to 90◦ in 15◦ intervals), the maximum
electricity production was obtained in the inclined angle of 75◦. The optimal width of the
PV module was half of the width of the blind to avoid PV shading effects. Moreover, the
ventilation in the double-layer window façade decreased the temperature of the cavity,
consequently improved the electricity production by 8.3% [2].

Kim et al. studied a combined system of a PV blind and dimmable LED lights. The PV
modules (6% PCE) were attached to the blind slats. In the reference room, the slat angle
was kept at 0◦. Meanwhile, in the adjacent test room, the slat angle was hourly controlled
to be orthogonal to the profile angle of the sunlight. The LED lighting in both rooms
was automatically controlled with the feedback of photosensors in order to maintain the
illuminance level of the target working plane. Experimental results showed that the PV
power generation in the test room was 32% more than that in the reference room; but
the energy saving of LED lighting in the test room was 35% less than that in the reference
room. Due to the low efficiency of PV modules used in this study, the overall energy
performance was inconclusive [3].

Bahr et al. assessed the design parameters of a PV-blind system based on a costs-
benefits analysis. Two variables were considered: the ratio between the installation dis-
tance of adjacent slats to the module depth (1, 2, and 3), and the tilt angle (0◦, 25◦, and
60◦). The profit rate of the PV blind system was calculated by considering heating and
cooling loads, PV power generation with partial shading effects, daylighting and artificial
lighting. Simulation results showed that the highest profit rate was obtained when the
ratio was 2; and the tilt angle was 0◦ [4].

Mandalaki et al. investigated various typologies of PV shading systems in terms of
energy efficiency and visual comfort conditions. The Brise-Soleil system was proved to
be the most suitable typology to integrate PV modules. However, all typologies were
assessed in a fixed position; and the tilt angle of blinds was not given [5].

Luo et al. compared the thermal performance of PV blind within a double skin façade
(DSF) with that of conventional DSFs with and without shading blinds. Experimental re-
sults showed that the DSF PV blind can save 12.16% and 25.57% respectively in summer
compared with those two counterparts [6].

Hu et al. conducted comparative studies on the BIPV Trombe wall systems in regard
of electricity production and heating/cooling load reduction. Results showed that the
PV blind-integrated Trombe wall system was superior to the glass-attached and mass
wall-attached PV Trombe wall systems in terms of electricity saving and CO2 emission
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reduction [7, 8].
Hong et al. investigated the design parameters of the PV blind by nonlinearity analy-

sis. Three design variables were mainly considered, i.e. the orientation, the width of the
PV panel (from 10 mm to 50 mm in 10 mm intervals), and the season. Results showed
that the PV blind with 10 mm-width PV panels revealed the best performance in terms
of electricity generation and saving-to-investment ratio at year 25 because the relatively
smaller width alleviated the PV partial shading effects [9].

Park et al. developed a four-node-based finite element model (FEM4−node ) to predict
the electricity generation of the PV blind. By this means, the economic performance
of the PV blind can be comprehensively analyzed for practical applications [10]. Based
on FEM4−node , Oh and Koo et al. improved the prediction accuracy of the model by
developing a nine-node-based finite element model (FEM9−node ) [11, 12].

Hong et al. proposed the bi-directional control method, which eliminated the par-
tial shading problem of PV blinds. Compared with the uni-directional control method
(PV panel remained as orthogonal to the profile angle of the sunlight), the bi-directional
control improved the average illuminance of the room and generated comparative elec-
tricity [13]. In a following study, Hong et al. further evaluated the bi-directional control
method in regard of lighting and thermal performance. Results showed that the energy
consumption of lighting and heating system were reduced, but the cooling system con-
sumed more energy, compared with the uni-directional control method [14].

2.1.2. MOTIVATIONS AND OBJECTIVES

A common misconception is that BIPV sun tracking is to orient the PV surface perpen-
dicular to the sun rays. This misconception stems from the sun-tracking method com-
monly found in conventional PV power stations, where sun trackers (or solar trackers)
are used to orient flat PV panels towards the sun in order to increase the energy collec-
tion. During daylight hours, the PV panels are kept in an optimum position perpendic-
ular to the direction of the solar radiation [15]. Theoretical explanation of ubiquitous
perpendicular-sun-tracking methods resides in the basic model of the global irradiance
on a tilt plane (Gt ,g l obal ) [16], i.e.,

Gt ,g l obal = I di r
e cosγ+Gh,d Rd +Gt ,g r ound , (2.1)

where I di r
e is the direct normal (or direct beam) irradiance (DNI) of the sunlight; γ is

the angle between the PV surface normal and the incident direction of the sunlight; Gh,d

is the diffuse horizontal irradiance; Rd is the diffuse transposition factor; Gt ,g r ound is

the ground-reflected irradiance. The product I di r
e cosγ represents the direct irradiance

on the tilt plane, i.e. Gt ,beam , which is a dominant component contributing more than
90% of the global irradiance in a cloudless day [17]. The other two components, dif-
fuse (Gt ,d = Gh,d Rd ) and ground-reflected irradiance, contribute a small proportion to
the clear-sky Gt ,g l obal , and vary with the orientation of the plane. If we ignore the vari-
ations of those two components caused by the orientation and take such components
as orientation-independent constants because of their small contribution, we can con-
clude that the maximum Gt ,g l obal is achieved when γ equals to zero, i.e. the PV surface
is perpendicular to the incident sun rays. The maximum Gt ,g l obal leads to the maximum
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incident energy per unit time, i.e. the maximum input power Pi n , because the direct-
beam-illuminated PV area Sb remains as a constant; i.e.

Pi n =Gt ,g l obal Sb . (2.2)

However, the perpendicular-sun-tracking method is not necessarily applicable to
BIPV due to complicated building environment and multiple sun-tracking purposes.
Compared with conventional sun-tracking PVs, building integrated sun-tracking PVs
make a profound difference because Sb shrinks when shadows appear on the PV surface
caused by adjacent elements. In this circumstance, the product of a maximum Gt ,g l obal

with a reduced Sb cannot guarantee a maximum Pi n any more. The shadows on the PV
surface not only lead to a diminished Sb , but also result in PV partial shading problems,
which affect the PV performance, especially the module efficiency ηm . ηm drops dra-
matically when uneven shadows are found on series-connected solar cells. PV module
performs the best when no shadow casts upon it. To maximize Pout at a given time, a
straightforward way is keeping the PV surface towards the optimal orientation, where it
receives the maximum Pi n ; and no shadow appears on it, resulting in the maximum ηm

(Eq. (2.3)). Therefore, one of the purposes of sun tracking is to preserve the maximum
Pout at every tracking moment, so that the PV module generates the maximum energy
E , which is the integral of Pout over a certain period of time t (Eq. (2.4)).

Pout = Pi nηm . (2.3)

E =
∫

Pout (t )d t . (2.4)

As to BIPV, sun tracking is not only aiming at the maximum E , but also the capability
to fulfill building functions. For window treatments, two main functions are daylighting
and glare protection. In a nutshell, the objectives of building-integrated solar tracking
for PV windows are to receive the maximum Pi n , to avoid shadows on the PV surface, and
to enable daylighting without glare. This work focuses on the solutions to meet these
objectives.

2.2. METHODS

U NLIKE the method of case study in most aforementioned literatures, in this study, a
general theory of BIPV sun tracking method is developed based on modeling and

simulation. Simplifications and assumptions are properly applied to the models and
simulations to achieve general sun-tracking solutions in complex architectural environ-
ment. The solar irradiance model is built based on typical conditions of building win-
dows and window treatments. The shadow position on PV shading elements is derived
from basic three-dimensional rotation matrices using the knowledge of solid analytical
geometry. Shadows on shading elements and inside the room are simulated and ob-
served by SketchUp, a three-dimensional modeling software which can present realtime
shadows [18]. Taking the partial shading effects into consideration, the annual energy
generation is then calculated in the simulation model built by MATLAB SimuLink, us-
ing the climate database from Meteonorm, which generates accurate climate data for
any place in the world [19]. Point-in-time glare is simulated in the Rhinoceros model
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Figure 2.1: Simulation tools that have been used in this chapter.

of a reference room by DIVA and Grasshopper [20]. Rhinoceros is an accurate three-
dimensional modeling tool, which contains accessible development tools and plug-ins,
such as Grasshopper and DIVA. In this study, DIVA is used to simulate the point-in-time
glare using various sun-tracking methods [21]. Grasshopper, a graphical algorithm edi-
tor, is used to link the movements of shading elements with the solar position [22]. The
simulation tools are illustrated in relation to the models and results in this study (Figure
2.1).

2.2.1. MODEL OF SOLAR IRRADIANCE

Firstly, an equator-facing window in the sunward side of a high-rise building is defined,
which is rarely shaded by surrounding objects from the sun (Fig. 2.2a). We only con-
sider the buildings located in the temperate zone (between 23.5◦ and 66.5◦ for both north
and south latitude) to ensure the sun stays the same side of the building during the PV-
functioning hours for an entire year. Usually, the solar position is defined by the solar
altitude αs and the solar azimuth As in the horizontal coordinate system. Here, we de-
note the solar position by a unit vector ns (xs , ys , zs ) in corresponding Cartesian coordi-
nate system (Fig. 2.2b). Eq. (5.6) transforms the spherical coordinates into the Cartesian
coordinates.

ns =
xs

ys

zs

=
−cosαs cos As

cosαs sin As

sinαs

 . (2.5)

Analogously, the orientation of the PV surface on the shading element is denoted by the
altitude αPV and the azimuth APV of the normal of the PV surface in the horizontal co-
ordinate system, and nPV (xn , yn , zn) in the Cartesian coordinate system (Fig. 2.2d). By
the aforementioned definitions, we succeed in including nPV and ns in the same three-
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Figure 2.2: Definitions for the irradiance model.

dimensional Cartesian coordinate system (Fig. 2.2e). Since nPV only indicates the ori-
entation of the PV surface instead of the exact position of the shading element, here we
define the initial position of the shading element (a rectangular PV module) as a vertical
plane facing equator (nPV 0(1,0,0)), and let one side of the rectangle be parallel with the
horizontal plane. An arbitrary position can be achieved from the initial position by a se-
ries of rotations, which is mathematically expressed as a rotation matrix, denoted as R
(Figure 2.2e). nPV can be derived by

nPV = R ·nPV 0. (2.6)

Based on above definitions, the following assumptions are made to simplify the phys-
ical building structures and the solar radiation models. These assumptions are com-
monly found in similar studies [16, 23], and are not restrictive as compared with the real
scenario.

1. The window is an equator-facing rectangle perpendicular to the horizontal plane.
The dimensions of the window and window shading elements are given, whose
thicknesses are ignored to simplify the analyses. Window shading elements are
mounted interiorly behind the window glass, or within the double-pane window.
The transmittance of the outer glass is high, i.e. the absorption and reflection of
sunlight can be ignored. The PV window shading elements are just able to cover
the whole window area for the sake of daylight control and privacy protection, i.e.
the total area of PV material SPV equals to wl (Figure 2.2c).
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2. The shading elements in the window treatments rotate simultaneously so that
they receive identical solar irradiance, which benefits the performance of series-
connected mini modules. Therefore, the position of an individual shading element
can be obtained from one target shading element by a simple translation.

3. The total diffuse irradiance on the PV surface from the sky, ground, and interior
reflection is isotropic. In other words, the surface receives identical diffuse irra-
diance from any direction. The ground-reflected irradiance Gt ,g r ound is ignored
here. We also simply take the irradiance on the shading area as the isotropic dif-
fuse irradiance, i.e. Gh,d .

According to aforementioned definitions and assumptions, we can build an isotropic
solar irradiance model for the sun-tracking PV window. Since cosγ equals to nPV

T ·ns ,
where the symbol T indicates the transpose operator, referring Eqs. (2.1) and (2.6), the
global irradiance on the tilt PV shading element Gt ,g l obal is derived as

Gt ,g l obal = I di r
e nPV

T ·ns +Gh,d = I di r
e (R ·nPV 0)T ·ns +Gh,d . (2.7)

According to Assumption 3, the irradiance on the shading area of the PV surface is Gh,d .
Therefore, the solar input power on a diffuse partially-shaded plane is derived as

Pi n =Gt ,g l obal Sb +Gh,d (SPV −Sb) = I di r
e Sb(R ·nPV 0)T ·ns +Gh,d SPV , (2.8)

where SPV indicates the entire PV area. In this model, the solar position (ns ) of a specific
date and time is predictable with the given longitude and latitude [24]; I di r

e and Gh,d are
accessible climate data [19]; nPV 0 and SPV are constants; Sb can be treated as a function
of R for certain geometrical structures of shading elements. Therefore, an optimum R is
the key solution to meet aforementioned objectives.

Notably, we consider that the shading elements are covered with lightweight thin-
film PV materials. In industry, thin film PV modules contain series-connected solar cells
formed by laser scribing technology, which makes it difficult to integrate bypass diodes.
Therefore, PV modules in shadows are possible to suffer from the partial shading effects.
Also, we assume the shape of solar cells is rectangular, which is the standard shape for
industrial PV cells and modules, though other geometric design is possible [25].

2.2.2. MODELS OF Gt ,g l obal AND SHADOWS ON PV BLINDS
According to Eq. (2.8), the global irradiance on the tilt PV shading element Gt ,g l obal and
shadows on PV shading elements are two key models to derive the input power Pi n . Fur-
thermore, shadows also affect the module efficiency ηm , then consequently affect the
output power Pout of the PV module (Eq. (2.3)). Here, Gt ,g l obal and shadows are studied
under specific sun-tracking conditions.

The most common one-axis window treatment is a Venetian blind, which usually
contains several identical rectangular slats (Figure 2.3a). In the following description of
the mathematic model, one degree of freedom (DOF) refers to the rotation of the rigid PV
plane around a single horizontal axis. Mathematically, we use the rotation matrix Ry (θy )
to describe such rotations (Figure 2.3b), i.e.,
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Ry (θy ) =
cosθy 0 −sinθy

0 1 0
sinθy 0 cosθy

 , (2.9)

where the rotation is around y-axis; θy equals to αPV . According to Eq. (2.7), Gt ,g l obal

can be derived as

Gt ,g l obal = I di r
e (xs cosθy + zs sinθy )+Gh,d . (2.10)
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Figure 2.3: One-DOF sun tracking with a horizontal axis. a, A schematic of a PV blind with horizontal slats. b,
Definition of rotation angle θy . c, A schematic of two types of shadows on the slat.

Typical shadows on the individual slat are observed as shown in Fig 2.3c. The rect-
angular shadow comes from the upper slat and only exists in a certain range of θy . The
triangular shadow is cast by the window frame or wall. Here, shadows are basically deter-
mined by two parameters, lt s1 and lt s2, as labeled in Fig 2.3c. Using the basic knowledge
of solid analytical geometry, lt s1 and lt s2 are derived as shown in Eq. (2.11) and Eq. (2.12)
respectively.

lt s1 =


l0, arctan

zs

xs
− π

2
É θy < 0;

l0xs

xs cosθy + zs sinθy
, 0 É θy É 2arctan

zs

xs
;

l0, 2arctan
zs

xs
< θy É arctan

zs

xs
+ π

2
.

(2.11)

lt s2 =
∣∣∣∣ l0 ys sinθy

xs cosθy + zs sinθy

∣∣∣∣ . (2.12)

The direct-beam-illuminated PV area on the individual slat Sb0 in this model is then
derived as

Sb0 = lt s1w − 1

2
lt s1lt s2. (2.13)



2.2. METHODS 23

2.2.3. MODEL OF SOLAR CELL AND PV MODULE
The two-diode model of the solar cell is used to simulate the PV power generation in
certain conditions of irradiance. The equivalent circuit is shown in Figure 4.4, where the
output current is described as

I = Iph − Io1[exp(
V + I Rs

a1VT 1
)−1]− Io2[exp(

V + I Rs

a2VT 2
)−1]− (

V + I Rs

Rp
), (2.14)

where Iph is the light-induced current. Io1 and Io2 are the reverse saturation currents of
diode 1 and diode 2 respectively. V is the voltage across the solar cell electrical ports.
Rs and Rp are the series and parallel resistances respectively. a1 and a2 are the quality
factors (or called diode emission coefficients) of diode 1 and diode 2 respectively. VT 1,2

denotes the thermal voltage of the PV module having Ns cells connected in series, de-
fined as,

VT 1,2 = Ns
kT

q
(2.15)

where k is the Boltzmann constant (1.3806503×10−23 J/K ) , T is the temperature of the
p-n junction, and q is the electron charge (1.60217646× 10−19 C ). Detailed model de-
scription can be found in [26]. The solar cell model in MATLAB Simulink is simplified by
5 parameters. In this study, the model is parameterized according to the data sheet of a
commercially available thin film Silicon PV module. Note that the parameters vary ac-
cording to the dimensions of the target solar cell. Following simulation results are based
on those parameters.
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Figure 2.4: Model of solar cell and PV module in shadows a, An equivalent circuit diagram of the two-diode
model of solar cells and . b, A one-dimensional circuit diagram of the PV module with ten series-connected
solar cells without by-pass diode. c, A two-dimensional circuit diagram of the PV module under shadows.

2.2.4. MODEL OF EQUIVALENT IRRADIANCE FOR PARTIAL SHADING
In reality, two types of shading conditions are commonly observed, complete and diffuse
shading conditions. As shown in Figure 2.5a, the irradiance of the shading area is zero
when it comes to the complete shading condition, e.g. a leaf on the PV panel. As to the
diffuse shading condition, the shading area still receives the solar irradiance, e.g. the
shadow of a tree on the PV panel. As shown in Figure 2.5b, we simply take the horizontal
diffuse irradiance Gh,d as the solar irradiance on the diffuse shading area.
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Figure 2.5: Partial shading on the PV module a, Complete shading condition. b, Diffuse shading condition,
where the irradiance of shading area equals to the diffuse irradiance. c, PV module under the diffuse shading
condition, as illustrated in b. d, Direct illuminated and diffuse shading area on an individual solar cell.

To simulate the partial shading effects, the equivalent global irradiance Geq
t ,g l obal of

an individual solar cell is derived as

Geq
t ,g l obal =

I di r
e nPV

ᵀ ·ns Si
b +Gh,d Si

PV

Si
PV

= Si
b

Si
PV

I di r
e nPV

ᵀ ·ns +Gh,d (2.16)

where Si
b is the direct-beam-illuminated area on the individual solar cell (Figure 2.5c

& d). Si
PV is the total area of the individual solar cell. Geq

t ,g l obal is a critical input of the

partial-shading simulation. Si
b can be derived by the aforementioned models of shadows

under different sun-tracking methods.

2.2.5. GLARE MODEL

To evaluate the visual comfort under different sun-tracking methods, the Rhinoceros
model of a reference room is used in this study [20]. In this model, point-in-time glare
are calculated by DIVA, a highly optimized daylighting and energy modeling plug-in for
Rhinoceros [21].

Currently, there is a number of different indices for assessing visual comfort [27]. In
this study, we use Unified Glare Rating (UGR) and Discomfort Glare Probability (DGP) to
evaluate the level of glare.
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CIE’s Unified Glare Rating (UGR) is defined as

UGR = 8log10

[
0.25

Lb

N∑
i=1

(
L2

s,tωs,t

P 2
i

)]
.

subject to ωs ∈ [3×10−4,10−1]sr

(2.17)

where the subscript s is used for those quantities depending on the observer position
and i for those quantities depending on the light sources. Lb is the background lumi-
nance. Ls,t is the luminance in the direction connecting the observer with each source.
ωs,t is the solid angle subtending the source i from the position of the observer. P is the
Guth position index, expressing the dependence of perceived discomfort glare on the
position of the source i with respect to the observer. UGR ranges between 10 (impercep-
tible) to 34 (intolerable) with a three-unit step [27].

Discomfort Glare Probability (DGP) is defined as

DGP = 5.87×10−5Ev +0.0918l og10

[
1+

N∑
i=1

(
L2

s,tωs,t

E 1.87
v P 2

i

)]
+0.16, (2.18)

where Ev is the vertical eye illuminance. DGP reveals a stronge correlation with the
user′s response regarding glare perception [27].

2.3. RESULTS

Table 2.1: Typical climate data used for calculation and simulation

Parameters Data
Location 31.17◦N, 121.43◦E (Shanghai)
Time 11:00 (local time, UTC + 8)
Date 20th March (March equinox)
Year 2017
αs 55.63◦
As 152.72◦

I di r
e 1000 W /m2

Gh,d 100 W /m2

l 1 m
w 1 m
l0* 0.1 m

*l0 indicates the length of the one-DOF slat in Figure 2.3a.

T O give the optimum sun-tracking solutions, a typical set of climate data of Shanghai
(see Table 2.1) is used for the calculation and simulation of Gt ,g l obal , Sb , Pi n , and

point-in-time glare under all possible sun-tracking positions. Then, accumulated power
generation (Ea) and average efficiency (η̄m) over the year under conventional and the
proposed optimum sun-tracking methods are simulated and compared. Lastly, results
of nine global cities are obtained to conclude a general improvement of Ea and η̄m by
using the proposed method.
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2.3.1. PHOTOVOLTAIC PERFORMANCE UNDER (PARTIAL) SHADING
Based on the aforementioned partial shading model and example data set, the output
power of the mini PV module is simulated under various conditions of shadows. As
shown in Figure 2.6, the results show that the PV module performs the best when no
shadow casts upon it. Note that the real geometry of the mini PV module on the slat
is not necessarily like this. Besides, ηm drops dramatically when uneven shadows are
found on series-connected solar cells. The performance of PV power generation is less
affected by diffuse shadows than that by complete shadows with the same dimensions.
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Figure 2.6: Simulation results of PV partial shading effects. a, PV module under a rectangular shadow with
dimension of Xsh and Ysh , and corresponding color maps of PV power generation under two different shading
conditions. b, PV module under a rectangular illuminated area with dimension of X and Y , and corresponding
color maps of PV power generation under two different shading conditions.

As discussed in the model of one-DOF PV blind, rectangular and triangular shadows
are observed in the typical shading conditions. Usually, the area of triangular shadow
on a long narrow slat is negligible due to its relatively small size. Therefore, Eq. (2.13) is
simplified as

Sb0 = lt s1w. (2.19)

In this case, according to Eq. (2.8), the input power Pi n for all slats in the PV blind is
derived as

Pi n =


I di r

e l w(xs cosθy + zs sinθy )+Gh,d l w, arctan
zs

xs
− π

2
É θy < 0;

I di r
e l w xs +Gh,d l w, 0 É θy É 2arctan

zs

xs
;

I di r
e l w(xs cosθy + zs sinθy )+Gh,d l w, 2arctan

zs

xs
< θy É arctan

zs

xs
+ π

2
.

(2.20)
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We notice that Pi n is independent of l0, the length of the individual slat. It means
that the number of slats does not affect Pi n as long as the dimension of the window
is given and the triangular shadows are ignored. We also notice that Pi n remains maxi-
mum when θy ∈ [0,2arctan(zs /xs )], which means the quasi-perpendicular position (θy =
arctan(zs /xs )) where Gt ,g l obal reaches the peak is not the only option for the maximum
Pi n . To better illustrate Gt ,g l obal , Sb , and Pi n in different tilt positions, a set of example
data is introduced (see Table 2.1) to draw the semicircular color maps (Figure 2.7b, c, d).
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Figure 2.7: Simulation results of all possible one-DOF sun tracking positions. a, A schematic of a PV blind with
rotation angle θy . b, A semicircular color map of Gt ,g l obal as a function of θy . c, A semicircular color map of
Sb as a function of θy . d, A semicircular color map of Pi n as a function of θy .

Referring to Eq. (2.3), the maximum Pout is gained with the maximum Pi n and ηm ,
i.e. no shadow on the PV plane (Sb = SPV ). In regard to this one-DOF PV blind, the
optimum position is located where θy equals to 0 or 2arctan(zs /xs ). However, θy = 0
means the blind stays in the closed position forever, which is not appropriate, because it
turns the window into a PV wall and disables the function of daylighting. Therefore, the
only feasible option of the optimum θy is 2arctan(zs /xs ).

Shadow simulation in a SketchUp [18] model (Figure 2.8) demonstrates that this op-
timum θy can effectively avoid rectangular shadows from upper slats. However, it cannot
eliminate triangular shadows from window frames. Such triangular shadows are ignored
when we estimate Pi n because of the small area. But they cannot be ignored regarding
ηm due to partial shading effects of PV modules. What is worse, on the other side of the
blind, incident sunlight forms glare zones in the interior space. We have also tested the
PV blind with vertical slats, whose optimum position (θz = 2(π− As )) cannot avoid tri-
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Figure 2.8: Shadow simulation of the optimum position of one-DOF shading elements by SketchUp [18]. Inte-
rior glare zones (red) and triangular shadows (blue) on the slats are marked.

angular shadows and glare zones either. Therefore, we conclude that PV window treat-
ments with one DOF are not able to achieve the maximum Pout and not able to avoid
glare in the optimum position in the proposed model. Despite the restrictions of this
model, improved design of the one-DOF PV blind will be discussed in the next section.

2.3.2. OPTIMAL DESIGN OF CELL LAYOUTS
When inevitable shadows are cast on the PV modules, the layout of solar cells deter-
mines how serious the PV module suffers from the partial shading effects. In terms of
the one-DOF sun tracking, triangular shadows caused by walls and window frames are
inevitable. In this case, the cell layouts of vertical stripes (Fig 2.9a) and horizontal stripes
(Fig 2.9c) are affected by partial shading effects. Obviously, vertical stripes suffers more
since the series current is limited by the most shaded cell. To alleviate the decrease of PV
module efficiency, optimal layouts are applicable if the restriction in Assumption 1 (PV
area equals to wl ) is relaxed. In regards to vertical stripes, we can leave the shading area
blank, i.e. without covering the solar cells (Fig 2.9b). The length of blank area is 2ltr i ,
where the side length of the triangular shadow ltr i is derived as

ltr i =
∣∣∣∣ ys

xs
sinθy

∣∣∣∣ l0. (2.21)

To avoid shadows, the actual ltr i shall be the maximum value among all possible ltr i

over the entire year. As to horizontal stripes, we can extend the width of the slats to w ′
(Fig 2.9d), where

w ′ = w +2ltr i . (2.22)
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Figure 2.9: Optimization of cell layouts for one-DOF sun tracking. a, A PV slat with vertical stripes, suffering
from the partial shading effects caused by the triangular shadow. b, An improved PV slat with vertical stripes,
avoiding the influence by the triangular shadow. c, A PV slat with horizontal stripes, suffering from the partial
shading effects caused by the triangular shadow. d, An improved PV slat with horizontal stripes, avoiding the
influence by the triangular shadow and able to achieve the maximum power generation without causing glare
interior, but consuming more PV materials.

Theoretically, the improved layout of horizontal stripes is able to achieve the max-
imum power generation and non-glare daylighting with one-DOF sun tracking (θy =
2arctan(zs /xs )). However, the extension of slats costs more PV material, whose area is
2ltr i l for the window.

2.3.3. ANNUAL PHOTOVOLTAIC PERFORMANCE

To evaluate the performance of different sun-tracking methods and cell layouts, the an-
nual energy generation and average module efficiency are calculated using the climate
database from Meteonorm. By inputing a set of Geq

t ,g l obal for each solar cell in the PV

module, the simulation models generate hourly output power and module efficiency.
Then the annual energy generation per unit area (Ea) and the annual average efficiency
(η̄m) of the PV module can be calculated. The simulation results of two sun-tracking
methods and two cell layouts are obtained by using the climate data of Shanghai, as
shown in Figure 2.10. It is obvious that the improved layout with optimum sun-tracking
method performs better than others in all the aspects of annual energy generation, an-
nual average efficiency, and glare protection. Compared with conventional perpendic-
ular sun tracking, the proposed sun tracking methods improve the annual energy gen-
eration by 12.00% and the annual average efficiency by 8.52%. Though the optimum
one-DOF sun tracking with unextended horizontal stripes shows competitive results in
aspect of Ea and η̄m , it cannot protect glare from the sun properly. Besides, the PV per-
formance of the optimum one-DOF sun tracking with unextended horizontal stripes de-
pends on the ratio of the width (w) to the side length (l0) of the slat, i.e. Rw/l0 (Figure
2.11). Ea and η̄m drop dramatically with the decrease of Rw/l0 , and they cannot reach
the max value. Note that here we ignore the power generation by the extended shading
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area due to the low diffuse irradiance. Therefore, we conclude that the improved layout
design with optimum one-DOF sun tracking is capable to gain the maximum annual en-
ergy generation and annual average efficiency, and also capable to protect glare from the
sun.
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Triangular shadow

Quasi-perpendicular one-DOF 
sun tracking

 Optimum one-DOF sun tracking

a

b

 Optimum one-DOF sun tracking

c

**Triangular shadow

Cell layout & shadow pattern

on an individual shading element *
FormulaSun-tracking method
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    * Note that the number of solar cells on the individual shading element for illustation is not necessarily the same as the that for simulation.
  ** The performance of the optimum one-DOF sun tracking with slats covered by horizontal solar cells is depending on the ratio of the width (w) to the side
       length (l

0
) of the slat.
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Figure 2.10: Simulation results of four sun-tracking methods and two cell layouts using irradiation data of
Shanghai. a, Quasi-perpendicular one-DOF sun tracking. b, Optimum One-DOF sun tracking. c, Optimum
One-DOF sun tracking with improved design of cell layouts. Note that in c we ignore contribution of diffuse
irradiance to the extended area for simplified calculation. Therefore, the actual values of Ea and η̄m in c shall
be even more than that presented here.
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2.3.4. GLARE PROTECTION
The glare simulations are conducted in the position near the window of the reference
office [20]. Figure 2.12 quantitively and visually shows the simulation results based on
the glare model mentioned above. Particularly, the proposed optimum solution reveals
imperceptible glare and 31% DGP, which is the best among all the solutions. The results
of point-in-time glare coincide with the theoretical derivations and the shadow simula-
tions by SketchUp. Specifically, triangular direct-illuminated zones were observed in the
optimum one-DOF sun tracking (Figure 2.8). It means that human eyes are possible to
be exposed under the direct sunlight. Among the candidate solutions, only the improved
layout with the optimum one-DOF sun tracking is capable to completely block the direct
sunlight, resulting in comfortable diffuse daylighting environment inside the room.

c

Quasi-perpendicular
one-DOF

Optimum
one-DOF

a b

Sun-tracking method

    * Simulation conditions: 11:00 AM, 20th March, 2017, clear sky, in the reference office, in Shanghai.

  ** Point-in-time glare is evaluated by discomfort glare rating (DGR) and daylight glare probability (DGP).

Fisheye images

False-color images

Intolerable Glare
(100% DGP) **

Intolerable Glare
(100% DGP)

Imperceptible Glare
(31% DGP)Ponit-in-time glare *

Optimum one-DOF
with improved layout

100

1300
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900

1700

cd/m2

Figure 2.12: Simulation results of point-in-time glare by three possible solutions.

2.4. DISCUSSION

I N reality, the PV shading elements in our models could be PV blinds (one DOF). The
PV shading system can be installed within the cavity of a double-pane window in new

buildings, or simply mounted in the interior window area of existing buildings, just like
the installation of conventional window blinds. The size of the PV slats should be cus-
tomized according to the dimensions of windows. The optimum sun-tracking position
can be obtained by θy = arctan(zs /xs ) (one DOF) with the given solar position. The real-
time solar position can be calculated through the solar position algorithms [24] by preset
information, i.e. date, time, longitude and latitude of the building, and azimuth of the
window. A sun sensor can alternatively provide the solar position by realtime monitor-
ing. The flowchart of calculating the optimum sun-tracking position illustrates how to
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implement the sun-tracking algorithm in practical applications (Figure 2.13).
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Figure 2.13: Flowchart of determining the one-DOF optimum sun-tracking position.

The PV-generated electricity can be supplied to direct-current (DC) appliances by
a charge controller or alternating-current (AC) appliances by an inverter. The surplus
electricity generation can be stored in local battery banks or be sold to the grid. The
PV shading system can also be coupled with artificial lighting, heating and cooling sys-
tems. Besides the automatic sun-tracking mode, occupants also have demands for man-
ual control of the PV shading elements. For example, PV shading elements should stay
closed (the initial position) when occupants intend to dim the light or when privacy is
required. Also, open positions are in need when occupants desire the sunshine or the
outside view. Once manual control is involved, the PV power generation is no longer the
primary goal of the PV shading system.

2.5. CONCLUSIONS

I N this chapter, we have investigated the performance of the one-degree-of-freedom
(one-DOF) sun tracking using our proposed irradiance model. The optimum one-

DOF sun tracking with the improved layout of horizontal stripes enables the sun-tracking
PV window to achieve the maximum power generation and non-glare daylighting at the
same time. Compared with conventional quasi-perpendicular sun tracking, the pro-
posed sun-tracking methods improve the annual energy generation by 12.00% and the
annual average efficiency by 8.52%. Such module-level improvements are more pro-
nounced than that triggered by new materials and process in most studies. The PV blinds
with optimum one-DOF rotation require a simple mechanical structure, but cost more
PV materials.
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3
MULTI-AXIS PHOTOVOLTAIC

WINDOW SHADES

Abstract

In the previous chapter, the frame-shading problem of PV blinds was solved by extending
the PV slats. Alternatively, this issue was addressed by adding extra degree of freedoms
(DOFs) in this chapter. As organized previously, models of two-DOF and three-DOF ro-
tations are at first built. Secondly, two-DOF sun tracking is mathematically proven to
be not able to gain either maximum power generation or non-glare daylighting under
the strict assumptions, just like the one-DOF counterpart. Then we derive the optimum
rotation angles of the variable-pivot-three-degree-of-freedom (VP-3-DOF) sun-tracking
elements and demonstrate that the optimum VP-3-DOF sun tracking can achieve the
aforementioned goals. Simulation results of nine global cities show that the annual en-
ergy generation and average module efficiency are improved respectively by 27.40% and
19.17% via the optimum VP-3-DOF sun tracking over the conventional perpendicular
sun tracking. The proposed optimum sun-tracking method can also protect against sun
glare. Additionally, the optimum VP-3-DOF sun tracking has been demonstrated to be
applicable to horizontal PV windows.

Parts of this chapter have been published in Applied Energy 228, 1454 (2018) [1].

35



36 3. MULTI-AXIS PHOTOVOLTAIC WINDOW SHADES

3.1. LITERATURE REVIEW ON MULTI-AXIS PHOTOVOLTAIC WIN-
DOW SHADES

C OMPARED with one-axis PV window blinds, only a handful of literatures have been
found regarding PV windows with two-DOF shading elements due to the complex

structure. Those with three-DOF sun-tracking functions are rarely reported.
Most of the studies on two-DOF sun-tracking PV shading devices were based on a

prototype of an adaptive solar envelope (ASE) at the ETH House of Natural Resources [2],
as shown in Figure 3.1. Hofer et al. tackled the partial shading problem by adjusting the
size of PV panel on the square and the distance between squares, without considering
to use other sun-tracking method [3]. Jayathissa et al. chose the optimal sun-tracking
method by exploring all possible dynamic PV orientations [4]. However, for simplicity, all
PV panels moved simultaneously with discrete angles (15◦). Therefore, it can not achieve
a continuous sun tracking according to the solar position.

Figure 3.1: Adaptive solar panels attached to the façade of the House of Natural Resources (Copyright © ETH
Zurich / Marco Carocari).

Hong et al. conducted a preliminary study on the two-axis PV blind. The slope of the
PV panel ranged from 0◦ to 90◦; and the azimuth of the PV panel was limited in the range
of -9◦ to 9◦, as shown in Figure 3.2a. The electricity generation of the two-axis PV blind
was not evaluated in this study [5]. Based on a similar setup, Koo et al. compared four
types of PV blinds, i.e. amorphous silicon (a-Si) PV panels embedded in fixed blind, a-
Si PV panels embedded in two-axis sun-tracking blind, copper-indium-gallium-selenide
(CIGS) PV panels embedded in fixed blind, and CIGS PV panels embedded in two-axis
sun-tracking blind. The conceptual diagram is illustrated in Figure 3.2b. Simulation and
analysis results showed that the two-axis CIGS PV blind performed better than other
alternatives in terms of energy self-sufficiency rate and net present value at year 25 [6].

3.2. TWO-DOF SUN TRACKING

3.2.1. MODEL OF TWO-DOF ROTATION

T HE methodology in this chapter is basically the same as that in Chapter 2 (see Section
2.2). The multi-DOF rotation models in this work are similar to the ASE at ETH,

but with no limitation of rotation angles. Dual-axis sun tracking is commonly used in
PV power stations since it can maximize Pi n by positioning PV panels perpendicular
to the sunbeam [7]. In this model, two-DOF refers to free rotations of the PV shading
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a b

Figure 3.2: a, Prototype model of two-axis PV blinds (figure adapted from [5]). b, Conceptual diagram of the
two-axis PV-blind prototype (figure adapted from [6]).

element around two axes (Figure 3.3a). To achieve free rotations around both axes, we
define that shading elements are identical squares; and the centre of each square is its
pivot, i.e. the cross point of two axes. According to Assumption 2 in Section 2.2, we only
need to study the rotation of an individual shading element regarding solar irradiance
because the positions of other squares can be obtained by simple translations due to
fixed pivots. Therefore, we define the centre of the target square as the origin of the
Cartesian coordinates. The altitude of the target PV square αPV varies with the rotation
around y-axis, denoted by the rotation matrix Ry (θy ) (see Eq. (3.3)). The azimuth of the
target PV square APV is changed by the rotation around z-axis, denoted by the rotation
matrix Rz (θz ), i.e.,

Rz (θz ) =
cosθz −sinθz 0

sinθz cosθz 0
0 0 1

 . (3.1)

The orientations of θy and θz are illustrated in Figure 3.3b. According to Eq. (2.7),
Gt ,g l obal can be further derived as

Gt ,g l obal = I di r
e (Rz (θz ) ·Ry (θy ) ·nPV 0)T ·ns +Gh,d

= I di r
e (xs cosθy cosθz + ys cosθy sinθz + zs sinθy )+Gh,d .

(3.2)

It’s interesting to notice that the one-DOF sun tracking can be regarded as a special
case of the two-DOF sun tracking. Compared with the one-DOF case, the PV shading
elements with two DOFs produce more complicated patterns of shadows, whose area
has no closed-form solution.

3.2.2. DERIVATIVE AND CALCULATION OF Sb AND Pi n
In order to calculate the direct-beam-illuminated PV area Sb with arbitrary θy and θz , we
firstly study that area on a typical single element Sb0, and assume all elements have the
same patterns of shadows. It means that we ignore the shadows from walls and window
frames, and treat them as if they came from surrounding elements. In this way, we will
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Two-DOF sun tracking

O

x

y

z

θ
y

O

x

y

z

θ
z

① ②
R

y
(θ

y
) R

z
(θ

z
)

ba

Figure 3.3: Two-DOF sun tracking and definition of rotation angles a, A schematic of the rotated two-DOF PV
squares. b, Definition of rotation angles θy and θz .

obtain a slightly smaller Sb than that containing shadows from walls and window frames.
Also, we assume that the PV shading elements are identical squares with the side length
of l0 (l0 = w0). As to the window (l = nl l0 and w = nw l0), we need nl nw squares to cover
up the window area. Since the position of axes will not affect the relative position of
rotated squares, thus will not affect Sb , we choose the centre of the square to position
two axes for connivence.

Let Qi j denote No. i j square, which can be taken as a set of all the points on the
square; let Oi j (xOi j , yOi j , zOi j ) denote the centre of Qi j ; let Q Ai j , QBi j , QCi j , and QDi j

denote the four corners of Qi j (Figure 3.4a). We define the origin of the Cartesian coor-
dinates O(0,0,0) as the centre of the target square Q00, then the centre Oi j of Qi j can be
written as (0, i l0, j l0). The position of the centre Oi j does not change when the square
rotates around it since we choose it as the pivot. A tilt position ofQi j be can achieved by a
twice-rotation procedure from the initial position. Firstly,Qi j rotates θy around the axis
(x = 0& z = l0 j ) clockwise (viewing from the positive y-axis). Secondly, Qi j rotates θz

around the axis (x = 0& y = l0i ) anti-clockwise (viewing from the positive z-axis). Since
all squares rotate the same angle simultaneously, an arbitrary point on Qi j can be de-
rived fromQ00. So here we mainly discuss the rotation ofQ00. In the original coordinate
Ox y z, rotation matrices Ry (θy ) and Rz (θz ) can be expressed as

Ry (θy ) =
cosθy 0 −sinθy

0 1 0
sinθy 0 cosθy

 , (3.3)

Rz (θz ) =
cosθz −sinθz 0

sinθz cosθz 0
0 0 1

 . (3.4)

Note that Ry (θy ) is different from the rotation matrix R y,C−C ′ as mentioned in the previ-
ous section.

For rotated squares, imagine that point Oi j casts a shadow point Osi j (xOsi j , yOsi j , zOsi j )

on the surface of target squareQ00 (Figure 3.4b). Then we have
−−−−−−→
Osi j Oi j ∥ ns .

Similarly, in order to study the area of shadows, we build new coordinates Ox ′y ′z ′
based on the rotated squareQ00 (Figure 3.4c & d). From coordinates Ox y z to coordinates
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Figure 3.4: Definitions in two-DOF model in the Cartesian coordinates. a, Two-DOF square Qi j in the initial
position in the original Cartesian coordinates Ox y z. Point Oi j denotes the centre of Qi j ; points Q Ai j , QBi j ,
QCi j , and QDi j denote the four corners of Qi j . b, Two-DOF square Qi j in the rotated position in the origi-
nal Cartesian coordinates Ox y z. Point Os11 denotes the shadow point on the surface of the target square Q00
casted by O11. c, Target Two-DOF square Q00 in the rotated position in the original Cartesian coordinates
Ox y z and the new Cartesian coordinates Ox′y ′z′. d, Target Two-DOF squareQ00 in the rotated position in the
new Cartesian coordinates Ox′y ′z′. e, Two-DOF squareQi j in the rotated position in the new Cartesian coor-

dinates Ox′y ′z′. f, Shadows on the surface of target squareQ00 casted byQi j in the new Cartesian coordinates

Ox′y ′z′. Grey parts are the real shadows on the target squareQ00.
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Ox ′y ′z ′, a rotation matrix Rz y,C−C ′ (θz ,θy ) is required to achieve transformation, i.e.

Rz y,C−C ′ (θz ,θy ) = Ry (−θy ) ·Rz (−θz )

=
 cosθy 0 sinθy

0 1 0
−sinθy 0 cosθy

 ·
 cosθz sinθz 0
−sinθz cosθz 0

0 0 1


=

 cosθz cosθy sinθz cosθy sinθy

−sinθz cosθz 0
−cosθz sinθy −sinθz sinθy cosθy

 .

(3.5)

In the new coordinates Ox ′y ′z ′, the normal vector of the square is n′
PV (1,0,0). The

solar position n′
s (x ′

s , y ′
s , z ′

s ) and the centre O′
i j (x ′

Oi j , y ′
Oi j , z ′

Oi j ) of the square can be cal-

culated by

n′
s =

x ′
s

y ′
s

z ′
s

= Rz y,C−C ′ (θz ,θy ) ·ns =
 cosθz cosθy sinθz cosθy sinθy

−sinθz cosθz 0
−cosθz sinθy −sinθz sinθy cosθy

 ·
xs

ys

zs

 ,

(3.6)

x ′
Oi j

y ′
Oi j

z ′
Oi j

= Rz y,C−C ′ (θz ,θy ) ·
xOi j

yOi j

zOi j

=
 cosθz cosθy sinθz cosθy sinθy

−sinθz cosθz 0
−cosθz sinθy −sinθz sinθy cosθy

 ·
 0

l0i
l0 j

 .

(3.7)

In the new coordinates Ox ′y ′z ′, we also have
−−−−−−→
O′

si j O′
i j ∥ n′

s . The surface of the target

squareQ00 is x ′ = 0, and the line O′
i j O′

si j can be expressed as

x ′−x ′
Oi j

x ′
s

=
y ′− y ′

Oi j

y ′
s

=
z ′− z ′

Oi j

z ′
s

=λi j . (3.8)

Since the shadow point O′
si j (x ′

Osi j , y ′
Osi j , z ′

Osi j ) is both on the surface of the target

square (x ′ = 0) and on the the line O′
i j O′

si j , the equation to obtain O′
si j is given by

x ′
Osi j = 0

x ′
Osi j −x ′

Oi j

x ′
s

=
y ′

Osi j − y ′
Oi j

y ′
s

=
z ′

Osi j − z ′
Oi j

z ′
s

=λi j

, (3.9)

where the solution of O′
si j (x ′

Osi j , y ′
Osi j , z ′

Osi j ) is derived as



x ′
Osi j = 0

y ′
Osi j =− y ′

s

x ′
s

x ′
Oi j + y ′

Oi j

z ′
Osi j =− z ′

s

x ′
s

x ′
Oi j + z ′

Oi j

. (3.10)
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By obtaining O′
si j (x ′

Osi j , y ′
Osi j , z ′

Osi j ), the 3D problem ends up as a 2D problem. The

shadow area on the target squareQ00 casted byQi j is determined by the relative position
between O′

si j and O(0,0,0) on the condition that Qi j is in front ofQ00 in the direction of

sunlight, i.e., x ′
Oi j > 0 (Figure 3.4e & f). Since the surfaces of squares are parallel to each

other, the shadows on the target surface are also squares with the same dimensions.
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Figure 3.5: Definitions for the calculation of Sb on the target square. a, Definition of the set Tk1
sur , which is

grouped and numbered as illustrated. b, Definitions of the rectangle Qr ec (y ′q A , z′q A , y ′qC , z′qC ), and the over-

lapped rectangleQr ec3 (red) of two rectanglesQr ec1 andQr ec2.

In order to find out the surrounding squares contributing to the shadows on the
target square, we group the surrounding squares by the sequence number of i and j .
Each group is defined as a set, which is denoted as Tk1

sur {Qi j | |i | É k1,
∣∣ j

∣∣ É k1,Qi j ∉
T

ktemp
sur ,ktemp < k1,ktemp ∈ N0,k1 ∈ N1} (Figure 3.5a). The set of Qi j contributing to the

shadows on Q00 within Tk1
sur is denoted as Tk1

sqsh . The union of total Tk1
sqsh is denoted as

Tsqsh . The number of squares contributing to the shadows on the target square is de-
noted as k2. Tsqsh and k2 can be obtained by the function of fsqsh , which is defined and
explained in Algorithm 1 (see Appendix B).

Since it’s quite difficult to predict the shape of shadows on the target square, we de-
veloped algorithms which are applicable to the calculation of such shadows by defin-
ing a few functions. The nature of those algorithms is to derive the overlapping rect-
angle of two rectangles which have parallel sides. Due to the way we define the coor-
dinates Ox ′y ′z ′, the sides of rectangles are parallel with the coordinates. Therefore, we
can define a rectangle Q AQB QC QD as Qr ec , whose sides are parallel with the coordi-
nates (Figure 3.5b). The coordinates of two corners Q A(y ′

q A , z ′
q A) and QC (y ′

qC , z ′
qC ) can

represents the size and shape ofQr ec . Therefore, we denote the rectangle Q AQB QC QD as
Qr ec (y ′

q A , z ′
q A , y ′

qC , z ′
qC ). The function f 2

ov is developed to findQr ec3, the overlapped rect-

angle of Qr ec1 and Qr ec2 (Figure 3.5b). Further, f k3
ov is developed to find the overlapped

rectangle of k3 rectangles (see Algorithm 2 in Appendix B). When there’s no overlapped
area among rectangles, we denoted the overlapped rectangle as Qr ec0(0,0,0,0). We also
develop fs to calculate the area of rectangle Qr ec (y ′

q A , z ′
q A , y ′

qC , z ′
qC ) in Algorithm 3 (see

Appendix B).
The reason we have to find the overlapped rectangle is that we cannot simply add up

the areas of two rectangular shadows as the total area. We have to eliminate the extra
area caused by overlap. As to the calculation of more than three rectangles, we also have
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to consider the area of overlapped rectangles of the overlapped rectangles because we
eliminate them twice and have to add them again. This algorithm is described more
clearly in Algorithm 4 (see Appendix B). By obtaining the area of shadows Ssh0 on the
target square, Sb0 can be calculated by

Sb0 = SPV 0 −Ssh0, (3.11)

where SPV 0 denotes the area of an individual PV shading element.
Using the example data in Table 2.1, we can calculate Sb0 and Pi n0 in all conditions

of θy and θz . In terms of all PV shading elements, Sb and Pi n can be calculated by

Sb = nl nw Sb0, (3.12)

Pi n = nl nw Pi n0. (3.13)

3.2.3. TWO-DOF RESULTS AND ANALYSIS
By using the same data set in Table 2.1, Gt ,g l obal , Sb and Pi n are calculated under a full
range of conditions of θy and θz . As before, we ignore the shadows from walls and win-
dow frames at first.
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Figure 3.6: Simulation results of all possible two-DOF sun tracking positions. a-c, Color maps of Gt ,g l obal , Sb ,
and Pi n on the squares as a function of θy and θz . d, A periodic contour map of Gt ,g l obal (green), Sb (blue),
and Pi n (red) on the squares as a function of θy and θz . e, A color map of the maximum Pi n (yellow) and
the maximum Sb (light blue) on the squares as a function of θy and θz with three optimum positions marked.
Note that the unit of angles θy and θz is radian.
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Apparently, Gt ,g l obal hits the peak when the PV plane is perpendicular to the sun-
beam (Figure 3.6a). However, Sb reaches the its minimum value at the very same posi-
tion (Figure 3.6b). As their product, Pi n remains the maximum within a certain range,
instead of a single point (Figure 3.6c). This conclusion is similar to that under the one-
DOF conditions (Figure 2.7d). To have the maximum Pout , the optimum position should
be located where Pi n and Sb climb to the peak simultaneously.

To illustrate this issue clearly, two-dimensional maps of the three parameters are
drawn together as show in Figure 3.6d. If the optimum position exists, theoretically, there
are infinitely many such positions since periodic patterns are observed for Gt ,g l obal , Sb ,
and Pi n . Therefore, we only focus on the period nearest to the initial position, where
three eligible positions are found (Figure 3.6e). However, such three positions are lo-
cated at either θy = 0 or θz = 0, i.e., they are equivalent to the one-DOF sun tracking.
Specifically, among the three optimum positions in the θz -θy coordinates (Figure 3.6e),
(0,0) indicates the closed position, which is meaningless for windows as discussed be-
fore; (0,2arctan(zs /xs )) and (2(π− As ),0) represent the optimum positions of the one-
DOF sun tracking with horizontal axes and vertical axes respectively. Therefore, in terms
of the optimum position of sun tracking, the PV shading elements with two DOFs per-
form exactly the same as that with one DOF. Triangular shadows caused by walls and
window frames affect the module efficiency the same way as discussed in one-DOF sun
tracking. Therefore, we can draw a similar conclusion that PV window treatments with
two DOFs are not able to achieve the maximum Pout and not able to avoid glare in the
optimum position in the proposed model.

3.3. THREE-DOF SUN TRACKING

3.3.1. MODEL OF THREE-DOF ROTATION

A S proved previously, PV shading elements with two DOFs cannot lead to a perfect
solution. Therefore, one more DOF is added to the rotation of the PV shading ele-

ments in order to achieve the optimization objective. As before, the centre of the target
PV square is defined as its pivot, i.e. the cross point of the three axes. Note that the po-
sition of the pivot does not change the relative positions of all squares. Thus, the centre
can be used as the pivot, when we study the shadows on the target square from its sur-
rounding neighbors. The three-DOF sun tracking can be taken as three-step rotations
and mathematically defined using three rotation matrices (Figure 3.7). The first and
second rotations can be mathematically denoted by the rotation matrices Ry (θy ) and
Rz (θz ), which are exactly the same as those in the two-DOF model. The third rotation
is denoted as Rn (θn), which means that the target square rotates θn around its normal
nPV clockwise (viewing from the positive direction of nPV ). After the first and second
rotations, nPV is derived from the initial PV orientation nPV 0(1,0,0) as

nPV =
xn

yn

zn

= Rz (θz ) ·Ry (θy ) ·nPV 0 =
cosθy cosθz

cosθy sinθz

sinθy

 . (3.14)

The third rotation matrix Rn (θn) can be expressed as

Rn (θn) = n̂PV +cosθn(I − n̂PV )− sinθn n∗
PV , (3.15)
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where n̂PV and n∗
PV can be obtained by Eqs. (3.16) and (3.17), i.e.

n̂PV = nPV ·nPV
T =

 x2
n xn yn xn zn

xn yn y2
n yn zn

xn zn yn zn z2
n

 , (3.16)

n∗
PV =

 0 −zn yn

zn 0 −xn

−yn xn 0

 , (3.17)

where nPV (xn , yn , zn) is given by Eq. (3.14).
The overall rotation matrix for the target square with three DOF can be expressed as

Ry zn (θy ,θz ,θn) = Rn (θn) ·Rz (θz ) ·Ry (θy ). (3.18)

Since the third rotation does not change the normal of the PV square, Gt ,g l obal in this
three-DOF model is the same as that in the two-DOF model (see Eq 3.2). The aforemen-
tioned algorithms (see Section 3.2.2) are also applicable to the calculation of Sb on the
three-DOF PV squares.

3.3.2. THREE-DOF RESULTS AND ANALYSIS
Compared with the two-DOF rotations, the three-DOF sun tracking requires one more
dimension to illustrate the results of Gt ,g l obal , Sb , and Pi n as shown in Figure 3.8. Appar-
ently, θn does not affect Gt ,g l obal at all because it does not change αPV and APV (Figure
3.8a). However, it changes the shadows on the squares, and thus influences Sb (Figure
3.8b). Therefore, Pi n varies with θn , θz , and θy (Figure 3.8c).From the 3D color maps, it
is difficult to determine the optimum positions by only visual observation.

According to Eq. (3.18), an optimum Ry zn (θy ,θz ,θn) corresponds to an optimum
sun-tracking position, where the maximum Pi n and ηm are observed. Therefore, the-
oretically, the optimum Ry zn (θy ,θz ,θn) can be derived based on the following two main
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Figure 3.8: Simulation results of all possible three-DOF sun tracking positions. a, A 3D color map of Gt ,g l obal
on the squares as a function of θy , θz , and θn . b, A 3D color map of Sb on the squares as a function of θy , θz ,
and θn . c, A 3D color map of Pi n on the squares as a function of θy , θz , and θn .

conditions. First, there shall be no shadow on the target square from surrounding squares.
Second, the input power Pi n shall stay the maximum, which is the same as that in the
initial position.

Since the position of the centre Oi j does not change when the square rotates around
it, we can use Osi j (xOsi j , yOsi j , zOsi j ), a hypothetical shadow point on the surface of tar-
get square Q00 casted by Oi j , to determine the shadows on Q00 (Figure 3.9a). In order to
study the area of shadows, we build new coordinates Ox ′y ′z ′ based on the rotated Q00.
From coordinates Ox y z to Ox ′y ′z ′, a rotation matrix Rnz y,C−C ′ (θn ,θz ,θy ) is required to
achieve the transformation, which can be taken as a reverse procedure of the rotation
within the original coordinates Ox y z. Rnz y,C−C ′ (θn ,θz ,θy ) can be expressed as

Rnz y,C−C ′ (θn ,θz ,θy ) = Ry (−θy ) ·Rz (−θz ) ·Rn (−θn). (3.19)
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Figure 3.9: Definitions of three-DOF sun tracking. a, A schematic of the hypothetical shadow point Osi j , ro-
tated squares, and the new Cartesian coordinates (red) built based on the target square. b, A schematic of the
ideal shadow pattern and geometrical conditions in the new Cartesian coordinates.

By Rnz y,C−C ′ , a 3-D problem is converted into a 2-D problem (Figure 3.9b). In the
new coordinates Ox ′y ′z ′, in order to obtain the maximum Sb and Pi n , O′

si j shall be in
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such positions that no shadow appears onQ′
00 and no sunlight “leak” away, which means

the solar power is fully received by the target square without wasted. As illustrated in
Figure 3.9b, O′

s01 and O′
s10 shall appear where conditions are fulfilled as follows,∣∣∣−−−−→OO′

s10

∣∣∣= ∣∣∣−−−−→OO′
s01

∣∣∣= l0. (3.20)

To attain the optimum rotation angles θy , θz , and θn , following derivations are con-
ducted based on the original coordinates Ox y z. With Ry zn (θy ,θz ,θn), nPV is obtained

by Eq. (3.14). Since
−−−−−−→
Oi j Osi j ∥ ns , Osi j is on the line Oi j Osi j , i.e.,

xOsi j −xOi j

xs
= yOsi j − yOi j

ys
= zOsi j − zOi j

zs
=λi j . (3.21)

For Q10 and Q01, Os10 and Os01 should be on the line O10Os10 and O01Os01 respec-

tively. Referring to Eq. (3.20), Os10 and Os01 should also be in such position that
∣∣∣−−−−→OOs10

∣∣∣=∣∣∣−−−−→OOs01

∣∣∣= l0. Therefore, equations are derived as follows,

|OOs10|2 = x2
Os10 + y2

Os10 + z2
Os10 = l 2

0

|OOs01|2 = x2
Os01 + y2

Os01 + z2
Os01 = l 2

0
xOs10

xs
= yOs10 − l0

ys
= zOs10

zs
=λ10

xOs01

xs
= yOs01

ys
= zOs01 − l0

zs
=λ01

. (3.22)

Considering x2
s + y2

s + z2
s = 1, it’s easy to derive{

λ01 = 0 or λ01 =−2zs l0

λ10 = 0 or λ10 =−2ys l0
. (3.23)

When λi j = 0, Osi j is overlapped with Oi j , which means that the square is either in
the closed state or under 1-DOF rotation. Therefore, with λi j = 0 left out, we have the
only solution as follows, {

λ01 =−2zs l0

λ10 =−2ys l0
. (3.24)

Then the coordinates of Os01 and Os10 are obtained.
xOs01 =−2xs zs l0

yOs01 =−2ys zs l0

zOs01 = (1−2z2
s )l0

, (3.25)


xOs10 =−2xs ys l0

yOs10 = (1−2y2
s )l0

zOs10 =−2ys zs l0

. (3.26)
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To derive nPV (xn , yn , zn), we first consider that Osi j is on the surface ofQ00, i.e.,

xn x + yn y + zn z = 0. (3.27)

Then, we consider that nPV (xn , yn , zn) should enable Q00 to have the maximum Pi n .
From previous results we know that Pi n hits the peak when squares are in the initial
position. Therefore, we let Pi n with nPV (xn , yn , zn) equal to that with nPV 0(1,0,0), i.e.

(I di r
e nPV

ᵀ ·ns +Gh,d )SPV 0 = (I di r
e nPV 0

ᵀ ·ns +Gh,d )SPV 0, (3.28)

i.e.
xn xs + yn ys + zn zs = xs . (3.29)

Referring to Eq. (3.27) and 3.29, we have
xn xs + yn ys + zn zs = xs

xn xOs01 + yn yOs01 + zn zOs01 = 0

xn xOs10 + yn yOs10 + zn zOs10 = 0

. (3.30)

With Eq. (3.25) and 3.26, equations are solved and nPV is obtained, i.e.
xn = 2x2

s −1

yn = 2xs ys

zn = 2xs zs

. (3.31)

Combined with Eq. (3.14), θy and θz are obtained by
θy = (−1)(ky ) arcsin(2xs zs )+kyπ, ky ∈Z

θz =±arccos(
2x2

s −1

cosθy
)+2kzπ, kz ∈Z

, (3.32)

where ky and kz are two arbitrary integers.

To derive θn , according to Eq. (3.26),
−−−−→
OOs10, which is

−−−→
OO∗

10(0, l0,0) after three-step
rotations, can be expressed as,

−−−−→
OOs10 = Rn (θn) ·Rz (θz ) ·Ry (θy ) ·

 0
l0

0

=
 −2xs ys l0

(1−2y2
s )l0

−2ys zs l0

 . (3.33)

Here, notice that O∗
10 is the point which is overlapped with O10 at first, but is on the

surface ofQ00 and rotate withQ00.

Also, it is easy to calculate
−−−−→
OO∗∗

10 , which is
−−−→
OO∗

10(0, l0,0) after two-step rotations, i.e.

−−−−→
OO∗∗

10 = Rz (θz ) ·Ry (θy ) ·
 0

l0

0

=
−l0 sinθz

l0 cosθz

0

 . (3.34)
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Therefore, combining Eq. (3.33) and 3.34, we have,

−−−−→
OOs10 = Rn (θn) ·−−−−→OO∗∗

10 . (3.35)

Geometrically, Eq. (3.35) means that
−−−−→
OOs10 is formed from

−−−−→
OO∗∗

10 rotating θn around nPV

clockwise (view from the positive nPV ). According to the definition of dot product and
cross product, we have {−−−−→

OO∗∗
10 ·−−−−→OOs10 = cosθn−−−−→

OO∗∗
10 ×−−−−→

OOs10 = sin(−θn)nPV
. (3.36)

Then it is easy to derive that

θn =


−arccos[2xs ys sinθz + (1−2y2

s )cosθz ]
zs sinθz

xs
< 0

arccos[2xs ys sinθz + (1−2y2
s )cosθz ]

zs sinθz

xs
Ê 0

, (3.37)

where θn ∈ [−π,π].
To verify the above derivations and determine ky and kz , the same example data (see

Table 2.1) and algorithms are applied as discussed previously. From the periodical con-
tours of Gt ,g l obal , Sb , and Pi n , we can conclude that the solutions can fulfill the optimum
conditions. The optimum position nearest to the initial position is found, where ky = 1
and kz = 0 (Figure 3.10). Therefore, the optimum rotation angles for the three-DOF sun
tracking are concluded as

θy =π− ar csi n(2xs zs ),

θz =


−arccos(

2x2
s −1

cosθy
), xs ys cosθy < 0;

arccos(
2x2

s −1

cosθy
), xs ys cosθy Ê 0,

θn =


−arccos[2xs ys sinθz + (1−2y2

s )cosθz ],
zs sinθz

xs
< 0;

arccos[2xs ys sinθz + (1−2y2
s )cosθz ],

zs sinθz

xs
Ê 0.

(3.38)

3.3.3. VP-3-DOF SUN TRACKING
Besides the solutions mentioned above, we also found other solutions meeting the opti-
mum conditions. However, those solutions share a common problem that they cannot
avoid the shadows from walls and window frames, even without the shadows coming
from the surrounding squares (see Supplementary Note 6 of Ref. [1]). Only the solution
provided by Eq. (3.38) describes the shadows with the same shape as that of the illumi-
nated area through an unshaded window. Therefore, this solution is the only one capable
of avoiding shadows from walls and window frames.
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Figure 3.10: A periodic contour map of Gt ,g l obal (green), Sb (blue), and Pi n (red) on the squares as a function
of θy , θz , and θn , where the value of θn is obtained by Eq. (3.37). The solution points are marked with stars,
among which the one in the red circle is nearest to the initial position.

However, this solution for the three-DOF sun tracking still suffers from shading, when
the pivots lie in the centre of the PV squares. Though the shape of shadows fulfills the re-
quirement, the deviation of shadows caused by the fixed centres leads to interior glares
and shadows on the PV squares from walls and window frames (Figure 3.11a). Fortu-
nately, a trick is found to eliminate such a deviation by changing the position of the
pivot according to the solar position. Specifically, the bottom left corner A of the tar-
get square is used as the pivot, when the solar azimuth As is less than the azimuth of the
window. Similarly, the right bottom corner B is taken as the pivot, when As is greater
than the azimuth of the window (Figure 3.11b). Mathematically, to switch the pivot from
the centre to the corner A or B , translations are required before and after the rotations.
Let Q0(xq0, yq0, zq0) be an arbitrary point on the target square in the initial position, and
Q(xq , yq , zq ) be the same point after the rotations. Also, we define two translations as[
0 −l0/2 −l0/2

]T
and

[
0 l0/2 −l0/2

]T
, which are the translations from O to A, and

from O to B , respectively. Then, the position of Q after the mixed rotations and transla-
tions is obtained by

xq

yq

zq

=



Ry zn (θy ,θz ,θn) · (

xq0

yq0

zq0

−

 0

−l0/2

−l0/2

)+

 0

−l0/2

−l0/2

 , θz Ê 0;

Ry zn (θy ,θz ,θn) · (

xq0

yq0

zq0

−

 0

l0/2

−l0/2

)+

 0

l0/2

−l0/2

), θz < 0.

(3.39)

With Eq. (3.39), we can obtain the trajectories of the four corners of the target square.
Such defined mixed rotations and translations can ensure that no shadow is on the PV
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squares and no glare appears inside (Figure 3.11b). The perfect solution comes into
effect with three-step rotations (see Eq. (3.38)) and an ingenious switch of pivots (see
Eq. (3.39)). Therefore, we name this sun-tracking method as the variable-pivot-three-
DOF (VP-3-DOF) sun tracking. Here we use the phrase “3-DOF” instead of “3-axis” be-
cause it is not necessary to actually have three axes in the physical structures as long as
the corners of the target square move along the trajectories. Note that the pivots only
need to switch one time a day when θz = 0. The movement of the squares is continu-
ous, as illustrated by the trajectories in Figure 3.11b. The visualization of the optimum
VP-3-DOF sun tracking can be found in the Supplementary Video 1 of Ref. [1]. There-
fore, we conclude that the VP-3-DOF sun tracking is able to achieve the maximum power
generation and non-glare daylighting for this model.
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Figure 3.11: Optimum solutions to three-DOF sun tracking a, A schematic of the trajectories of a PV square
with the optimum three-DOF sun tracking and the corresponding SketchUp simulation, where shadows are
found on PV squares; and glare zones are found interior. The pivot is fixed in the centre of the PV square. b, A
schematic of the trajectories of a PV square with the optimum variable-pivot-three-DOF sun tracking and the
corresponding SketchUp simulation, where neither shadow nor glare is found. The pivot is variable from the
corner A to B according to θz . Visualizations of 3-DOF and VP-3-DOF rotations are provided in Supplementary
Video 1 of Ref. [1].

3.4. RESULTS

3.4.1. PHOTOVOLTAIC PERFORMANCE

A BOVE we succeeded in maximizing the power generation at a certain time instant
with the VP-3-DOF sun tracking. Now we intend to verify that the VP-3-DOF sun

tracking also benefits the annual energy generation and average module efficiency com-
pared with conventional perpendicular two-DOF sun-tracking methods through simu-
lation studies. Since the performance of the partially-shaded PV modules varies with
the pattern of cell layouts, here we consider both layouts of vertical stripes and horizon-
tal stripes. The method of calculating the shadows on the element with perpendicular
two-DOF sun tracking has been introduced in the Supplementary Note 6 of Ref. [1].

Like in the previous chapter, by inputing a set of Geq
t ,g l obal for each solar cell in the
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Eq. 3.38 & 3.39
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Figure 3.12: Simulation results of four sun-tracking methods and two cell layouts using irradiation data of
Shanghai. a, Perpendicular Two-DOF sun tracking. b, Optimum variable-pivot-three-DOF sun tracking. Note
that in a we ignore the shadows from walls and window frames for simplified calculation. Therefore, the actual
values of Ea and η̄m in c shall be even less than that presented here. The sketch of sun-tracking method in b
only presents the three-DOF rotations, instead of the variable pivot.

PV module, the simulation models generate hourly output power and module efficiency.
Then the annual energy generation per unit area (Ea) and the annual average efficiency
(η̄m) of the PV module can be calculated. The simulation results are obtained by using
the climate data of Shanghai, as shown in Figure 3.12. It is obvious that the proposed op-
timum VP-3-DOF sun-tracking method performs better than the two-DOF counterpart
in all the aspects of annual energy generation, annual average efficiency, and glare pro-
tection. In the example of Shanghai, with the VP-3-DOF sun tracking, Ea is improved by
13.12%; and η̄m is improved by 9.39%. Therefore, we conclude that the optimum VP-3-
DOF sun tracking is capable to gain the maximum annual energy generation and annual
average efficiency, and also capable to protect glare from the sun.

To draw a general conclusion, Ea and η̄m are calculated using the simulation results
of the other eight cities in the world. As the average over the nine cities, Ea is improved
by 27.40%; η̄m is improved by 19.17% using our proposed optimum VP-3-DOF sun track-
ing (see Tables 3.1 and 3.2).

3.4.2. GLARE PROTECTION

Using the same method as in the previous chapter, the glare simulations are conducted
in the position near the window of the reference office [8]. Figure 3.13 quantitively and
visually shows the simulation results based on the glare model mentioned above. Par-
ticularly, the proposed optimum VP-3-DOF sun tracking reveals imperceptible glare and
31% DGP. The results of point-in-time glare coincide with the theoretical derivations and
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Table 3.1: Results of Ea calculated by the climate data of nine cities

City
Ea (kW h/m2)

∆Ea/Ea***
VP-3-DOF Perp-V* Perp-H**

Shanghai 69.8083 61.7134 56.5245 13.12%
New York City 82.3466 61.9344 48.7999 32.96%
Tokyo 72.6332 58.9975 49.5441 23.11%
Beijing 84.5490 67.7503 55.4796 24.80%
London 61.6562 48.1851 41.3556 27.96%
Los Angeles 90.6252 63.9697 48.0345 41.67%
Toronto 75.7012 57.8710 47.7711 30.81%
Paris 56.9159 45.9986 39.3670 23.73%
Berlin 62.2552 48.8941 41.7071 27.33%
Average 72.9434 57.2571 47.6204 27.40%

*Perp-V indicates perpendicular two-DOF sun tracking with vertical cell layout.

**Perp-H indicates perpendicular two-DOF sun tracking with horizontal cell layout.

***In ∆Ea /Ea , ∆Ea indicates the difference of Ea between VP-3-DOF and Perp-V;

and Ea indicates the Ea of Perp-V.

Table 3.2: Results of η̄m calculated by the climate data of nine cities

City
η̄m (%)

∆η̄m/η̄m*
VP-3-DOF Perp-V Perp-H

Shanghai 9.55 8.73 8.26 9.39%
New York City 9.60 7.70 6.66 24.68%
Tokyo 9.55 8.30 7.53 15.06%
Beijing 9.64 8.00 7.02 20.50%
London 9.39 8.07 7.56 16.36%
Los Angeles 9.66 7.10 5.85 36.06%
Toronto 9.54 7.81 7.03 22.15%
Paris 9.35 8.14 7.65 14.86%
Berlin 9.40 8.05 7.52 16.77%
Average 9.5200 7.9889 7.2311 19.17%

*In ∆η̄m /η̄m , ∆η̄m indicates the difference of η̄m between VP-3-DOF and Perp-V;

and η̄m indicates the η̄m of Perp-V.
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the shadow simulations by SketchUp.

Perpendicular
two-DOF

Optimum
variable-pivot-three-DOF

a b

Sun-tracking method

    * Simulation conditions: 11:00 AM, 20th March, 2017, clear sky, in the reference office, in Shanghai.
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Figure 3.13: Simulation results of point-in-time glare by four sun-tracking methods.

3.5. DISCUSSION

3.5.1. VP-3-DOF SUN TRACKING

T HE mechanical realization of the VP-3-DOF motion is out of the scope of the current
study. Some recommendations to realize the VP-3-DOF motion are given as follows.

Firstly, it is not necessary to have physical axes to achieve the rotation. The only require-
ment is to follow the trajectories provided by our mathematical model. Secondly, since it
is an interior lightweight application, the use of fine translucent wires can be considered
to actuate PV shading elements, similar to but more sophisticated than what the nor-
mal window blinds are using. Thirdly, electrical cables can be considered to be installed
along the wires to interconnect the PV modules.

Besides vertical windows, the proposed VP-3-DOF sun tracking is also applicable to
the horizontal sun roof. In terms of special scenarios, e.g. a glass greenhouse, the roof
area is large and the incident sunlight need to be controlled. Compared with the case
with vertical windows (Figure 3.14a), the optimum solution to the case with horizontal
windows (Figure 3.14b) can be derived in a similar way. Detailed derivations and results
are presented in the Supplementary Note 8 of Ref. [1]. A promising applications of the
VP-3-DOF sun tracking is in a greenhouse with movable PV roof to utilize the sunlight
for both food cultivation and electricity generation.
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Figure 3.14: Extended application of VP-3-DOF sun tracking. a, The model of PV squares in the vertical window
in the initial position. b, The model of PV squares in the horizontal window in the initial position. c, Rectan-
gular PV shading elements in the initial position. The shadows are simulated by SketchUp. d, Rectangular PV
shading elements in the rotated position. The simulated shadows are the same as that in the initial position.

Besides square PV shading elements, the rectangular PV shading elements can also
apply to the VP-3-DOF sun tracking. It has been demonstrated by shadow simulations
with SketchUp (Figure 3.14c & d).

3.5.2. LIMITATIONS OF THE CURRENT WORK

The proposed optimum sun-tracking methods have been developed based on an ideal
interior model. However, they are not necessarily applicable to exterior applications,
where the limitation of windows (see Assumption 1 in the previous chapter) does not
exist. On the other hand, exterior BIPV applications require rigorous standards on wind
resistance, snow load, etc. Furthermore, architects tend to focus on aesthetics instead
of PV power generation in regards to the exterior architectural design. Therefore, fur-
ther study is required before the proposed sun-tracking methods can be applied to the
outdoor cases.

In this study, we have assumed that the window is mounted in a rarely-shaded high-
rise building. However, in reality, high-rise buildings are usually built in congested ur-
ban areas, resulting in undesired shadows on the PV shading elements. As to the existing
buildings, shadows from surrounding buildings can be simulated over the entire year.
According to the shading conditions on the window area, case studies should be con-
ducted to optimize the sun-tracking methods, cell layouts, and interconnections of the
mini modules. As to new buildings, architects and urban planners should try to avoid
severe shading on the vertical façade of the PV-integrated buildings. The optimum lo-
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cations of buildings can also be obtained by the simulation of shadows over the entire
year.

3.6. CONCLUSIONS
Buildings consume a large amount of energy every year, but also bear great potential of
solar energy. The vertical window areas, which account for a large surface area of mod-
ern buildings, can potentially convert solar energy into electricity by active PV shading
elements, which can meanwhile prevent against the sun glare. Conventional sun track-
ing sticks to the principle of minimizing the angle between the PV surface normal and
the incident direction of the sunlight, aiming to obtain the maximum global irradiance
on the PV surface. The novelty of this study is that we break through the conventional
method and develop new sun-tracking methods optimized for the PV window shading
elements.

In this chapter, we have investigated the performance of two-DOF and three-DOF
sun tracking using our proposed irradiance model. The optimum variable-pivot-three-
degree-of-freedom (VP-3-DOF) sun tracking enables the PV window to achieve the max-
imum power generation and non-glare daylighting at the same time. Compared with
conventional perpendicular sun tracking, the proposed sun tracking methods improve
the annual energy generation by 27.40% and the annual average efficiency by 19.17% as
the average over nine cities in the world. Such module-level improvements are more
pronounced than that triggered by new materials and process in most studies. Compar-
ing the two proposed solutions in Chapters 2 and 3, the optimum one-DOF sun tracking
with extended PV slats and particular cell layout requires simpler mechanical structure
of rotations; while the optimum VP-3-DOF sun tracking requires less area of PV material
and simpler design of cell layout.

Besides the benefits in energy generation, both solutions provide the building occu-
pants with comfortable diffuse daylight and open exterior view. As an extended applica-
tion, the optimum VP-3-DOF sun tracking for PV shading elements on horizontal glass
roof of a greenhouse is capable to maximize the power generation, and also provides
the crops with certain amount of diffuse daylight. An economic PV horticultural sys-
tem can be built by applying the proposed sun-tracking method, which can increase the
production of crops and reduce the energy consumption. Theoretically, the optimum
variable-pivot-three-DOF sun-tracking method is applicable to any occasions requiring
the maximum power generation and the access to the natural diffuse light.
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4
ENERGY PERFORMANCE OF

BUILDINGS WITH PHOTOVOLTAIC

WINDOW SHADES

Abstract

In previous chapters, PV windows have been studied towards optimum performances of
power generation and sun glare protection. We have derived the formulas to compute
the shade-free sun tracking (the optimum sun tracking in previous chapters) for a single-
axis PV blind with an optimal design of cell layouts. The shade-free sun-tracking method
has been proved to be capable of achieving the maximum power generation and non-
glare daylighting. In this chapter, we focus on evaluating the contribution of this optimal
sun-tracking method to the energy saving in buildings by comprehensively considering
artificial lighting, heating and cooling. Via this comprehensive evaluation, the shade-
free sun-tracking method is compared with three static tilt angles and the conventional
perpendicular tracking method. The parametric model of the PV blind is integrated into
the three-dimensional model of a reference office room. Simulations show that using the
shade-free tracking method, the net energy consumption of the building, considering PV
production, artificial lighting, heating and cooling, is reduced by 10.49%, compared to
the perpendicular tracking method. With the shade-free tracking method, the PV blind
generates more electricity than that consumed by artificial lighting.

Parts of this chapter have been published in the 14th China International Forum on Solid State Lighting
(SSLChina), 52 (2017) [1]. Parts of this chapter have been submitted to Journal of Energy and Buildings.
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4.1. INTRODUCTION

B ESIDES electricity generation, PV windows can also adjust and control the amount
of incident sunlight, thereby affecting the energy consumption of artificial lighting

and air-conditioning inside the building environment. Two types of PV windows, static
and dynamic, have been commonly used and studied. Static PV windows usually con-
tain glazing-attached translucent PVs with certain transmittance or opaque PVs with
certain spacing. Dynamic PV windows integrate opaque PVs with adjustable window
treatments, e.g. blinds, shutters, etc.

As to a building with static PV windows, its energy performance can be affected by
PV-window characteristics, such as the PV power conversion efficiency (PCE), the trans-
mittance or spacing of solar cells, and the cell layout on the window glazing. Elarga et
al. evaluated the energy performance of façade cavity integrated with semi-transparent
PV modules. Results showed that such integrated PV system reduced the cooling energy
demands of buildings [2]. Jovanovic et al. simulated the performance of PV modules
combined with a Trombe wall. Results showed that an optimal tilt angle increased the
electricity production of PV modules, which were suggested to be installed outside of
the Trombe wall [3]. Schmid et al. simulated the net zero supplementary interior light-
ing powered by PV windows. Using separate opaque solar cells on a transparent glaz-
ing resulted in better performance than a transparent single-glazed window in terms of
illuminance distribution and glare protection. An alternative approach, using a 30%-
transparency thin-film PV window, performed even better in respect of glare protection
[4]. Han et al. investigated the performance of a double-side PV façade through field
measurement. Results indicated that it reduced the heat gain of the building in summer
and generated extra electricity. The influence of the temperature on the conversion ef-
ficiency of see-through thin-film PV is negligible compared to considerable reduction of
heat gain [5]. Zhang et al. studied the over all energy performance of a building with
semi-transparent photovoltaic (STPV) modules by developing a comprehensive simula-
tion model of thermal balance, daylighting and power generation. Results showed that
STPV windows reduced the electricity consumption by 18% and 16% respectively com-
pared to the clear single and double-pane glazings in Hong Kong [6]. Xu et al. inves-
tigated the overall energy performance of office buildings with spaced solar cells dis-
tributed on the windows. Results under the climatic conditions of central China indi-
cated that the optimal PV cell coverage reduced the electricity consumption by 13% on
average compared to the least favourable coverage ratio [7].

Compared to a static PV window, the dynamic counterpart, e.g. a PV blind, could
flexibly adjust the incident sunlight by tuning the tilt angles of PV slats, consequently
balancing the PV power generation and interior energy consumption. Kang et al. ana-
lyzed several parameters of a PV blind. Among a series of inclined angles (from 0◦ to 90◦
in 15◦ intervals), the maximum electricity production was obtained in the inclined angle
of 75◦. The optimal width of the PV module was half of the width of the blind to avoid PV
shading effects. Moreover, the ventilation in the double-layer window façade decreased
the temperature of the cavity, consequently improved the electricity production by 8.3%
[8].

Kim et al. studied a combined system of a PV blind and dimmable LED lights. The PV
modules (6% PCE) were attached to the blind slats. In the reference room, the slat angle
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was kept at 0◦. Meanwhile, in the adjacent test room, the slat angle was hourly controlled
to be orthogonal to the profile angle of the sunlight. The LED lighting in both rooms
was automatically controlled with the feedback of photosensors in order to maintain the
illuminance level of the target working plane. Experimental results showed that the PV
power generation in the test room was 32% more than that in the reference room; but
the energy saving of LED lighting in the test room was 35% less than that in the reference
room [9].

Bahr et al. assessed the design parameters of a PV-blind system based on a costs-
benefits analysis. Two variables were considered: the ratio between the installation dis-
tance of adjacent slats to the module depth (1, 2, and 3), and the tilt angle (0◦, 25◦, and
60◦). The profit rate of the PV blind system was calculated by considering heating and
cooling loads, PV power generation with partial shading effects, daylighting and artificial
lighting. Simulation results showed that the highest profit rate was obtained when the
ratio was 2; and the tilt angle was 0◦ [10].

Mandalaki et al. investigated various typologies of PV shading systems in terms of
energy efficiency and visual comfort conditions. The Brise-Soleil system was proved to
be the most suitable typology to integrate PV modules. However, all typologies were
assessed in a fixed position; and the tilt angle of blinds was not given [11].

Luo et al. compared the thermal performance of PV blind within a double skin façade
(DSF) with that of conventional DSFs with and without shading blinds. Experimental re-
sults showed that the DSF PV blind can save 12.16% and 25.57% respectively in summer
compared with those two counterparts [12].

Hu et al. conducted comparative studies on the BIPV Trombe wall systems in regard
of electricity production and heating/cooling load reduction. Results showed that the
PV blind-integrated Trombe wall system was superior to the glass-attached and mass
wall-attached PV Trombe wall systems in terms of electricity saving and CO2 emission
reduction [13, 14].

Hong et al. investigated the design parameters of the PV blind by nonlinearity analy-
sis. Three design variables were mainly considered, i.e. the orientation, the width of the
PV panel (from 10 mm to 50 mm in 10 mm intervals), and the season. Results showed
that the PV blind with 10 mm-width PV panels revealed the best performance in terms
of electricity generation and saving-to-investment ratio at year 25 because the relatively
smaller width alleviated the PV partial shading effects [15].

Park et al. developed a four-node-based finite element model (FEM4−node ) to predict
the electricity generation of the PV blind. By this means, the economic performance
of the PV blind can be comprehensively analyzed for practical applications [16]. Based
on FEM4−node , Oh and Koo et al. improved the prediction accuracy of the model by
developing a nine-node-based finite element model (FEM9−node ) [17, 18].

Hong et al. proposed the bi-directional control method, which eliminated the par-
tial shading problem of PV blinds. Compared with the uni-directional control method
(PV panel remained as orthogonal to the profile angle of the sunlight), the bi-directional
control improved the average illuminance of the room and generated comparative elec-
tricity [19]. In a following study, Hong et al. further evaluated the bi-directional control
method in regard of lighting and thermal performance. Results showed that the energy
consumption of lighting and heating system were reduced, but the cooling system con-
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sumed more energy, compared with the uni-directional control method [20].

Koo et al. compared four type of PV blinds, i.e. amorphous silicon (a-Si) PV pan-
els embedded in fixed blind, a-Si PV panels embedded in two-axis sun-tracking blind,
copper-indium-gallium-selenide (CIGS) PV panels embedded in fixed blind, and CIGS
PV panels embedded in two-axis sun-tracking blind. Simulation and analysis results
showed that the two-axis CIGS PV blind performed better than other alternatives in
terms of energy self-sufficiency rate and net present value at year 25 [21].

In Chapter 2, we have proposed a shade-free sun-tracking method (the optimum
sun-tracking method) for single-axis PV blinds, installed inside the building. With fur-
ther optimal design of the cell layout on the slats, the PV partial shading problem was
properly solved. The proposed one-axis sun-tracking method and corresponding cell
layout have been demonstrated to be capable of achieving the maximum PV power gen-
eration and non-glare daylighting. However, the influence of PV blinds on building en-
ergy performance was not estimated in terms of artificial lighting, heating and cooling.

In this work, we first introduce a typical built environment of a reference office room
with an interior PV blind, whose tilt angle is tunable. Secondly, the model of slat-attached
PV module containing series-connected solar cells is built considering the PV partial
shading effects. Thirdly, artificial lighting design is conducted with commercially avail-
able luminaire in the reference office room. We assume that the lamps are accurately
dimmable with sensors so that the lighting energy consumption can be compensated by
daylighting, which is affected by the tilt angle of PV slats. Fourthly, the thermal model is
implemented to evaluate the energy consumption of heating and cooling. Lastly, three
static tilt angles and two sun-tracking methods of PV blinds are evaluated in terms of PV
energy production, and energy consumption by artificial lighting, heating and cooling.

4.2. METHODS

I N this study, annual energy performance is calculated by building geometrical and
mathematical models and implementing various softwares containing simulation en-

gines and packages, as shown in Fig. 4.1. The three-dimensional (3D) model of a typical
office room is built by Rhinoceros, which is a commercial computer-aided design (CAD)
software [22]. The electricity output of PV blinds is simulated based on a single-diode
PV model in MATLAB SimuLink [23], considering the PV partial shading effects. Two
inputs of the PV model, equivalent global irradiance and cell temperature, are given as
mathematical models. Daylighting and artificial lighting are simulated based on Radi-
ance, which is a suite of programs for the analysis of lighting using hybrid determinis-
tic/stochastic (Monte Carlo) ray tracing [24]. Energy consumptions by heating and cool-
ing in the built environment are simulated based on EnergyPlus, a simulation engine
containing many program modules for the calculation of heating and cooling energy de-
mand [25]. In this study, simulation engines like Radiance and EnergyPlus are integrated
in the Ladybug and Honeybee tools [26], which are free and open source environmental
plugins for Grasshopper. Grasshopper, as a plugin of Rhinoceros, provides a parametric
platform for graphical algorithm editing [27]. Fig. 4.1 shows the interconnected simula-
tion platforms, engines, and softwares implemented in this study.



4.2. METHODS 61

Grasshopper environment

Ladybug

Honeybee

OpenStudio

Radiance

EnergyPlus

Heating energy 
consumption

Cooling energy 
consumption

Daylighting

Artificial lightingSun path visualization

Weather data

3D modelPV partial shading 
simulation

Figure 4.1: Simulation engines and tools used in this study.

4.2.1. 3D MODEL OF AN OFFICE ROOM

PV blinds mainly benefit the urban tall buildings, which hold a large area of windows
and require a great amount of energy. To quantify the energy contribution of PV blinds,
the CAD model of a typical office room is built by Rhinoceros [22]. We assume the of-
fice room is within a tall building located in Shanghai (31.40◦N, 121.45◦E). This office
model is adapted from a reference office, which was proposed as a baseline for com-
paring different technologies, such as artificial lighting, daylighting, window treatment,
etc. [28]. As shown in Fig. 4.2, the office room is designed in the shape of a shoebox, so
that the impact of lighting and shading control is obvious. The south-facing window of
the office room has a window-to-wall ratio (WWR) of 40%. PV blind is mounted on the
interior side of the window glass. We assume that the slats of the PV blind rotate simulta-
neously, so that PV slats are parallel to each other and receive identical solar irradiance.
The thickness of the PV-integrated slats is ignored in this model. For a PV blind with cer-
tain dimensions (w and l ) and materials, its performance is mainly determined by the
tilt angle (θ) of the slats (Fig. 4.2).

The dimensions of the office are shown in Figure 4.3; the reflectance of critical ge-
ometries in this model is listed in Table 4.1.

Table 4.1: Reflectance of critical geometries in the model of the reference office.

Geometry Reflectance
Ceiling 0.80
Floor 0.20
Interior walls 0.50
Furnishings 0.50
Glazing 0.20
Door 0.50
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Figure 4.2: Perspective view of the office model with the PV blind.
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Figure 4.3: Dimensions of the reference office illustrated in four views: perspective, top, front, and left.
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4.2.2. MODELS OF SOLAR CELL AND PV MODULE
An individual slat of the proposed PV blind contains several solar cells, which together
form a PV mini-module. Our previous study has demonstrated that slat-integrated solar
cells in the optimal layout of horizontal strips result in the maximum power generation
of the single-axis PV blind [29]. Therefore, the horizontal-strip layout of solar cells is ap-
plied to the design of the mini-module in this study. Since internal shading could happen
when the slats are in certain tilt angles, the PV module might suffer from PV partial shad-
ing effects, which affect the electrical performance of the PV blind. To precisely simulate
the PV partial shading effects, each solar cell requires unique inputs of solar irradiance
and cell temperature. The model of PV module is built by interconnecting 10 identical
solar-cell models in series, as shown in Fig. 4.4. The single-diode model of a solar cell is
used as a basic simulation unit. The equivalent circuit is also shown in Fig. 4.4, where
the output current is described as

I = Il i g ht − I0

(
exp

(
V +Rs I

A

)
−1

)
− V +Rs I

Rsh
, (4.1)

where Il i g ht is the light-generated current; I0 is the diode saturation current; Rs is the
series resistance; Rsh is the shunt resistance; A = nd kTc /q is the modified ideality factor;
nd is the diode ideality factor; k is the Boltzmann constant (1.3807×10−23 J/K ); q is the
electron charge (1.6022×10−19C ); and Tc is the cell temperature. Detailed description of
the single-diode model can be found in [30].
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Figure 4.4: Models of solar cell and PV mini-module.

In this study, the PV model is configured according to a commercial thin film cad-
mium telluride (CdTe) module (First Solar Series 6T M , FS-6445). Detailed electrical spec-
ifications can be found in the data sheet of the product [31]. The PV model contains no
bypass diode due to the thin film technology and special module dimensions. The simu-
lation in terms of PV electricity generation is conducted in the environment of MATLAB
SimuLink. Two types of inputs are necessary for the PV model, the solar irradiance on
each cell and each cell’s temperature.

4.2.3. INPUT PARAMETERS
In Chapter 2, a simplified model of solar irradiance was proposed and applied to the
calculation of global irradiance on a tilt surface [29]. The global irradiance (Gg l obal ) on



64 4. ENERGY PERFORMANCE OF BUILDINGS WITH PHOTOVOLTAIC WINDOW SHADES

the non-shading PV module has been derived as

Gg l obal = I di r
e (sinαs cosθ−cosαs cos As sinθ)+Gh,d , (4.2)

where I di r
e is the direct normal irradiance of the sunlight; αs and As are the solar alti-

tude and azimuth respectively; and Gh,d is the diffuse horizontal irradiance. Detailed
explanation of each notation can be found in Chapter 2.

In the partial-shading conditions, solar cells on the mini-module receive different
global irradiance. We assume that when the internal shading within the PV blind hap-
pens, the shading area receives no direct irradiance, but still receives diffuse irradiance.
Here we simply treat this diffuse irradiance as Gh,d . For the cell in the partial shading
position, its irradiance is contributed by both directly-illuminated global irradiance and
diffuse irradiance. Thus, the equivalent global irradiance (Geq

g l obal ) is used as the input

of the cell model in partial shading,

Geq
g l obal =

(
1− Scel l

shadow

Scel l

)
I di r

e (sinαs cosθ−cosαs cos As sinθ)+Gh,d , (4.3)

where Scel l and Scel l
shadow are the area of an individual solar cell and the area of the shadow

on the individual cell respectively.
The PV model also requires the input of the cell temperature (Tc ), which could be

affected by the environmental variables, such as ambient temperature (Ta), equivalent
global irradiance (Geq

g l obal ), wind speed, wind direction, and relative humidity. Since the

PV blind is mounted interiorly, the influence of wind is ignored here. Also, the contri-
bution of relative humidity to the cell temperature is ignored because it will not change
with the tilt angle. Then, the simplified model of cell temperature is used:

Tc = 0.943Ta +0.028Geq
g l obal +4.3, (4.4)

where the units of Ta and Geq
g l obal are respectively ◦C and W /m2. We use this model to

estimate the temperature of solar cells which might be in shadows, though the model is
originally developed for PV modules [32, 33].

4.2.4. TILT ANGLES AND SUN-TRACKING METHODS
The conventional sun tracking of PV systems aims to gain the maximum global irradi-
ance on the PV module. For PV modules with single-axis sun tracking, the maximum
global irradiance appears in the quasi-perpendicular sun-tracking method (Position D
in Fig. 4.5, referred to as “perpendicular tracking method” in the following context) in
no shading conditions [29]. However, for the case of PV blind, the maximum global ir-
radiance might not necessarily result in the maximum power generation due to the par-
tial shading effects. Our previous study has demonstrated that the shade-free tracking
method (Position E in Fig. 4.5) results in the maximum power generation and non-glare
daylighting [29]. In this study, three static tilt angles (0◦ (Position C), 15◦ (Position B), and
90◦ (Position A)) and two sun-tracking methods (Positions D and E) are chosen for the
comparative analysis of the overall energy performance of the PV blind. To simplify the
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calculation, the energy consumption of the sun-tracking system is ignored in this study.
Detailed derivations of the tilt angles of the perpendicular and shade-free tracking meth-
ods can be found in Chapter 2 [29].
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Figure 4.5: Cross-section diagram of three static tilt angles and two sun-tracking methods of PV slats.

4.2.5. DAYLIGHTING AND ARTIFICIAL LIGHTING
Regarding the PV blind in a fixed tilt angle, a static CAD model is sufficient for the sim-
ulation of interior daylighting for an entire year. However, situations are different with
respect to sun-tracking PV blinds, whose tilt angle varies with the solar position. It means
that a unique CAD model is required for each simulation time point over the entire year.
Using a conventional simulation method would consume lots of time and efforts if the
CAD models of PV blinds with various tilt angles were input manually. In this study,
we use parametric modeling and simulation to solve this problem. Grasshopper is ex-
actly such a parametric platform which is tightly integrated with Rhinoceros [22, 27]. La-
dybug and Honeybee tools, as plugins of Grasshopper, are mainly used for the lighting
and energy simulation in this study [26]. Ladybug uses the simplified irradiance model
called GenCumulativeSky to generate a cumulative sky radiance distribution, which can
accelerate the ray-tracing simulation by Radiance [34]. Honeybee visualizes the input
parameters of Radiance, and enables parametric modeling by interconnecting lighting
simulation blocks with Grasshopper components.

The illuminance on the target working plane contributed by daylighting varies with
solar radiance, solar position, and the tilt angle of the PV slats. The daylighting sim-
ulation for an entire year (one-hour interval) can be run in a loop in the Grasshopper
platform. The Grasshopper algorithm diagram for the loop simulation can be found in
Appendix C.

In the daytime, the daylighting through the PV blind is sometimes not sufficient to
meet the requirements of architectural standards of indoor illumination. That is when
compensative artificial lighting is required during the day. For office environment, the
standard average illuminance (Ḡst a) on the target working plane (0.75 m height) is 500
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(a) (b)

Figure 4.6: Interior artificial lighting design of the reference office room: (a) top view, and (b) perspective view.

lux [35]. At night, daylighting contributes zero to the indoor illumination, which is then
entirely provided by artificial lighting. In this study, we assume that the office room is
equipped with dimmable luminaire and smart lighting system, which is automatically
and precisely controllable by the feedback signal of accurate light sensors. In fact, this
feedback control functionality has already been realized in some commercial lighting
systems. Theoretically, a relatively accurate illuminance distribution on the target work-
ing plane can be obtained by rationally distributing the light sensor [36]. To simplify the
study, we only consider the average illuminance of the working plane, and ignore the
influence of the illuminance contrast between the working plane and the background.
We also assume that all luminaire are dimmed simultaneously. As shown in Fig. 4.6,
six identical luminaire are mounted on the ceiling of the office room. The illuminance
distribution in the room can be simulated by importing the IES file of the luminaire into
Radiance in Honeybee. Detailed parameters of the chosen luminaire can be found in the
product data sheet [37]. In respect of the energy consumption of artificial lighting, we
assume that the illumination by daylighting and artificial lighting can be superimposed
linearly. We also assume that the power consumption of six luminaire is proportional to
the average illuminance. The human activities in the office determines the time to turn
on/off the artificial lighting. The probability of lighting demand at a certain point of time
(Pl (t )) is given by the weekly schedule of the indoor lighting as shown in Fig. 4.7. The
power consumption of artificial lighting at a certain time point (Pl (t )) can be estimated
by

Pl (t ) =


(
1− Ḡsun

Ḡst a

)
Pst aPl (t ) Ḡsun < Ḡst a

0 Ḡsun Ê Ḡst a

, (4.5)

where Ḡsun is the average illuminance contributed by the daylighting; Pst a is the stan-
dard power consumption of artificial lighting, which can independently achieve the stan-
dard average illuminance on the target working plane.
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Figure 4.7: Weekly schedule of artificial lighting. Pl (t ) is defined as the probability of lighting demand at a
certain point of time

4.2.6. HEATING AND COOLING SYSTEM

The tilt angle of the PV blind affects the amount of incident sunlight, which changes the
air temperature in the building environment, as it changes the daylighting mentioned
above. In a commercial building, the room temperature is usually maintained within
a certain range considering the human comfort. Therefore, the energy consumption
by heating and cooling in the building varies with the tilt angle of the PV blind. The
annual energy consumption by air-conditioning can be calculated by running a para-
metric simulation in Honeybee, using the EnergyPlus engine, which contains necessary
valid models and default inputs. The weekly schedules of the maximum and minimum
room temperature for a typical office environment are shown in Fig. 4.8 and 4.9. The
Grasshopper algorithm diagram for the loop simulation of the annual energy consump-
tion for heating and cooling can be found in Appendix C.
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Figure 4.8: Weekly schedule of the minimum room temperature.
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Figure 4.9: Weekly schedule of the maximum room temperature.

4.3. RESULTS

4.3.1. PV ELECTRICITY GENERATION

B Y inputing each cell’s Geq
g l obal and Tc at a certain point of time into the model of

the PV mini-module, the PV power generation is obtained, considering the PV par-
tial shading effects. The power generation by the PV blind over an entire year is then
obtained by running the MATLAB simulation in a loop. Simulation results under five
positions are shown in Fig. 4.10. It is obvious that the vertical fixed position (Position A
in Fig. 4.5) and the shade-free tracking method (Position E) reveal higher power gener-
ation compared to the other three positions. As explained in Chapter 2, the maximum
PV power generation is achieved in the vertical fixed position and shade-free tracking
method because the input power stays the maximum while no shading exits on the PV
slats [29]. To quantitively compare the PV power generation under five positions, accu-
mulative annual power generation, i.e. the energy generation in the form of electricity, is
calculated and shown in Fig. 4.11. Consistent with the results as shown in Fig. 4.10, the
vertical fixed position and shade-free tracking method generate the maximum amount
of electricity. However, the vertical fixed position turns the window into a wall, imped-
ing the daylighting and blocking the view. Therefore, to obtain the maximum annual
electricity generation by PV blind, the shade-free tracking method is a prime choice.

4.3.2. ENERGY CONSUMPTION BY ARTIFICIAL LIGHTING

The rated input power of an individual luminaire is 87 W. To obtain a standard average il-
luminance (Ḡst a = 500 lux), the luminaire is dim to 72.63% of the rated input power when
the daylighting contribution is zero (in the vertical fixed position or at night). There-
fore, the standard power consumption of artificial lighting system (six luminaire) Pst a is
379 W. With Pst a , the illuminance distribution by artificial lighting on the target working
plane is simulated by Radiance in Honeybee (Fig. 4.12). In this study, we calculate the
illuminance on the working plane by daylighting and artificial lighting separately. First,
the artificial lights are turned off. The daylighting contribution to the illuminance dis-
tribution on the working plane is simulated and the annual results (Ḡst a for each time
point) are obtained by running the Grasshopper algorithm in a loop. Second, by sub-
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Figure 4.10: Power generation by PV blind under five considered positions (see Fig. 4.5) in one-hour time
interval over the year.

A B C D E
0

500

1000

E
n

e
rg

y
 g

e
n

e
ra

ti
o

n
 (

k
W

h
)

A. Vertical
B. Inclined
C. Horizontal 

D. Perpendicular 
E. Shade-free

Max Min

Figure 4.11: Annual electricity generation by the PV blind under five considered positions (see Fig. 4.5). The
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stituting Ḡst a , Ḡsun , Pst a , and Pl (t ) into Eq. (4.5), the power consumption by artificial
lighting at each point of time over an entire year is obtained, as shown in Fig. 4.13. It is
obvious that the artificial lighting consumes more electricity in the vertical fixed position
than the others, since the daylighting makes no contribution to the interior illumination
in the vertical fixed position. In contrast, the horizontal fixed position and shade-free
tracking method introduce more sunlight into the room and consume less electricity
for artificial lighting compared to the other three positions. The annual electricity con-
sumption is calculated by accumulating the power consumption over an entire year, as
shown in Fig. 4.14. In terms of electric lights, the most energy-saving tilt angle of the
PV slats appears in the horizontal fixed position. Considering both electricity generation
by PV blind and electricity consumption by artificial lighting, the shade-free tracking
method shows an obvious advantage over the other three fixed positions and one track-
ing method, and is the only method by which PV generates more electricity than that the
lighting consumes (Fig. 4.15).
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Figure 4.12: (a) Three-dimensional color map of illuminance distribution on the target working plane. (b) Two-
dimensional color map of illuminance distribution of the reference office (same height as the working plane).
Note that two color maps are illustrated by two different color bars from two different softwares.

4.3.3. ENERGY CONSUMPTION BY HEATING AND COOLING
By running the EnergyPlus simulation integrated with parametric models in a loop (Ap-
pendix C), the energy consumption by heating and cooling is obtained under five dif-
ferent positions of PV slats. The annual energy consumption by heating and cooling is
then calculated as shown in Fig. 4.16. The vertical fixed position results in the maxi-
mum heating energy consumption and the minimum cooling energy consumption. The
horizontal fixed position leads to the minimum heating energy consumption and the
maximum cooling energy consumption. With respect to the combination of the energy
consumption by heating and cooling, the shade-free tracking method consumes less en-
ergy than the others. But the difference from the most energy-consuming position (the
inclined fixed position) is very small (within 0.44%). Detailed values of annual energy
consumption by heating and cooling can be found in Table 4.2.
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Figure 4.13: Power consumption by artificial lighting under five considered positions (see Fig. 4.5) in one-hour
time interval over the year.
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Figure 4.14: Annual electricity consumption by artificial lighting under five considered positions (see Fig. 4.5).
The maximum and the minimum values are marked with solid circle and star respectively.
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ing (blue), and net annual energy generation/consumption by PV and lighting (green) under five considered
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Figure 4.16: Annual electricity consumption by heating (orange), cooling (blue), and the combination of heat-
ing and cooling (green) under five considered positions (see Fig. 4.5). The maximum and the minimum values
are marked with solid circles and stars respectively.

4.3.4. OVERALL ENERGY GENERATION AND CONSUMPTION

Given the aforementioned results, the overall net energy consumption can be easily cal-
culated by considering the electricity generated by PV blind, the electricity consumed
by artificial lighting, the energy consumption by heating and cooling. As shown in Fig.
4.17, the shade-free tracking method proves its superiority over others. Compared with
the conventional perpendicular tracking method, the shade-free tracking method saves
10.49% energy. The horizontal fixed position (C) gives an annual energy consumption
of 4871.54 kWh. The conventional perpendicular tracking method (D) increases this by
6.55% while the shade-free tracking method (E) reduces this by 4.63%. This shows that
tracking can outperform the best fixed position, but only when the shade-free tracking
scheme is used. Detailed values of overall net annual energy consumption can be found
in Table 4.2.

Table 4.2: Overall annual energy consumption.

Energy consumption (kWh) A B C D E
Heating 1660.95 1589.96 1572.29 1586.25 1577.33
Cooling 3072.86 3145.96 3149.84 3146.27 3137.78
PV -707.96 -471.84 -469.80 -471.88 -707.96
Lighting 1226.59 821.58 619.21 929.79 638.79
Overall 5252.45 5085.66 4871.54 5190.43 4645.95
Energy saving by E 11.55% 8.65% 4.63% 10.49% 0.00%
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Figure 4.17: Net annual energy generation/consumption by PV and lighting (orange), annual electricity con-
sumption by the combination of heating and cooling (blue), and overall net energy consumption considering
PV generation, lighting, heating and cooling under five considered positions (see Fig. 4.5). The maximum and
the minimum values are marked with solid circle and star respectively.

4.4. DISCUSSION

I N this study, the metropolis of Shanghai has been chosen as the location where the ref-
erence office building stands. The energy consumption by artificial lighting, heating

and cooling are far more than the energy generated by PV blind. However, it is not neces-
sarily the same for other cases due to the different solar radiation and climate conditions.
Also, the shade-free tracking method has been demonstrated as the best tilt position for
PV blind only when the office is located in Shanghai. As to other locations, further study
is in need to draw a valid conclusion.

Besides locations, the architectural attributes, e.g. window-to-wall ratio (WWR), room
dimensions, material reflectance, etc., can also affect the results of the simulations. Be-
sides, we ignore the energy consumption of rotating the PV blind, which is actually much
lower than that of lighting and air-conditioning systems, due to the light weight and
low inertia of the PV blind. Therefore, we expect that the observed trends hold for a
wider range of climate conditions, although the exact numbers might be different. This
method can be used to evaluate any other cases provided with the required parameters.
The evaluation of the comprehensive energy consumption and saving can hence be eas-
ily extended to the other scenarios.

For the case of this study, the PV blind is suitable to be integrated with artificial light-
ing system, since they present comparable amount of energy generation/consumption.
Also, the PV blind outputs direct current (DC), which matches the requirement of solid-
state lighting luminaire, e.g. LED lights.



4.5. CONCLUSIONS 75

4.5. CONCLUSIONS

I N this chapter, we have investigated the energy performance of a building-integrated
PV blind in terms of PV electricity generation, electricity consumption by artificial

lighting, and energy consumption by heating and cooling. Three static tilt angles and
two sun-tracking methods have been analyzed and compared by building parametric
models. Simulation results show that the shade-free tracking method is the most energy-
saving operation scheme for the PV blind. The shade-free tracking method can reduce
the net energy consumption by 10.49% compared with the conventional perpendicular
tracking method; and by 4.63% compared with the horizontal fixed position. Among the
five positions under evaluation, only by using the shade-free tracking method, the PV
blind generates more electricity than that consumed by artificial lighting.
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5
PHOTOVOLTAIC WINDOWS OF

AGRICULTURAL GREENHOUSES

Abstract
In a broad sense, buildings serve not only human beings. Typical examples include glass
greenhouses for plant cultivation, where incident sunlight can be controlled by dynamic
photovoltaic (PV) windows on the roofs. PV windows in greenhouses offer more pos-
sibilities of energy production and microclimate control by adjusting the sun-tracking
angles. In this work, we first build computer simulation models of typical greenhouses
with high-density (1/2 roof area) and low-density (1/3 and 1/4 roof area) PV layouts.
Then four special sun-tracking positions are found in the model of equivalent global
irradiance. Simulation models are also built in terms of PV modules and interior ir-
radiance. Simulations are conducted using the climate data of Delft, the Netherlands
(52.01◦N , 4.36◦E). Results show that high-density PVs under no-shading sun tracking
generate 6.91% more energy than that under conventional (quasi-perpendicular) sun-
tracking. Meanwhile, no-shading sun tracking allows more diffuse sunlight to enter the
greenhouse mounted with high-density PV panels, resulting in 10.96% and 10.68% im-
provement on the annual average global irradiance and uniformity on the target plane
compared to the fixed PV panels in the closed position. Regarding low-density PV lay-
outs, which barely suffer from partial shading problems, quasi-perpendicular sun track-
ing improves the annual energy generation by 7.40% relative to the closed position. How-
ever, the average global irradiance reaches the minimum in this position because more
sunlight is blocked by PVs. Meanwhile, the average uniformity of global irradiance re-
veals good (but not the best) performance, resulting in up to 9.80% (1/3 coverage) and
4.70% (1/4 coverage) improvement respectively compared to the closed position. The
proposed methods and simulation results provide guidelines for the initial design and
daily operation of PV greenhouses, aiming to balance the PV power generation and food
production.

Parts of this chapter have been published in Applied Energy 233-234, 424 (2019) [1].
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5.1. INTRODUCTION TO AGRIVOLTAICS

R ENEWABLE and clean energy, as the alternatives of fossil fuels, plays a critical role on
alleviating the impacts of greenhouse-gas (GHG) emission on our environment [2].

As predicted by the International Energy Agency (IEA), renewable energy will share 30%
of total world power generation in 2022, up from 24% in 2016, reaching over 8,000 T W h
[3]. Among all the renewables, solar photovoltaic (PV) additions grew faster than the
growth of any other source including coal, driven by sharp cost reductions and policy
support [3]. By 2022, the global total solar PV capacity will reach 740-880 GW [3]. The
huge PV capacity requires numerous PV panels and consequently a large area of land.
For those regions where land resources are scarce, it is recommended to integrate PV
panels with other forms of land utilization, such as buildings (BIPVs, i.e. Building In-
tegrated Photovoltaics [4]), farmlands (agrivoltaics [5]), etc. The compound word “agri-
voltaic” (agriculture and photovoltaics) refers to the association of PV power generation
and agricultural activities on the same land area. This term was first invented and used
in 2011 by Dupraz et al. [5]. But the concept of combining solar-energy conversion with
plant cultivation was originally conceived as early as in 1981 [6]. After 37-year develop-
ment, now typical modes of agrivoltaic systems include PV greenhouse, PV breeding, PV
pumping, etc. [7]. Among them, PV greenhouse is one of the most common agrivoltaic
systems due to the similarity with rooftop photovoltaic power stations. The compre-
hensive performance of PV greenhouse has been studied in Europe [8] and China [9].
Unlike residential buildings, however, agricultural greenhouses are built for the purpose
of plant cultivation. Therefore, most research on PV greenhouse is mainly focusing on
the optimal utilization of PV systems to produce both food and energy.

Agricultural greenhouse, usually equipped with transparent insulation materials, can
protect the plants against hostile external environment and diseases, consequently lead
to the production of plants with higher quality, and enable out-of-season cultivation.
Compared with regular farmlands, greenhouse consumes more energy as the cost of cre-
ating moderate internal microclimate, such as solar irradiance, temperature, humidity,
etc. Greenhouses in most regions of the world share a common problem of overheating
during the summer and low temperature during the winter due to the seasonal air tem-
perature and solar radiation. A practical solution is to install a sunshade device on the
top of the greenhouse in order to control the amount of incident sunlight. Meanwhile,
cooling and heating systems also help regulate the air temperature in the greenhouse. As
photovoltaic industry booms, affordable PV panels can be used as the sunshade device,
which blocks excess sunlight and also supply electricity to the electrical systems therein,
e.g. artificial lighting, heating and cooling, irrigation, etc. A well-designed PV green-
house can achieve the internal energy balance, i.e. the photovoltaic power generation
is capable to cover the total energy consumption of daily operation, or even have extra
electricity that can be sold to the electric power company. Such an ideal self-powered
greenhouse can be called as “zero-energy greenhouse” [10].

The nature of PV greenhouse is to convert solar energy into the energy form that
can be used by human, i.e. chemical energy (photosynthesis) and electric energy (pho-
tovoltaic effect). However, the intrinsic efficiency of the photosynthetic process is only
around 3%, which is much lower than the conversion efficiency of typical commercial PV
modules (around 20%). It means that the additional PV system will dramatically improve
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the overall utilization rate of solar energy in the greenhouse. Dupraz et al. evaluated the
land productivity with the indicator of Land Equivalent Ratio (LER). They found that the
mixed system of crops (durum wheat) and PV panels (59% vertical projected cover of the
ground) revealed the LER of 1.73, which means that 100 ha farm would produce as much
electricity and food crops as a 173 ha farm with separate productions [5]. They also found
that though the sun shade of PV panels reduced the wheat production, 57% reduction in
sunlight availability resulted in only a 19% reduction in wheat yield. It means that the
light efficiency of wheat crop is increased under the shade of PV panels [5].

In respect of PV greenhouse, a primary concern is whether the PV shading affects
the growth of the plants. First of all, plants can be classified into sun and shade species
based on their adaptability to the light intensity [11]. Therefore, partial shade caused by
PV panels are not necessarily a disadvantage to the target plant depending on its light
adaptability. For specific plants, common crops were investigated on the shading issue
in some previous research. Cossu et al. observed a decreased annual yield of tomato in
the testing PV greenhouse (50% coverage of the roof area, south), but a huge increase
of income considering the PV power generation [8]. However, Urena et al. found no
significant differences in commercial production, average weight, and flesh firmness of
tomato comparing the greenhouse sections of 9.6% PV coverage with the control group
(no PV coverage) [12]. The distinct results of those two studies on tomato yield might
derive from the difference of PV coverage. Kadowaki et al. investigated the growth of
hydroponically-cultivated Welsh onion in the PV greenhouse under the shadows casted
by straight-line arranged PV-array (PVs array, casting shadows on a specific area of the
plants continiously) and checkerboard PV-array (PVc array, casting shadows intermit-
tently) respectively. Both the fresh weight and the dry-matter weight of Welsh onion
cultivated under the PVs array were significantly less than those in the control green-
house; while the inhibitory effects under PVc array were diminished. They concluded
that geometrical arrangements of PV arrays drastically affected the growth of plants cul-
tivated below the PV arrays [13]. Dupraz et al. estimated the wheat production under
PV panels at full density (59% vertical projected coverage) and half density (29.5% verti-
cal projected coverage) by using the generic STICS (Simulateur mulTIdiscplinaire pour
les Cultures Standard) crop model. Simulation results showed that the reduction of sun-
light caused by PV panels led to the reduction in wheat yield [5]. Marrou et al. studied
the growth of four varieties of lettuces under two shade densities of PV panels (50% and
70% of the incoming radiation). They found that the lettuce yield was maintained be-
cause lettuce had the ability to adapt shading conditions and compensated the lack of
light availability by a higher light harvesting capability [14]. In another research, Mar-
rou et al. assessed the growth rate of three crops (lettuce, cucumber, and durum wheat)
under full sun treatment (control) and two densities of PV panels as described in their
former study. Results revealed that the growth rate was similar in all the treatments [15].
Valle et al. used sun trackers to balance the food and energy production in the com-
bined PV panels and crops. Results show that dynamic agrivoltaic systems increase the
electric production without competing with food [16]. Note that the last four research
were conducted in the open field environment instead of the greenhouse. Based on the
aforementioned relevant studies, PV panels in agricultural cultivation can affect the in-
cident irradiance, soil temperature, air temperature, crop temperature, humidity, etc.
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Considering the diversity of crops, it is hard to determine whether such shade effects
are positive or not. In regard to the growth of tomato [8, 12] and wheat [5], reducing the
shade degree helps alleviate the yield reduction. As to hydroponically-cultivated Welsh
onion [13], increasing the uniformity of solar irradiance can benefit crop growth.

The incident light availability varies with the configuration of PV panels installed on
the roof of the agricultural greenhouse. If the roof of the greenhouse is fully covered
by PV panels, the crops cultivated therein may suffer from the lack of natural sunlight.
Therefore, PV panels are usually mounted only on the south gable roof of the green-
house, with a coverage rate less than or equal to 50%. However, farmers tend to cover
the roof of greenhouse with PV panels in more than 50% coverage in order to earn more
money, without considering the negative impacts on the agricultural production. Con-
sidering that, some national and European legislations force farmers to provide the proof
of income from agricultural activity to receive the incentive tariff [17]. Therefore, it is
necessary to find optimum arrangements of PV panels on the greenhouse roof.

In general, there are two types of PV greenhouses according to the sun-tracking abil-
ities of the roof PV panels, i.e. fixed PV or dynamic ones. Greenhouse with fixed pan-
els on the roof are mostly studied due to the low cost of installation and maintenance.
Castellano et al. investigated a mono-pitched steel greenhouses entirely covered with
PV panels (Figure 5.1a). A model was built to predict the shading effects inside the PV
greenhouse [18]. Cossu et al. assessed the climate conditions inside a greenhouse in
which 50% of the roof area was replaced with PV panels (Figure 5.1b). The roof PV sys-
tem reduced the solar irradiance inside the greenhouse by 64%. In their work, the solar
irradiance was distributed non-uniformly and varied seasonally, but usually followed a
north-south gradient [8]. In another research, Cossu et al. compared south mounted
PV greenhouse (Figure 5.1b) with both south and north mounted PV greenhouse (Figure
5.1c). They found that arrangement in Figure 5.1b resulted in higher power generation
but also higher shading level. Meanwhile, arrangement in Figure 5.1c generated much
less electricity but a more uniform internal shading [19]. Yano et al. [20] and Kadowaki
et al. [13] conducted two similar studies by comparing straight-line (Figure 5.1d) and
checkerboard (Figure 5.1e) PV arrays on the roof of a greenhouse. They found that both
PV arrangements performed basically the same in terms of PV power generation. But
checkerboard arrangement revealed better uniformity and consequently diminished the
inhibitory effects of the PV shading on plants. Marucci et al. evaluated the dynamic PV
greenhouse by the means of simulation [21] and field study [17, 22]. PV modules rotated
around fixed axes to adjust the degree of shading inside the greenhouse. Also, highly
reflective aluminum mirrors are used to enhance the PV power generation, as shown in
Figure 5.1f. They suggested increasing the shading degree in the hot season. While dur-
ing the season when the solar radiation is not adequate for plants, PV modules should
rotate to allow more sunlight to enter the greenhouse. Trypanagnostopoulos et al. in-
vestigated the PV panels in north-south tracking arrangement (Figure 5.1g) and found
that the north-south oriented rotating axis gave the higher electricity output than the
east-west one did [23]. Obviously, dynamic PV greenhouses provide more possibilities
than the fixed types in terms of power generation, light harvest, and heat insulation.
However, existing studies on the dynamic PV greenhouse fail to derive the relationship
between rotation angles and the solar position. In this study, PV power output and ir-



5.1. INTRODUCTION TO AGRIVOLTAICS 83

Left view Top viewTypeNo.

roof

PV panels

glass roof
PV panels

glass roof
PV panels

glass roof
PV panels

glass roof
PV panels

glass roof

PV panels

mirror

roof

PV panels

glass roof

PV panels

glass roof

PV panels

PV panels

glass roof

PV panels

glass roof

PV panels

glass roof

mirrors

Fixed PV

Saltbox roof

Lean-to roof

Gable roof

Dynamic PV

a [18]

b [8, 19]

c [19]

d [13, 20]

e [13, 20]

f [17, 21, 22]

Fixed PV

Fixed PV

Gable roof

Fixed PV

Gable roof

Fixed PV

Gable roof

glass roof
PV panels

PV panels

glass roofg [23]
Gable roof

Dynamic PV

Figure 5.1: Literature review on the PV layouts on the roofs of greenhouses.



84 5. PHOTOVOLTAIC WINDOWS OF AGRICULTURAL GREENHOUSES

radiance distribution are investigated under different sun-tracking methods, which are
summarized as the functions of the solar position. Though the interior irradiance does
not exclusively determine the production of crops, it could be used as the input for crop
growth models that can further predict the effects on harvest yield of different crops.

To further improve the uniformity of incident sunlight, semi-transparent PV mod-
ules were integrated with greenhouses. PV modules were made to be transparent either
regionally [24] or spectrally [25]. Though semi-transparent PV modules contribute to
better uniformity of solar irradiance, they can hardly control the incident light as flexi-
bly as the dynamic PV modules. Also, spectrally semi-transparent PV cannot necessarily
match the spectra that various plants need during growth [26, 27].

Besides dynamic PV greenhouses, sun-tracking agrivoltaic systems in open-space
farmland were also studied. Valle et al. built an open-space agrivoltaic prototype using
one-axis orientable PV panels. Experimental results showed that the one-axis dynamic
agrivoltaic system with the controlled tracking mode (aiming to alleviate the shading on
the plants) can favour crop growth but at the expense of electric production [16]. Ama-
ducci et al. simulated the performance of a dual-axis solar tracking agrivoltaic system
built on suspended structures. They found that the solar tracking PV panels resulted in
lower radiation but higher LER than the fixed PV panels [28]. The limitation of this agri-
voltaic simulation platform is that it cannot precisely calculate the shadows on the PV
panels and the consequent electricity production.

The innovations of this work is summarized as follows. (1) The overall performances
of different sun-tracking methods are analyzed regarding different densities of PV lay-
outs on the roof of the greenhouse. (2) Integrated models which consider the PV partial
shading effects are established for the first time. Those models are capable to couple the
general utilization of solar energy to the orientation of the roof-mounted PV panels. (3)
The partial shading problems of high-density sun-tracking PV panels are solved by using
innovative sun-tracking methods.

In this work, dynamic PV greenhouses were modeled, simulated and analyzed in or-
der to find the proper sun-tracking method, which can balance the interior irradiance
and PV generation. Firstly, geometric and mathematical models were built up for the
simulations of PV power output and interior irradiance. Secondly, three types of PV lay-
outs were analyzed according to the results at a given time instant and over the annual
accumulation and average. The performance of four special sun-tracking positions was
compared under different PV layouts. Lastly, proper sun-tracking methods for differ-
ent types of PV layouts were discussed and concluded; and suggestions on dynamic PV
greenhouses were also drawn.

5.2. METHODS

I N this study, sun-tracking mathematical models are developed and analyzed for PV
panels on the roof of a greenhouse, effectively excluding the environmental interfer-

ence, such as leaves falling onto the PV panels, human activities blocking the light sen-
sors, etc. Those uncertainties are commonly found in an equivalent field study. Para-
metric three-dimensional models are visualized by Rhinoceros, a computer-aided de-
sign (CAD) software. Solar irradiance on the PV panels is derived and calculated based
on the basic knowledge of photometry and solid analytical geometry. MATLAB SimuLink
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is used to implement the simulation of the PV models, taking irradiance and module
temperature as the inputs. Two plugins of Rhinoceros, Grasshopper [29] and DIVA [30],
are used to evaluate the indoor daylighting. Regarding the annual performance of PV
greenhouse, climate data such as solar irradiance, air temperature, wind speed, etc. is
obtained from Meteonorm [31]. An overview of the modeling procedure is illustrated in
Figure 5.2. The simulation platform is illustrated in Figure 5.3.
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Figure 5.2: Technical routemap of this study and corresponding tools, methods, and objectives. Here geometric
modeling indicates building three-dimensional models with CAD (computer-aided design) softwares.

5.2.1. GREENHOUSE MODEL
A typical steel-framed glass greenhouse usually presents a symmetrical gable roof. The
pitched roof can enhance daylight harvest and prevent rainwater from stagnating on the
roof. A large-scale greenhouse can be considered as the combination of a series of identi-
cal units of greenhouses. In this study, the appearance of a typical unit of the greenhouse
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Figure 5.3: Simulation platform of this study.

(referred to as a unit for brevity in what follows) is illustrated in Figure 5.4. Note that the
nomenclature in this chapter is independent of others. The geographical position of the
greenhouse is determine by longitude (λG H ) and latitude (φG H ), and its orientation by
the azimuth (AG H ). The size of the typical unit is determined by four parameters, i.e.
length (lG H , Figure 5.4a), hight (hG H , Figure 5.4c), roof width (wr , Figure 5.4d), and roof
inclination (αr , Figure 5.4d). Other dimensions of the unit, such as the width (wG H , Fig-
ure 5.4d), and the roof hight (hr , Figure 5.4d) can be derived from the given parameters
(Eqs. (5.1) and (5.2)).

hr = wr sinαr (5.1)

wG H = 2wr cosαr (5.2)

Three-dimensional models of the unit are important to analyze the daylight harvest
and power generation, and will be built in what follows. For simulations, we assign
proper values to the aforementioned geometric parameters in Table 5.1, where the lon-
gitude and latitude represents the location of Delft, the Netherlands (52.01◦N , 4.36◦E).
The azimuth of the unit here indicates an east-west orientation, i.e. one of the roofs is
south-facing. The hight of the unit is given according to typical dimensions of Dutch
greenhouses. The roof dimensions (lG H and wr ) are set according to the dimensions of
PV modules (lM = 1.5m, wM = 1m), so that the south roof can be exactly covered by
two types of high density (HD) PV layouts (Figures 5.5a & b) and partially covered by
two types of low density (LD) PV layouts (Figures 5.5c & d). In this study, each PV panel
can rotate around one axis as show in Figure 5.5. The position of the PV panel can be
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Figure 5.4: Model of the unit of a greenhouse and geometric parameters in a, top view, b, perspective view, c,
front view, and d, left view.

Table 5.1: Parameters and values of the unit

λG H φG H AG H lG H hG H wr αr wG H hr

+4.36◦ +52.01◦ π 6 m 4 m 3 m 20◦ 1.03 m 5.64 m

described by the normal of the PV surface (αM , AM ), where the azimuth of the normal
equals to that of the greenhouse (AG H ). Therefore, the rotation of PV modules is de-
termined by αM , which affects not only the irradiance on the PV surface, but also the
irradiance entering into the greenhouse.
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Figure 5.5: Left view and top view of four PV layouts on the roof of the unit, i.e. a, HDPV 1, b, HDPV 2, c, LDPV
1, and d, LDPV 2.
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5.2.2. SOLAR IRRADIANCE MODEL
Solar irradiance is a critical factor for both PV power generation and plant cultivation.
The global irradiance (Gg l obal ) contains direct and diffuse components. In a clear day,
the direct normal irradiance (DNI, Idi r ) usually contributes more than 90% of the global
irradiance [32]. Since the diffuse proportion is small, here we will ignore the variation
of the diffuse irradiance with the orientation of the PV panel, and simply use the diffuse
horizontal irradiance (Gh,d ) to represent the whole diffuse component. Therefore, the
global irradiance on the PV surface is calculated by

Gg l obal = Idi r cosγ+Gh,d , (5.3)

where γ is the angle between the incident direction of the sunlight and the normal of the
PV surface. In this study, in order to calculate γ, we include the solar position (αs , As )
and the position of the PV module (αM , AM ) in the same horizontal coordinate system
(Figure 5.6a). Then we transform both positions from the horizontal coordinate system
into Cartesian coordinate system for further derivations. The three-dimensional Carte-
sian coordinates are built so that the direction of AM overlaps with x-axis (Figure 5.6b).
In the Cartesian coordinates, the orientation of the PV module is denoted by a unit vector
nM , i.e.

nM =
xM

yM

zM

=
cosαM

0
sinαM

 . (5.4)

The difference between the two azimuth angles is denoted by ∆A, i.e.

∆A = AM − As . (5.5)

The solar position is denoted by a unit vector ns , which is derived by

ns =
xs

ys

zs

=
cosαs cos∆A

cosαs sin∆A
sinαs

 . (5.6)

Then, it is easy to derive cosγ,

cosγ= nM
T ·ns = xs cosαM + zs sinαM . (5.7)

By substituting Eqs. (5.7) and (5.6) into Eq. (5.3), the global irradiance Gg l obal is de-
rived as

Gg l obal = Idi r (cosαs cos∆A cosαM + sinαs sinαM )+Gh,d . (5.8)

5.2.3. EQUIVALENT IRRADIANCE UNDER PARTIAL DIFFUSE SHADOWS
Based on the PV layouts proposed in this study (Figure 5.5), it is possible to observe rect-
angular shadows on the PV modules during the rotation. In the shade area, direct normal
irradiance is blocked. But there still exists part of the diffuse irradiance. Here, we simply
treat the irradiance on the shading area as Gh,d , i.e. the diffuse horizontal irradiance.
Regarding the PV module, the shading area is denoted as Sshadow . The input power on
the PV module from the Sun is denoted as Pi n . On the partially shaded PV module, the
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Figure 5.6: Definitions of solar position and PV-module position in a, horizontal coordinate system, and b,
Cartesian coordinates.

global irradiance Gg l obal in the illuminated area differs from that in the shade area, as
long as DNI is not zero. To represent the irradiance level on the entire PV module, the
equivalent irradiance (Geq

modul e ) is defined as the quotient of Pi n divided by the area of
PV module, and further derived by

Geq
modul e =

Pi n

lM wM

= Idi r (lM wM −Sshadow )nM
ᵀ ·ns +Gh,d lM wM

lM wM

=
(
1− Sshadow

lM wM

)
Idi r (cosαs cos∆A cosαM + sinαs sinαM )+Gh,d .

(5.9)

Eq. (5.9) reveals that the shading area Sshadow plays an important role in the incident
power of the PV module. Furthermore, partial shading affects the conversion efficiency
(η) of the PV module. Therefore, it is critical to calculate the position of the rectangu-
lar shadow on the PV module for the evaluation of the PV input power and conversion
efficiency.

In order to locate the position of the shadow, we simplify the PV modules as rect-
angular planes in the aforementioned Cartesian coordinates (Figure 5.7a). For HDPV 1
(Figure 5.5a), two PV modules are initially positioned in the closed state, where αM0 is
derived as

αM0 = π

2
−αr . (5.10)

In the Cartesian coordinates, two rectangular planes can rotate around their fixed
axes. From the left view, it is obvious that two axes cross two important points, O(0,0,0)
and O1(wM sinαM0,0,−wM cosαM0), respectively. When the two planes rotate to an ar-
bitrary position αM , the point Q1(xq1, yq1, zq1) casts a shadow point Q1s (xq1s , yq1s , zq1s )
according to the direction of ns (Figure 5.7b). The coordinates of Q1 are derived asxq1

yq1

zq1

= wM

 sinαM0 − sinαM

0
cosαM −cosαM0

 . (5.11)

The point Q1s determines the position of the shadow. In order to study the area of shad-
ows, new coordinates Ox ′y z ′ are built based on the tilt plane (Figure 5.7c). From coor-
dinates Ox y z to coordinates Ox ′y z ′, a rotation matrix RC-C ′ (αM ) is required to achieve
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the transformation, i.e.

RC-C ′ (αM ) =
 cosαM 0 sinαM

0 1 0
−sinαM 0 cosαM

 . (5.12)

In the new coordinates Ox ′y z ′ as shown in Figure 5.7d, n′
M (x ′

M , y ′
M , z ′

M ), n′
s (x ′

s , y ′
s , z ′

s )
and Q ′

1(x ′
q1, y ′

q1, z ′
q1) are given respectively by

n′
M =

x ′
M

y ′
M

z ′
M

=
1

0
0

 , (5.13)

n′
s =

x ′
s

y ′
s

z ′
s

= RC-C ′ (αM ) ·ns =
 xs cosαM + zs sinαM

ys

−xs sinαM + zs cosαM

 , (5.14)

x ′
q1

y ′
q1

z ′
q1

= RC-C ′ (αM ) ·
xq1

yq1

zq1



= wM

 cosαM sinαM0 − sinαM cosαM0

0
1− sinαM sinαM0 −cosαM cosαM0

 .

(5.15)

In the new coordinates Ox ′y z ′, the surface of the target plane, where the shadow
shows up, is x ′ = 0. The line Q ′

1Q ′
1s can be defined as

x ′−x ′
q1

x ′
s

= y

y ′
s
=

z ′− z ′
q1

z ′
s

=λ1, (5.16)

where λ1 is an arbitrary real number. Let Q ′
1s (x ′

q1s , y ′
q1s , z ′

q1s ) denote the shadow point

in the new coordinates. Since Q ′
1s is both on the surface of the target plane (x ′ = 0) and
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on the line Q ′
1Q ′

1s , Q ′
1s is the intersecting point, and defined by

x ′
q1s = 0

x ′
q1s −x ′

q1

x ′
s

=
y ′

q1s

y ′
s

=
z ′

q1s − z ′
q1

z ′
s

=λ1

, (5.17)

where the solution of Q ′
1s (x ′

q1s , y ′
q1s , z ′

q1s ) can be easily found to be

x ′
q1s = 0

y ′
q1s =− y ′

s

x ′
s

x ′
q1

z ′
q1s =− z ′

s

x ′
s

x ′
q1 + z ′

q1

. (5.18)

The coordinate z ′
q1s can be used to calculate the area of the shadow, as long as the

shadow exists. Before the calculation of shading area, boundary conditions needs to be
confirmed. First of all, αM should not exceed αM0 due to the physical limitation of the
greenhouse roof (Figure 5.5). Secondly, the front side of the PV module has to face the
Sun, i.e. the angle between n′

s and n′
M should not exceed π/2. Therefore, the rotation of

the PV module is restricted by {
αM ÉαM0

n′
s ·n′

M Ê 0
, (5.19)

which can be further written as

arctan
zs

xs
− π

2
ÉαM ÉαM0. (5.20)

Within the range of (5.20), the condition that shadow exists on the target plane is

z ′
q1s Ê 0. (5.21)

By substituting Eqs. (5.14), (5.15) and (5.18) into (5.21), the range of αM is derived as,

αM Ê 2arctan
zs

xs
−αM0. (5.22)

By combining (5.20) and (5.22), the area of shadow on an individual PV module is derived
as

Sshadow =



0 αM0 <αp

lM z ′
q1s 2αp −αM0 ÉαM ÉαM0

0 αp − π

2
ÉαM < 2αp −αM0

αM0 Êαp

, (5.23)

where
αp = arctan

zs

xs
. (5.24)
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By substituting Eq. (5.23) into Eq. (5.9), Geq
modul e is finally given by

Geq
modul e =



Idi r (xs cosαM0 + zs sinαM0) αM0 <αp

Idi r (xs cosαM0 + zs sinαM0) 2αp −αM0 ÉαM ÉαM0

Idi r (xs cosαM + zs sinαM ) αp − π

2
ÉαM < 2αp −αM0

αM0 Êαp

(5.25)

It is interesting to notice that when αM ∈ [2αp −αM0,αM0], Geq
modul e remains as a con-

stant, which is independent of αM . When the Sun is in the position where αp is greater
than αM0, it means the PV panel will rotate inside the greenhouse to achieve intended
sun tracking. Since the PV panel only has one axis and cannot go inside the glass roof,
we let the αM equals to αM0 in this situation (i.e. αp >αM0).

Several critical positions can be derived for further analysis as follows (Figure 5.8).
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Figure 5.8: Left view of HDPV in four positions, i.e. a, closed position, b, quasi-perpendicular position, c,
no-shading position, and d, open position.

• Closed position (αM =αM0)

When the PV modules stay in the closed position (Figure 5.8a), the PV panels are
parallel with the greenhouse roof. Under this condition, the PV modules stay in
the fixed position; and the sunlight barely penetrates the south roof, which is fully
covered by PV modules.

• Quasi-perpendicular position (αM =αp )

To obtain the position where Gg l obal reaches the maximum, Eqs. (5.3) and (5.7)
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are further written as

Gg l obal = Idi r (xs cosαM + zs sinαM )+Gh,d

= Idi r

√
x2

s + z2
s cos

(
αM −arctan

zs

xs

)
+Gh,d ,

(5.26)

where the maximum Gg l obal is obtained whenαM equals toαp . Here, the position
of αp is called the “quasi-perpendicular" position, because the sun ray is perpen-
dicular to the PV module in the left view (Figure 5.8b). However, in the 3D space,
the sun ray is not actually perpendicular to the PV module. Note that this position
exists only when the condition αM0 Êαp holds.

• No-shading position (αM = 2αp −αM0)

From Eq. (5.23), it is obvious that the position shown in Figure 5.8c (αM = 2αp −
αM0) is where there happens to be no shadow on the target PV module. This po-
sition is important, because it minimizes the partial shading effects on PV power
generation, and maintains a high Geq

modul e (which will be demonstrated in later
analysis). Note that this position exists only when the condition αM0 Êαp holds.

• Open position (αM =αp − π

2
)

In this position, the PV plane is parallel with the solar beam. Theoretically, the PV
panels barely interact with direct solar irradiance; and the PV power generation is
very low. We can simply treat this scenario as a greenhouse with no cover on the
roof.

Aforementioned derivations are based on the layout of the high-density PV 1 (HDPV
1, Figure 5.5a). As to the layout of the high-density PV 2 (Figure 5.5b), similar models can
be built. We will omit the details for brevity. Regarding the layout of the low-density PV 1
(LDPV 1, Figure 5.5c), there are possibilities that shadows are formed on the PV modules
by the front row. Such shadows are mainly depending on the roof inclination (αr ). Since
such shadows only exist when the solar altitude is very low and the solar radiation is
weak, here we simply assume that there is no shading on the PV modules in LDPV 1.
Apparently, there is also no shading on the PV modules in LDPV 2 (Figure 5.5d).

5.2.4. MODEL OF THE PV MODULE
To evaluate the PV performance under partial shading conditions, the model of PV mod-
ule is built based on a commercially available PV module (Figure 5.9a). The PV module
consists of 60 solar cells connected in series, parallel with three bypass diodes (Figure
5.9b). Bypass diodes allow current to pass around shaded or damaged cells in the PV
module. Ideally there would be one bypass diode for each solar cell, but usually a group
of series connected cells share one bypass diode for cost saving. The equivalent circuit
of PV cell model is shown in Figure 5.9c. The I-V relationship of a PV cell is given by

I = IL − I0

(
exp

(
V +Rs I

A

)
−1

)
− V +Rs I

Rsh
, (5.27)
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Table 5.2: Parameters of the selected PV module

Electrical data @ STC TSM-315
Open Circuit Voltage - VOC (V) 40.4
Short Circuit Current - ISC (A) 9.88
Maximum Power Voltage - VMPP (V) 33.3
Maximum Power Current - IMPP (A) 9.46
Peak Power Watts - PM AX (Wp) 315
Module Efficiency - η (%) 19.2
Temperature Coefficient of VOC (%/K) - 0.29
Temperature Coefficient of ISC (%/K) 0.05

where IL is the light-generated current; I0 is the diode saturation current; A = nd kT /q is
the modified ideality factor; nd is the diode ideality factor; k is the Boltzmann constant
(1.3807×10−23 J/K ); q is the electron charge (1.6022×10−19C ); T is the cell temperature;
Rs is the series resistance; and Rsh is the shunt resistance. Detailed model description
can be found in [33].
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Figure 5.9: a, Dimensions of a PV module. b, Model of a PV module with three bypass diodes. c, Single-diode
model of a PV cell.

In this study, the PV model is configured according to a Trina Solar product (TSM-
DEG5(II)). This c-Si PV module product is as thin as 7.6 mm and specially recommended
for greenhouse applications. Detailed electrical specifications can be found in Table 2.
Note that here we simplify the dimensions of the PV module (1.5m×1m) to fit the roof of
greenhouse model. The model of PV module is simulated in the environment of MATLAB
SimuLink.

Two inputs, the equivalent global irradiance Geq
modul e on the PV module and the mod-

ule temperature, greatly affect the output of the model. As to the partial shading condi-
tion, the global irradiance and temperature on individual solar cells are not identical.
Therefore, the inputs can be taken as 60 irradiance inputs and 60 temperature inputs
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for each of the 60 solar cells. For the solar cells under the full shading condition, the
input irradiance is Gh,d . For those fully exposed to the sunlight, the input irradiance is
Gg l obal (Eq. (5.8)). For those under the partial shading condition, the input irradiance is

the equivalent global irradiance Geq
cel l , which can be calculated as Eq. (5.9) in the scale of

a solar cell, i.e.,

Geq
cel l =

(
1− Scel l

shadow

Scel l

)
Idi r (cosαs cos∆A cosαM + sinαs sinαM )+Gh,d , (5.28)

where Scel l is the area of an individual solar cell; and Scel l
shadow is the area of shadows on

it. Eq. (5.28) covers the shading conditions of full shading (Scel l
shadow equals to Scel l ) and

fully exposed to sunlight (Scel l
shadow equals to 0).

The temperature of the PV module is affected by many environmental factors, such
as ambient temperature (Ta), wind speed (vwi nd ), wind direction, equivalent global ir-
radiance (Geq

cel l ), relative humidity, etc. Here, to estimate the temperature on each solar
cell, a simplified model is used:

T = 0.943Ta +0.028Geq
cel l −1.528vwi nd +4.3, (5.29)

where the units of Ta , Geq
cel l and vwi nd are respectively ◦C , W /m2, and m/s [34]. Though

this model is originally developed to predict the temperature of the whole PV module,
here it is used to estimate the cell temperature under different shading conditions [34].

5.2.5. MODEL OF THE PV GREENHOUSE ARRAY
Besides PV power generation, one of the most fundamental functions of PV greenhouse
is plant cultivation, which requires proper intensity and distribution of irradiance. The
light environment inside the greenhouse is more complicated than that on the PV pan-
els. The irradiance on an interior plane is not only affected by the direct solar beam and
sky diffuse irradiance, but also the multiple reflections and refractions from the com-
plicated structures of the PV greenhouse. Therefore, instead of analytical modeling, ray
tracing simulation is introduced to estimate the interior solar radiation by the tool DIVA,
a Rhinoceros plugin [30]. One of the advantages about DIVA is that the ray tracing simu-
lation can be conducted by defining material characteristics within the Rhinoceros envi-
ronment, without the effort to export the greenhouse model into other optic softwares.

Based on the unit, a 9 × 9 greenhouse array is built for the ray tracing simulation
(Figure 5.10a). The steel frame supports the greenhouse array; only the external façade
contains glass. Material properties are assigned as in Table 3. Since the greenhouse array
is the repetition of 81 units, we choose to study the target plane located in the central
unit to avoid border effects (Figure 5.10b). In our simulation, the target plane was set at
0.5m above the ground, which can be considered a representative height for greenhouse
grown crops.

In this model of PV greenhouse array, dynamic PV panels are rotating according to
the solar position. Therefore, it is difficult to model the PV panels for ray tracing sim-
ulation. Here, Grasshopper, an algorithmic modeling tool, is introduced to solve this
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Perspective view Top view

Target plane

a b

Figure 5.10: Model of the PV greenhouse array in a, perspective view, and b, top view, where the interior target
plane (0.5m high above the ground) is highlighted in red.

Table 5.3: Transmittance (T) and reflectance (R) of the materials in the greenhouse array

Glass (T) Frames (R) PV modules (R) Ground (R)
88% 30% 30% 20%

problem [29]. Unlike RhinoScript, Grasshopper requires no knowledge of programming
or scripting. Complicated algorithms can be achieved by interconnecting blocks in a
graphical editor tightly integrated with Rhinoceros (see Appendix D). The information
of location, date, and time is shared with DIVA, which contains the weather database of
this location. The position of PV panels changes simultaneously when the number slid-
ers of date and time are changed. By this means, ray tracing simulation can be conducted
easily for any intended date and time.

Here, three indices (Gmat , Ḡg l obal , and UG ) are used to evaluate the intensity and
distribution of solar irradiance on the target plane. Gmat is the matrix containing the
global irradiance (Gg l obal ) at a grid of points, similar to the concept of I -matr i x (illu-
minance matrix) [35]. Gmat is capable to describe the global information of the target
plane, i.e.

Gmat =

G11 · · · G1n
...

. . .
...

Gm1 · · · Gmn

 , (5.30)

where Gi j (i = 1,2, ...,m, j = 1,2, ...,n) represents the global irradiance of the correspond-
ing point on the grid of the target plane. Ḡg l obal denotes the average global irradiance of
the target plane, defined by

Ḡg l obal =
∑m

i=1

∑n
j=1 Gi j

mn
. (5.31)
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The uniformity of global irradiance on the target plane denoted by UG can be written as

UG =
Gmi n

g l obal

Ḡg l obal
, (5.32)

where Gmi n
g l obal is the minimum value of the global irradiance on the target plane.

5.2.6. METHODS OF ANNUAL ACCUMULATIVE AND AVERAGE CALCULATION
Here we introduce the method of calculating the annual PV electricity production, the
annual average global irradiance, and the annual average uniformity of global irradiance
in a certain geographical location. Firstly, climate data is obtained from Meteonorm,
such as solar altitude and azimuth, date and time, DNI, Gh,d , temperature, wind speed,
etc. Secondly, the equivalent global irradiance Geq

cel l on each individual solar cell is cal-
culated by Eq. (5.28). The temperature T of each individual solar cell is calculated by
Eq. (5.29). Based on the model of PV module (Sec. 5.2.4), the power generation of the
PV module in certain date and time can be simulated in MATLAB SimuLink by inputing
Geq

cel l and T of each individual solar cell (60 cells in this case). Then the power output
of one unit can be calculated according to different PV layouts and tilt angels. Lastly,
the annual integral results of electricity production can be obtained by running a loop in
MATLAB.

Regarding the ray-tracing simulation in DIVA, the Meteonorm data is firstly output as
epw files. Then the irradiance matrix Gmat at a given time instant can be obtained from
the model of the greenhouse array (Sec. 5.2.5). At the time instant, the average global
irradiance Ḡg l obal of the target plane is obtained by Eq. (5.31); and the uniformity of the
global irradiance is obtained by Eq. (5.32). Lastly, the annual average data are obtained
by the simulation results of representative days of the year, i.e. the spring and autumnal
equinox, and the summer and winter solstice.

5.3. RESULTS

5.3.1. PARTIAL SHADING EFFECTS ON PV MODULES

I N the aforementioned model of PV greenhouse, there could be rectangular shadows
on the PV modules regarding the high-density PV (HDPV) layouts. Different HDPV

layouts (Figures 5.5a & b) result in different shading patterns (Figure 5.11a & Figure
5.12a). Here, let Idi r be 1000W /m2 (standard conditions), and Gh,d be 100W /m2. Let
the sun ray be perpendicular to the PV module, i.e. γ equals to 0. The irradiance on
the shading area is 100W /m2; and on the direct-beam-illuminated area is 1100W /m2.
By simulating the model of PV module in MATLAB SimuLink, I-V curves and P-V curves
with various lengths of shadow are obtained for HDPV 1 (Figures 5.11b & c) and HDPV 2
(Figures 5.12b & c). Meanwhile, the output power (Pout ) and conversion efficiency (η) of
the PV module are calculated for HDPV 1 (Figure 5.11d) and HDPV 2 (Figure 5.12d).

Results show that HDPV 1 performs better than HDPV 2 under rectangular shading
conditions in terms of PV power generation. The poor behavior of PV module in HDPV
2 is mainly because the bypass diodes are not working when the shading percentages of
three bypass circuits are equal (Figure 5.9b). Therefore, we will only consider HDPV 1 in
the further analysis and discussion.
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Figure 5.11: a, Shape and length of the shadow on the PV module of HDPV 1. b, I-V curves, c, P-V curves, d,
output power, and conversion efficiency of the PV module of HDPV 1 changing with the length of shadows.

5.3.2. PV PERFORMANCE AT A GIVEN TIME INSTANT

As well known, the PV-generated energy is the integral of the output power over a cer-
tain period of time. Therefore, we first investigate the output power of the greenhouse
dynamic PV at a given time instant. The location of the greenhouse is chosen as Delft,
the Netherlands (52.01◦N , 4.36◦E). The date is chosen as the spring equinox day (March
20th) and time as 10:00 am. In the equinox day, daytime and nighttime are of approxi-
mately equal duration; and the Sun appears in moderate positions in the sky. With the
given location, date and time, the solar position is consequently determined. In this
case, the solar altitude αs is 0.47 rad and the solar azimuth As is 2.28 rad. Typical clear-
sky conditions (Idi r = 1000W /m2 and Gh,d = 100W /m2) are used to study the solar ra-
diation. According to the Meteonorm database [31], the ambient temperature (Ta) and
wind speed (vwi nd ) are 4.3◦C and 5.4m/s respectively. Following results at a given time
instant are all based on such conditions, which will not be mentioned again.

In the proposed PV greenhouse model, the PV partial shading problem has to be
considered, since it affects the output power of the PV module as proved above (Fig-
ures 5.11c & d). As to HDPV 1, PV modules in three different rows suffer from different
shading conditions (Figure 5.13a). For convenience, modules are numbered as Module
#1 and #2 according to their shading conditions. Apparently, Module #2 suffers from
shading; and the shadows on it can be calculated by the shading model derived above.
While Module #1 has no shading PV module in front of it. Meanwhile, the roof in front of
Module #1 is made of transparent glass. Therefore, here we simply treat Module #1 as a
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Figure 5.12: a, Shape and length of the shadow on the PV module of HDPV 2. b, I-V curves, c,) P-V curves, d,
output power, and conversion efficiency of the PV module of HDPV 2 changing with the length of shadows.
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zero-shading PV module. According to different shading conditions, PV modules will be
treated differently in regard of power generation. Note that an individual PV module is
used to represent the performance of all the modules in the same row. We assume that
different shading conditions only affect the performance of the individual PV module
instead of the whole PV system. Border effects on the shading of PV modules are ignored
here.

Module numbering in terms of shading types (left view)

HDPV 1

#1
#2

#2

α
roof α

p

α
M

α
M
 = α

M0
 

α
M
 = α

p

α
M
 = 2α

p
 - α

M0

α
M
 = α

p
 - π/2

Module #1: zero shading Module #2: partial shading

a

b Four special positions (left view)

70°

0°

-52°
1

2
3

4

Quasi-perpendicular2

No-shading3

Open4

Closed1

LDPV 1

#1

#1

LDPV 2

#1

Figure 5.13: a, Left view of module numbering in term of shading types. b, Left view of four special sun-tracking
positions and corresponding numbering.

With the given solar position, the range of module altitude is approximately between
−52◦ and 70◦ according to Eq. (5.25), i.e. αM ∈ [−0.91,1.22] (Figure 5.13b). Four special
positions are also illustrated and labeled in Figure 5.13b.

Based on the models of equivalent global irradiance (Geq
cel l ), shadow length (z ′

q1s )
and PV module, simulations of PV power generation at different αM are conducted in
MATLAB SimuLink. Not surprisingly, Module #1 reveals different results compared to
Module #2 due to different shading conditions (Figure 5.14). When αM varies within its
range, Module #1 exhibits smooth transitions in terms of I-V curves (Figure 5.14a) and
P-V curves (Figure 5.14b). The peak output power appears where Gg l obal reaches the
maximum (αM = αp ). In contrast, Module #2 produces fluctuating curves due to the
partial shading conditions. The PV performance of Module #2 is apparently worse than
that of Module #1 in respect of I-V curves (Figure 5.14c) and P-V curves (Figure 5.14d).
Interestingly, the P-V curves of Module #2 are trimmed down significantly in the range of
αM where Module #1 performs the best.

To evaluate the overall results of PV performance in the unit, four indices of three
layouts (HDPV 1, LDPV 1, LDPV 2) are calculated and compared, i.e. Gg l obal (global

irradiance of the area without shading), Sshadow (shadow area on Module #2), Geq
modul e

(equivalent global irradiance of HDPV 1), and Pout (output power of HDPV 1, LDPV 1, or
LDPV 2). Results of four indices are aligned by αM , with the maximum values marked by
circles (Figure 5.15). Red lines with arrows indicate four special positions, corresponding
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I-V curves of Module #1 P-V curves of Module #1

I-V curves of Module #2 P-V curves of Module #2
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c d

Figure 5.14: a, I-V and b, P-V curves of Module #1. c, I-V and d P-V curves of Module #2.
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to those in Figure 5.13b. Regarding the zero-shading area, Gg l obal reaches the maximum
at the quasi-perpendicular position (αM =αp , i.e. position 2©), as predicted by Eq. (5.26).
However, in the very same position, Sshadow also reaches its peak, implying that shading
problems offset part of the advantage of high global irradiance. As to Geq

modul e , according

to aforementioned theory (Eq. (5.25)), Geq
modul e of Module #2 maintains as a constant

when αM varies from position 1© to 3©. However, the overall Geq
module of HDPV 1 (12 PV

panels) also counts the weight of Module #1 (1/3), resulting in the maximum Geq
module

in position 2©. In other words, the overall input power of HDPV 1 peaks in position 2©.
However, the maximum input power cannot ensure the maximum output power due
to PV partial shading effects. In this case, as to HDPV 1, the maximum Pout appears
in position 1© and 3©, where Geq

modul e maintains at a high level; and no shadow affects
the PV conversion efficiency. Here, we can theoretically prove that values of Gg l obal will
always be equal in position of 1© and 3© by substituting the boundary condition (αM =
2αp −αM0) into Eq. (5.8). It explains why Pout has two identical peaks. As to LDPV 1 and
LDPV 2, both the maximum Pout points appear in position 2©, where Gg l obal reaches the
maximum. Though LDPV layouts have higher overall efficiency due to no PV shading
effects, HDPV 1 has more PV panels (12) than LDPV 1 (8) and LDPV 2 (6) in the same roof
area of the unit. Therefore, we can conclude that under the given solar position, HDPV
1 in the closed position ( 1©) and the no-shading position ( 3©) perform equally best in
terms of PV power generation.
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Figure 5.15: Results of three PV layouts at a given time instant in terms of Gg l obal , Sshadow , G
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5.3.3. INTERIOR IRRADIANCE AT A GIVEN TIME INSTANT

Regarding HDPV 1, though PV modules in the closed position generate electric power as
much as that in the no-shading position, the closed modules might result in relatively
lower interior irradiance in the greenhouse due to the full coverage on the south roof. To
test this hypothesis, the interior irradiance with PV modules under four special positions
is simulated by the means of ray tracing. To avoid border effects, the center area of the PV
greenhouse array is chosen as the target plane (red area), where interior irradiance can
be affected by the changes of roof coverage (Figure 5.16). The area of the target plane is
the same as the vertical projection area of the unit; the height of the target plane is 0.5m.
In the setting of the simulation, the target plane is divided into grid squares. It is like
positioning an irradiance sensor in the center of each grid square. In this case, the grid
interval is chosen as 0.1m, resulting in 3,360 (60×56) elements in the Gmat (Figure 5.16).
By visualizing Gmat of four special positions, colormaps are drawn as shown in Figure
5.17a-d. It is obvious that the open position reveals the maximum Ḡg l obal because it
basically equals to no PV coverage. Compared with the open position, the other three
positions reduce Ḡg l obal by different amounts, but increase UG . The interior irradiance
of LDPV 1 and LDPV 2 under three positions (not including the open position, which is
basically the same for all PV layouts) are also visualized in Figure 5.18 and Figure 5.19.

Target plane

60 x 56 grids

Figure 5.16: Top view of the target plane in the PV greenhouse array with shadows, and the grids on the target
plane with 0.1 m interval.

Like Figure 5.15, results of Ḡg l obal and UG of the target plane are aligned with that
of Pout according to αM (Figure 5.20). It is observed that for all the three PV layouts,
with αM decreasing, i.e. the PV modules rotating from the closed position ( 1©) to the
open position ( 4©), Ḡg l obal increases gradually, and reaches the maximum in the open
position. As to HDPV 1, UG peaks in the no-shading position ( 3©). UG rises from 4© to
3©, and maintains a high level from 3© to 1©. As to LDPV 1 and LDPV 2, the maximum

UG locates somewhere near position 2© and position 3© respectively.

Regarding HDPV 1, comparing the position 3© with 1©, where the PV modules gen-
erate the same Pout , 3© is superior to 1© in terms of both Ḡg l obal and UG . It means that
HDPV 1 in the no-shading position not only results in the maximum PV power genera-
tion, but also reveals better interior radiation than that in the closed position.
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Figure 5.17: Color map of the global irradiance on the target plane with HDPV 1 in the sun-tracking positions
of a 1©, d 2©, c 3©, and d 4©.
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Figure 5.18: Color map of the global irradiance on the target plane with LDPV 1 in the sun-tracking positions
of a 1©, b 2©, and c 3©.
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Figure 5.19: Color map of the global irradiance on the target plane with LDPV 2 in the sun-tracking positions
of a 1©, b 2©, and c 3©.
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Figure 5.20: Results of three PV layouts at a given time instant in terms of Pout , Ḡg l obal , and UG changing with
αM , with the maximum values marked by circles.

5.3.4. DAILY RESULTS IN HOURLY TIME STEP
As above, the PV output and interior irradiance are simulated on the scale of a time in-
stant. In order to illustrate the trend of the concerned performance in a certain period of
time, here we present hourly results of Pout , Ḡg l obal and ŪG in four representative days
of the year, i.e. the spring equinox, the summer solstice, the autumnal equinox, and the
winter solstice (Figures 5.21-5.23). Three types of PV layouts (HDPV 1, LDPV 1, and LDPV
2) and four special sun-tracking positions are compared and analyzed.

Regarding the output power of the unit, Pout decreases with the PV density. For
HDPV 1, positions 1© and 3© perform better than position 2© due to the PV partial shad-
ing effects. While in LDPV 1 and LDPV 2, there is no shading on the PV panels. There-
fore, position 2© performs best in these cases. Note that, in cloudy days, DNI is low (even
zero). In terms of PV power generation, there is no difference between various positions
because of the equal Gh,d .

As to Gg l obal , position 4© results in the highest Gg l obal since it equals no PV coverage.
Position 3© shows the second best results in most of cases. As to ŪG , position 4© results
in the lowest uniformity in most of cases. Other three positions show close results, which
require average results to compare.

5.3.5. ANNUAL ACCUMULATIVE AND AVERAGE RESULTS
From the hourly results above, it is hard to conclude the optimum sun-tracking strategy.
To obtain convincing and straight results, the annual performance of the PV greenhouse
is evaluated under the conditions of three PV layouts and four special sun-tracking po-
sitions. Here, three indices are employed to indicate the annual performance, i.e. the
annual energy generation of the unit PV greenhouse, the annual average global irradi-
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Figure 5.21: Hourly Pout , Ḡg l obal and ŪG of HDPV 1 in four special positions in four representative days of
the year.
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Figure 5.22: Hourly Pout , Ḡg l obal and ŪG of LDPV 1 in four special positions in four representative days of the
year.
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Figure 5.23: Hourly Pout , Ḡg l obal and ŪG of LDPV 2 in four special positions in four representative days of the
year.



5.3. RESULTS 109

ance on the target plane, and the annual average uniformity of the global irradiance on
the target plane (ŪG ). Hourly climate data (9:00 - 15:00), including direct normal irra-
diance (Idi r ), diffuse horizontal irradiance (Gh,d ), ambient (air) temperature (Ta), wind
speed (vwi nd ), is used to calculate the three indices. In an individual time interval, the
electric energy generated by PV modules in the unit equals to the PV output power mul-
tiplied by the time duration (one hour). Then, the annual energy generation is calculated
by the summation of 7×365 (2555) hourly energy values. Annual accumulative results of
PV energy generation are shown in Figure 5.24. Consistent with the time-instant results,
HDPV 1 outputs the maximum energy in position 1© and 3©; while LDPV 1 and LDPV
2 perform best in position 2© in terms of the annual energy generation. As to position
4©, we simply treat the open state as no PV coverage and consequently no PV energy

generation.
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Figure 5.24: Results of three PV layouts in terms of annual accumulative energy, annual average global irradi-
ance, and annual average uniformity of global irradiance on the target plane.

Figure 5.24 also shows the results of annual Ḡg l obal and ŪG on the target plane. The
annual results of interior irradiance are the average values of four typical days of the
year (March equinox, June solstice, September equinox, and December solstice). The
reason of not using 365-day values is because precise ray-tracing simulations are time-
consuming. It is obvious that for all the three PV layouts, the annual global irradiance
reaches the maximum in the open position ( 4©); while the annual uniformity of the
global irradiance obtains the best results in position 3©.

As to HDPV 1, the no-shading sun tracking (position 3©) enables the unit PV green-
house to increase the annual energy generation by 6.91% than the quasi-perpendicular
sun tracking (position 2©). Regarding interior irradiance, position 3© improves the an-
nual Ḡg l obal and ŪG by 10.96% and 10.68% respectively compared with the closed posi-
tion ( 1©).
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As to LDPV 1 and LDPV 2, the annual energy generation under quasi-perpendicular
sun tracking (position 2©) is increased by 7.40% and 7.40% respectively than that in the
closed position ( 1©). However, the annual Ḡg l obal in position 2© shows the lowest values
among all the four special positions. The annual ŪG maintains at a high levels in position
2©, resulting in 9.80% and 4.70% increases respectively than that in the closed position

( 1©).

5.4. DISCUSSION

5.4.1. BALANCING INTERIOR ILLUMINANCE AND PV GENERATION

D YNAMIC PV roofs can better control the incident light than the fixed ones. With re-
spect to HDPV 1, the no-shading sun tracking results in the highest PV energy gen-

eration, the highest uniformity of global irradiance, and higher global irradiance than the
closed (fixed) position. The PV panel position under no-shading sun tracking (position
3©) can be easily calculated by the given solar position, i.e.

αM = 2arctan(tanαs sec∆A)−αM0. (5.33)

As to LDPV 1 and LDPV 2, the PV generation performs best under the quasi-perpendicular
sun tracking (position 2©), i.e.

αM = arctan(tanαs sec∆A). (5.34)

5.4.2. OTHER IMPACT FACTORS
Besides light, other factors, such as air temperature, humidity, irrigation, the tempera-
ture and water contents of soil, etc., also affect the growth of crops. Though those factors
relate to the sun-tracking schemes to a certain degree, it is difficult to estimate those
factors without the knowledge of additional information. For instance, the thermal be-
havior is highly related to the solar radiation, but also affected by the local climate, venti-
lation systems, heating and cooling systems, etc. Therefore, further optimal design of PV
layouts and sun-tracking schemes can be achieved when the details of PV greenhouses
are given. In this study, we only consider the PV generation and the interior irradiance.

In this study, we mainly investigate the interior irradiance on the target plane in a PV
greenhouse array, where border effects are ignored. However, for those greenhouses that
only contains single row, border effects cannot be neglected any more. The impact of PV
roof will be reduced, because the glass façades also contribute to the interior irradiance.
Moreover, the shadows of PV roof will not exist inside the greenhouse when the solar
altitude is very low. Therefore, conclusions in this study are not necessarily applicable to
the single-row PV greenhouse.

The consumption of sun trackers are not considered here, because it heavily depends
on the motors and the tracking intervals. When we discussed the PV partial shading
problems in this study, the conventional PV module only has three bypass diodes (Figure
5.9b). However, some innovative PV product equips bypass diodes for every single solar
cell in the PV module (e.g. AE SMP6-72). In this case, HDPV 1 and HDPV 2 suffer the
same power reduction in the shading conditions. When such PV modules are used in PV
greenhouse, conclusions of HDPV 1 also apply to HDPV 2.
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5.4.3. IDEAL SIMULATION RESULTS

In our study, the sun-tracking theory is tested by ideal simulations. Compared with field
study, the simulation results can reflect the average level of intended indices, because the
climate data obtained from Meteonorm is the average over ten years. While field study
can only test the results over a certain period of time (usually less than one year). Ideal
simulations also avoid unexpected external interferences, e.g. random shading by leaves
or animals, performance difference of the same batch PV modules, etc. As to the evalu-
ation of interior irradiance, field study usually measures the irradiance of one or several
points, which are not comparable to the 3,360 points in the ray-tracing simulation. Un-
less using some innovative image-processing technologies, field study can hardly obtain
accurate Ḡg l obal and UG . For further study on crop models, hourly irradiance data can
be obtained for a certain period of time, e.g. a full growing season. Even though, further
field study is still in need to verify the theory and conclusions in our study, especially
with live plants. In the further field study, the mechanical rotation of PV panels can be
realized by installing one-axis sun trackers at the back of PV panels, without affecting the
solar irradiance on the PV panel and in the greenhouse.

5.4.4. RESTRICTIONS OF THE CURRENT WORK

Though the proposed modeling and simulation scheme (Figure 5.3) is capable of per-
forming the intended simulations, there are still margins to further improve the results,
dependent on the availability of the simulation tools and some related models. In this
work, Meteonorm outputs climate data with the minimum time interval of one hour.
Other data sources or real-time measurements can also be used in the models. Regarding
DIVA, its current version does not support the loop function over a period of time. The
ray-tracing simulations of the greenhouse array have to be run manually in the current
work. As to the model of the PV module, two inputs, i.e. global irradiance and module
temperature, are considered in the electrical performance of the PV module. However, in
reality, relative humidity (RH) can affect not only the module temperature, but also the
incident irradiance. Besides, water vapour particles may enter the solar cell enclosure
and consequently affect the performance of the PV module. More accurate PV models
considering RH shall be further investigated in the future.

Generally, the energy performance of a PV greenhouse contains not only PV electric-
ity production and interior irradiance, but also the thermal behavior, plant production,
and electricity consumption. The model can be made even more comprehensive by in-
cluding e.g. Computational Fluid Dynamics (CFD) models [36] and crop models [5].

5.5. CONCLUSIONS

I N this work, we have investigated the energy performance of PV greenhouses under
three PV layouts and four special sun-tracking positions. The PV layout should be

determined at the initial stage of the greenhouse design according to the light prefer-
ence of crops. The high-density PV (HDPV) layout is capable to form more uniform
interior irradiance and generate more electricity; while low-density PV (LDPV) layouts
enable higher global irradiance in the greenhouse. Four sun-tracking methods (closed,
quasi-perpendicular sun tracking, no-shading, and open) are proposed to regulate the
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daily operation of the PV greenhouse with determined PV layouts. Dynamic positions
of PV modules by different sun-tracking methods are derived as the functions of the
solar positions. With respect to HDPV 1, the no-shading sun tracking can achieve the
highest annual energy generation and annual average uniformity of interior global ir-
radiance among others. Compared to conventional (quasi-perpendicular) sun-tracking
method, no-shading sun tracking generate 6.91% more electricity under the layout of
HDPV 1. Meanwhile, annual average global irradiance and uniformity are improved by
10.96% and 10.68% respectively compared to the fixed PV panels in the closed position.
As to LDPV 1 and LDPV 2, the best performance of electricity production is obtained
by the quasi-perpendicular sun tracking, which leads to the lowest interior global irra-
diance and relatively high irradiance uniformity. Compared to the closed position, the
annual generation is increased by 7.40% under quasi-perpendicular sun tracking. Mean-
while, annual average uniformity of global irradiance are increased by 9.80% (LDPV 1)
and 4.70% (LDPV 2).
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6
TRANSPARENCY-TUNABLE

PHOTOVOLTAIC WINDOWS

Abstract

Previous chapters mainly focus on the modeling and optimization of PV windows with
sun-tracking elements. In this chapter, a PV-powered transmittance-tunable device is
introduced as an alternative of PV windows. This work comprises two main parts, one of
which is the method of designing and fabricating semi-transparent thin-film amorphous
silicon solar cells. The other is the control of the PV windows by polymer dispersed liq-
uid crystal (PDLC) films. Using an optical model, GenPro4, we provide with a simu-
lation method to optimize the configuration of such solar cells. For a single-junction
amorphous silicon solar cell, the optimized thickness of the absorber layer is obtained
at 170 nm to realize a target average transmittance of 20% in the visible range of the sun-
light spectrum. Measurement results show that an average transmittance of 20.04% is
achieved with the conversion efficiency of 6.94%. Additionally attached to a PDLC film,
the transmittance of the PV window can be further controlled. The prototype of a house
model has been built to demonstrate the feasibility of such a combination.

Parts of this chapter have been published in the IEEE 44th Photovoltaic Specialist Conference (PVSC), 2605
(2017) [1].
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6.1. INTRODUCTION TO SEMI-TRANSPARENT SOLAR CELL

S EMI-TRANSPARENT photovoltaics (STPVs) are drawing more and more attention due
to the prospect of PV applications integrated with architecture, agriculture, automo-

bile, etc. [2, 3]. STPVs not only contribute to the reduction of greenhouse gas emission,
but also to the esthetic design of PV systems because of the colorful and translucent ap-
pearance [4]. Comparing with other promising candidates for STPV (such as Perovskite
[5], organic photovoltaics [6], etc.), thin-film silicon technology reveals its advantages
in the respect of stability, abundant raw material, capability of mass production and
very large area deposition [7]. Currently, commercially available STPV products apply-
ing thin-film silicon technology vary in module efficiency, transmittance, and color ap-
pearance [4]. Customized modules can be installed as the windows in buildings [2], the
envelope of glass greenhouse [3], and even automotive sunroof and windows [6]. One
of the challenges for promoting this technology is to improve the efficiency of energy
conversion while preserving the transparency of target surfaces.

Unlike conventional opaque solar cells, the back contact in semi-transparent solar
cells acts as only a conductive layer, instead of a back reflector. To achieve desired trans-
parency, most previous research was conducted by replacing the metal back contact with
transparent back contact (TBC) and tuning the thickness of certain layers based on ex-
isting structures of opaque solar cells. However, experimental results of those research
were presented by different criteria on the transparency of STPV, such as the average
transmittance over a certain spectral band, the transmittance at a certain wavelength,
etc. Therefore, here relevant literatures are reviewed individually without concluding
the best candidate among them. Yeop Myong et al. invented and investigated three
approaches to fabricating proper back contacts for colored semi-transparent PV mod-
ules, i.e. TBC type with green color, hybrid type with additional laser-scribed patterns
and blue encapsulating film, and opaque back contact (OBC) type with additional laser-
scribed patterns. Module-level values of average total transmittance in the wavelength
range of 360-750 nm (T365_750) and the nominal conversion efficiency (η) were shown in
TBC type (T365_750 = 14.0%, η = 5.6%), hybrid type (T365_750 = 30%, η = 3.5%), and OBC
type (T365_750 = 10%, η= 6.4%), respectively [4]. Lim et al. conducted a series of experi-
ments to obtain the optimal thickness of transparent conductive oxide (TCO) [8], high-
bandgap (HB) n/i-interface layers [9], and p-Si layer [10], respectively. In [8], the thick-
ness of TCO was taken as the variable, and hydrogenated amorphous silicon (a-Si:H)
with TCO thickness of 300 nm exhibited an outstanding performance (T400_800 = 21.6%,
η = 5.6%). In [9], HB layers were introduced to decrease shunt loss and increase car-
rier collection. Among all HB-layer structures, the cell fabricated with triple HB layers
showed the best optoelectronic performance (T400_800 = 23.6%, η = 6.9%). In [10], the
thin p-Si layer was employed to obtain high transparency and high current density while
a buffer layer was used to enhance , which was reduced by the thin p-Si layer. The best
performance (T500_800 = 30.7%, η = 5.36%) was found when the thickness of p-Si layer
was 7.5 nm and the thickness of buffer layer was 0.5 nm. Lee et al. investigated ultra-
thin intrinsic a-Si/organic hybrid structures which are able to produce transmissive or
reflective colors (red, green, and blue). It was claimed that the power efficiency of the
hybrid cell was obtained up to 3%. Transmission spectra were plotted in curves, without
calculating the values of average transmittances [11].
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Previous research shares a common problem that the variable thicknesses of target
layers were chosen manually based on the experience of researchers. The interval of cho-
sen variables cannot be too small since fabricating cell samples costs time and efforts.
Therefore, precise simulation plays an important role in optimizing the configurations
and structures of semi-transparent solar cells quickly. However, details of simulation
methods were rarely mentioned in previous research. In this study, GenPro4, an optical
model developed at the PVMD group, is applied to the design and optimization of semi-
transparent single-junction a-Si:H solar cells [12, 13]. GenPro4 represents the solar cell
as a multilayer structure and calculates the fraction of incident light absorbed in each
layer, taking into account scattering of light at the interfaces. Such model and its pre-
vious versions have been validated for a wide variety of wafer-based and thin-film solar
cells [12–15]. The photocurrent density associated to the absorptance in the absorb-
ing i-layer, to the reflection and to the transmittance of the solar cell can be accurately
calculated with proper input data, such as surface morphologies, layers thickness and
refractive indexes. GenPro4 supports our efforts in fabricating, testing and measuring
solar cells with various configurations to obtain solar cells with balanced optical and
electrical performance.

In this work, an optimization method is proposed to design and fabricate semi-trans-
parent solar cells. At first, the device structure was modified based on the structure of a
state-of-the-art opaque solar cell. Then, GenPro4 was deployed to optimize the thick-
ness of the target i-layer to obtain desired transmittance. According to the simulation
results, a sample was fabricated and measured to compare with our estimation. Conclu-
sions were drawn at the end, along with necessary analysis and discussion.

6.2. SEMI-TRANSPARENT AMORPHOUS SILICON SOLAR CELL

6.2.1. DESIGN AND OPTIMIZATION

Figure 6.1: Schematic structures of single-junction a-Si:H solar cells with a Ag and b ZnO:Al as back contact,
respectively. The direction of light incidence is from bottom to top.
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S TATE-OF-THE-ART opaque single-junction a-Si:H cells have a device structure as sho-
wn in Figure 6.1a. To obtain a semi-transparent structure, the Ag back reflector is

replaced with ZnO:Al transparent conductive oxide (TCO), which enables the transmit-
tance of un-absorbed light through the solar cell, as shown in Figure 6.1b. Since GenPro4
is a purely optical model, which does not consider the electrical characteristics of the so-
lar cell, we assume that the open circuit voltage (VOC ) and the fill factor (F F ) maintain
typical values when we adjust the thickness of each layer within reasonable ranges. With
GenPro4, the implied photocurrent can be calculated quickly as a function of the thick-
ness of absorber layer. In this way, we can possibly estimate the conversion efficiency of
the solar cell in terms of simulation variables, i.e. the thickness of crucial layers. Theoret-
ically, the thickness of all the seven layers should be taken as input variables. However,
relatively thin layers, such as p-layer and n-layer, contribute to a relatively small portion
of light absorption, but have critical impact on electrical characteristics. Therefore, the
thickness of p-nc-Si:H, p-SiOx :H, and n-SiOx :H is kept constant in the optical simula-
tion. Meanwhile, the thickness of glass and fluorine-doped tin oxide (SnO2:F) is deter-
mined by the nanotextured Asahi-VU substrate, and the thickness of ZnO:Al is chosen to
be 300 nm, ensuring both high transmittance and sufficiently low sheet resistance. Thus,
the variable layers are narrowed down to the i-layer only.

To estimate the conversion efficiency (η) of the cell, we assume that VOC stays at 0.85
V, and F F at 0.7. The implied short circuit current density (JSC ) can be obtained from
the optical simulation. Then, as the power input (Pi n) is the standard 100 mW/cm2,
η = JSC VOC F F /Pi n . Figure 6.2 presents the efficiency and transmittance with varying
thickness of i-layer from 50 to 500 nm. As both curves reveal distinct trends, a trade-off
must be made to achieve decent efficiency and satisfying transmittance, which is set at
20% for STPV applications [16]. The corresponding thickness of the i-layer is in this way
determined.
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Figure 6.2: The estimated efficiency (η) and the average transmittance between 380 nm and 780 nm (T380_780)
of the semi-transparent a-Si:H solar cell as a function of the thickness of i-layer.
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The detailed structure of semi-transparent device is shown in Table 6.2. Owing to
GenPro4 model, experiments with layer thickness as variables can be avoided. Also,
GenPro4 can generate the reflectance, absorptance and transmittance of each layer at
different wavelength as shown in Figure 6.3. The average transmittance of the solar cell
is calculated according to the transmitted spectrum in the wavelength between 380 and
780 nm. The simulation tool can also help us investigating the optical contribution of
each layer for further improvement.

Table 6.1: Layers of semi-transparent solar cell with optimal thickness.

Layer Thickness (nm)
glass 7×105

SnO2:F 700
p-nc-Si:H 4
p-SiOx:H 15
i-a-Si:H 170
n-SiOx:H 30
AZO 300
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Figure 6.3: Area plot of reflectance, absorptance and transmittance of each layer at different wavelength.

6.2.2. EXPERIMENTAL PROCESS AND RESULTS
STPV cells were fabricated on Asahi-VU type substrates, which are glass coated with nan-
otextured SnO2:F serving as front TCO and light-scattering surface. The solar cells use
a-Si:H as the absorber and have a structure of glass/700 nm SnO2:F /4 nm p-nc-Si:H/20
nm p-SiOx :H/170 nm i-a-Si:H/60 nm n-SiOx :H/300 nm ZnO:Al. The thin-film silicon al-
loy materials were deposited in a multi-chamber system using plasma-enhanced chem-
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Figure 6.4: Semi-transparent cell sample viewed at the rear with the window as background.

ical vapor deposition (PECVD) at radio frequency (RF) of 13.56 MHz. ZnO:Al is used as
the rear transparent electrode and was deposited by RF magnetron sputtering with a
shadow mask, which also defines the area of the solar cells. The semi-transparent sam-
ple fabricated as above is presented in Figure 6.4, in which the rear of the cell is facing the
camera with the window as background. The performance of the solar cells was exam-
ined by current-voltage (I-V) and external quantum efficiency (EQE) measurements. In
specific, I-V measurement was conducted under AM1.5G solar spectrum with an irradi-
ance of 1000 W/m2 with a dual-lamp continuous solar simulator (WACOM WXS-90S-L2,
class AAA) at a controlled sample temperature of 25 ◦C. The sample was tested in open
rear configuration (i.e. no reflective chuck). The EQE measurement was performed us-
ing an in-house system. VOC and F F were determined by the I-V measurement. JSC

was obtained by weighting the measured EQE with the AM1.5G solar spectrum. Table
6.2 presents the measured parameters comparing with those obtained from the optical
simulation. It turns out that the best measured efficiency is 0.32% higher than the simu-
lation results due to the underestimation of JSC .

Table 6.2: Solar cell parameters from simulation and measurement.

Parameters Simulation Measurement
Voc (V) 0.85 0.83
Jsc (mA/cm2) 11.13 13.24
FF 0.70 0.63
η (%) 6.62 6.94

The reflectance and transmittance of the sample are also measured with a Lambda
950 spectrophotometer. Measurement and simulation results are shown in Figure 6.5.
The measured reflectance is lower than that in simulation in the range between 300 to
660 nm. On the other hand, the measured transmittance fits well with the simulation
data. It means that more light is absorbed by the solar cell than expected, which could ex-
plain why JSC is higher than the estimated data. This abnormal results might come from
several reasons. First, the thickness of some layer(s) in the fabricated solar cell may be
different from that in simulation. The different thickness leads to more absorption and
less reflection. Second, there might be deviation during the measurement of reflectance
and transmittance. As for the transmittance, the measurement result is 20.04%, which is
close to the desired value 20%.
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Figure 6.5: Transmittance and reflectance of the solar cell obtained by measurement and simulation.

6.3. PDLC FILM

6.3.1. WORKING PRINCIPLE

Vac Vac

ITO

ITO

Polymer

Liquid crystal droplet

Liquid crystal directors

Light

Off state On state

Figure 6.6: Working principle of PDLC film.

A Polymer-dispersed liquid-crystal (PDLC) film is a sandwiched structure which can
switch from opaque to transparent state in a second. The liquid mix of polymer and

liquid crystals is placed between two layers of glass or plastic that include a thin layer
of TCO (transparent conductive oxides). The working principle is illustrated in Figure
6.6. Without applied voltage, the liquid crystal directors are randomly arranged in the
droplets, resulting in scattered light (off state). Once an AC voltage is applied to the elec-
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trodes, the electric field causes the directors to align, allowing light to pass through (on
state). The short response time and great optical performance make PDLC a promising
candidate for smart window.

A PDLC product purchased from InnoGlass has been used in this study. Critical pa-
rameters are listed in Table 6.3.

Table 6.3: Key parameters of PDLC film. *Haze refers to the average haze in the wavelength range of visible
light. The numbers are from the product data sheet.

Parameters Values
Size (cm2) 10×10
Von (VAC ) 65
Ion (mA) 1.90
P (mW/cm2) 1.24
f (Hz) 50 - 60
Haze* (off) 80
Haze* (on) 2

6.3.2. EXPERIMENTAL PERFORMANCE
To understand the optical and electrical properties of PDLC film, the spectral transmit-
tance has been measured by applying varied AC voltage. Figure 6.7 shows that the trans-
mittance of PDLC film is continuously tunable from 0 to 65 VAC.
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Figure 6.7: Measured spectral transmittance of PDLC film.

Theoretically several photovoltaic materials with different bandgaps can be stacked
onto each other in order to fully absorb light with different wavelengths. Such tandem
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cells are called multi-junction solar cells. Commonly, we build a multi-layer structure
aiming to achieve an efficiency as high as possible. But in this case, part of the visible
light requires passing through windows. Therefore, our design should weaken the ab-
sorption of visible wavelengths and enhance that of infrared (IR) and ultraviolet (UV)
light. However, it means lower efficiency for solar cells to let considerable portion of
sunlight pass trough. Then the layer design becomes a trade-off between transmittance
and efficiency. The minimum acceptable efficiency is determined by the basic energy
demand of the PDLC films, with a power consumption around 5-12 W/m2.

Let’s assume that the PDLC film works 8 hours/day with a power consumption of
10 W/m2. Considering the system loss of 20%, the PV source has to deliver the energy
of 0.08 kWh/m2. In Delft (52.01◦N , 4.36◦E), the annual solar irradiation is 999kWh/m2,
and average daily irradiation is 2.7 kWh/m2 [17]. If the influence of tilt angle could be
ignored, the minimum acceptable efficiency is calculated by

η= 0.08kW h/m2

2.7kW h/m2 = 3.0% (6.1)

It means that the PV film with efficiency above 3% is sufficient to power the PDLC
film with the same area under above assumptions. As mentioned above, we have fabri-
cated the semi-transparent solar cell with 6.94% efficiency, which is sufficient to power
the PDLC film.

Figure 6.8 illustrates the structure of a STPV-PDLC tandem device. Figure 6.9 shows
the appearance of the tandem device in off and on states.
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Figure 6.8: Schematic structure of a STPV-PDLC tandem device.

6.4. PROTOTYPE
To demonstrate the feasibility of the tandem structure, a prototype house model has
been built. The PDLC here is powered by a battery though a mini inverter. The extra
energy generated by the STPV can also supply electricity for LED lights.
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Figure 6.9: Appearance of the STPV-PDLC tandem device in off and on states in front and rear views.
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Figure 6.10: A prototype house model with the STPV-PDLC tandem device.
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6.5. DISCUSSION AND CONCLUSION

Figure 6.11: Color appearances of the semi-transparent solar cell marked in the CIE 1931 color space chro-
maticity diagram. Circles represent the color appearance viewed from the side of the back contact, i.e. inside
the window, and diamonds represent the color appearance viewed from the side of the front glass, i.e. outside
the window. Hollow markers represent simulated results, and solid markers represent measured results.

The optical model GenPro4 was applied to the optimization of STPV cells based on thin-
film silicon technology. The simulation method was proven to be able to find out the
optimal thickness of the variable layer according to the target transmittance of solar
cells. A sample cell was fabricated accordingly and measured in experimental environ-
ment. Results show that proposed method can deliver precise estimation of transmit-
tance. Electrical parameters are estimated by empirical data, whose accuracy cannot be
ensured. The optimal semi-transparent cell sample shows competitive optoelectronic
performance (T380_780 = 20.04%, η = 6.94%) comparing with the results in previous re-
search. Literature review on semi-transparent solar cells reveals that it is difficult to
evaluate the optoelectronic performance since various criteria were used in the results.
Here we suggest that three types of transmittance should be calculated based on the
transmittance spectrum, i.e. average transmittance over a certain spectral band, energy-
weighted transmittance, and vision-weighted transmittance. Details on the transmit-
tance calculations shall be discussed in the future to standardize the evaluation method
of semi-transparent solar cells, which benefits both research and industrial community.

Further research on STPV can also be conducted by the proposed method. One of the
critical parameters of semi-transparent solar cells is, for instance, the color appearance,
which can be calculated according to the transmission and reflection spectra obtained
by GenPro4 [18]. Figure 6.11 presents the color appearances of the semi-transparent so-
lar cell viewed from both front and back sides. The xy coordinates of simulated and mea-
sured colors are marked in the CIE 1931 color space chromaticity diagram. It’s obvious
that the back color obtained from simulation is basically overlapped with the simulated
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result, which is calculated depending on the spectral transmission yielded by GenPro4.
It implies that tedious experimental process can be replaced with GenPro4 modeling by
varying materials and tuning the thickness of each layer in order to obtain the desired
color appearance. The simulated front color drifts from the measured one due to the
deviation of spectral reflectance.

Also, optical characteristics under different light sources or acting on the angle of
incidence and polarization can be simulated in GenPro4 by replacing the source files.
For example, the color appearance at night can be obtained by replacing the standard
solar light source files with indoor LED light source files while reversing the sequence of
layers. The design process of STPV cell can therefore be dramatically accelerated by the
proposed optimization method.
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7
CONCLUSIONS AND PERSPECTIVES

7.1. ANSWER THE QUESTIONS

B Y far, the five research questions proposed in Section 1.4 have been answered in
Chapter 2 – 6. Concise answers are listed as follows.

1. How to generate electricity in the window area of buildings by integrating photo-
voltaic applications?
A: Two solutions have been proposed and investigated within this dissertation, (1)
integrating opaque PV solar cells with window shading elements (e.g. one-axis PV
blinds), and (2) attaching semi-transparent photovoltaic solar film to the window
glass (Chapter 1).

2. What is the optimal sun-tracking position for the interior PV shading elements to
achieve the maximum power generation and non-glare daylighting, and what is
the optimal layout of solar cells on the slat of PV blinds?
A: Regarding one-axis PV blinds, the optimum sun-tracking position is given by
θy = 2arctan(zs /xs ); and the optimal layout of solar cells is illustrated in Figure
2.9d (Chapter 2). As to PV windows with three-DOF shading elements, the opti-
mum sun-tracking position has been described by Eq. (3.38) and (3.39); and there
is no limitation to the cell layout (Chapter 3).

3. How to balance the overall annual energy performance of buildings integrated
with PV blinds in terms of PV power generation, artificial lighting, heating and
cooling?
A: By using the sun-tracking methods in the aforementioned answer, the optimal
overall energy performance can be achieved compared to the counterparts (Chap-
ter 4).

4. How is the PV performance across the full range of rotation angles in the green-
houses with high-density and low-density PV layouts, and how is the correspond-
ing interior irradiance distribution?

129
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A: Across the full range of rotation angles of the PV panels attached to the Dutch
greenhouse (Figure 5.4), four special positions (Figure 5.13) have been found. Ap-
parently, open position results in the minimum power generation and the max-
imum interior solar irradiance. No-shading sun tracking can achieve the high-
est annual energy generation in high-density PV greenhouses; and conventional
(quasi-perpendicular) sun tracking leads to the highest annual energy generation
in low-density PV greenhousess. The closed position usually results in the highest
irradiance uniformity, but the lowest global irradiance (Chapter 5).

5. How to fabricate semi-transparent thin-film amorphous silicon (a-Si) solar cell,
and how to control the transmittance of the semi-transparent PV window?
A: By replacing the metal back contact with TCO (transparent conductive oxides)
and reducing the thickness of i-layer, a semi-transparent a-Si solar cell is fabri-
cated. The transmittance of the semi-transparent PV window can be controlled by
an attached PDLC film (Chapter 6).

7.2. CONCLUSIONS
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Figure 7.1: Two types of PV windows: a, window shading elements integrated with opaque solar cells, and b,
window glass integrated with semi-transparent solar cells (Here R, A , and T represents the reflection, absorp-
tion, and transmission of the sunlight at the PV-attached surface).

P HOTOVOLTAIC windows have to be capable to allow sunlight to partially enter the
building, otherwise windows become walls. That is the main difference between

photovoltaic windows and photovoltaic façades. In this dissertation, two types of PV
windows have been discussed: window shading elements integrated with opaque solar
cells, and window glass integrated with semi-transparent solar cells. One of the main dif-
ferences between the two types of PV windows is how they contribute to the daylighting
of the interior environment, as shown in Figure 7.1. Regarding the first type, i.e., opaque
PV shading elements, indoor daylighting mainly comes from the diffused sunlight re-
flected from the PV shading elements, since the optimum sun tracking aims to avoid
direct sunlight, which might cause glare (Figure 7.1a). In contrast, semi-transparent PV
windows enable indoor daylighting by transmitted sunlight through semi-transparent
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solar cells, which could be regulated by PDLC films (Figure 7.1b).
According to the degree of freedom (DOF), mechanical structures of PV shading el-

ements fall into three categories: one-DOF, two-DOF, and three-DOF (Figure 7.1a). In
this dissertation, the one-DOF PV shading elements, i.e. PV blinds, have been proven to
be capable to achieve the maximum power generation and non-glare daylighting by the
optimum sun-tracking method and particular design of cell layout. Compared to con-
ventional conventional quasi-perpendicular sun tracking, the proposed one-DOF sun-
tracking method improves the annual energy generation by 12.00% and the annual av-
erage efficiency by 8.52% (Chapter 2). This sun-tracking method can also result in the
best building energy performance of a typical office room, considering the PV electric-
ity generation, artificial lighting consumption, and heating and cooling consumption
(Chapter 4). Similar sun-tracking methods can be applied to the one-DOF PV modules
installed on the pitched roof of a glass greenhouse. Compared to conventional (quasi-
perpendicular) sun-tracking method, the proposed no-shading sun tracking generate
6.91% more electricity under the high-density PV layout (HDPV 1). Meanwhile, annual
average global irradiance and uniformity are improved by 10.96% and 10.68% respec-
tively compared to the fixed PV panels in the closed position (Chapter 5).

PV shading elements with two DOFs have been mathematically proven to be not
able to gain either maximum power generation or non-glare daylighting under the strict
assumptions. With one additional DOF, we have derived the optimum rotation angles
of the variable-pivot-three-degree-of-freedom (VP-3-DOF) sun-tracking elements and
demonstrate that the optimum VP-3-DOF sun tracking can achieve the aforementioned
goals. Compared to conventional perpendicular sun tracking, the optimum VP-3-DOF
sun tracking improves the annual electricity generation and average module efficiency
by 27.40% and 19.17% respectively. In contrast with one-DOF PV blinds, VP-3-DOF
sun tracking requires less PV materials, but more sophisticated mechanical structures
(Chapter 3).

For the second type of PV windows (Figure 7.1b), in this dissertation we focus on the
design and fabrication of semi-transparent thin-film amorphous silicon solar cells. Us-
ing an optical model, GenPro4, we provide with a simulation method to optimize the
configuration of such solar cells. The optimized thickness of the absorber layer is ob-
tained at 170 nm to realize a target average transmittance of 20% in the visible range
of the sunlight spectrum. Measurement results show that an average transmittance of
20.04% has been achieved with the conversion efficiency of 6.94%. The transmittance of
the PV window can be further controlled by additionally attaching a polymer dispersed
liquid crystal (PDLC) film. The prototype of a house model has been built to demonstrate
the feasibility of the tandem concept (Chapter 6).

7.3. PERSPECTIVES

T HE nature of PV windows is to turn the undesirable part of sunlight into useful elec-
tricity energy. Two main challenges are how to define “undesirable” and how to fab-

ricate cost-effective solar cells. In this dissertation, we mainly focus on improving the
power conversion efficiency of PV window while considering other variables, such as
building energy, human factors in lighting, etc. Further attention shall be paid to the
following aspects.
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1. Mechanical structure and control system. The sun tracking of PV shading ele-
ments is driven by motors and transmission devices. With respect to one-DOF PV
blinds, commercial window blinds can provide sufficient examples of mechani-
cal design. However, three-DOF window shading elements have been rarely found
due to the sophisticated mechanical structure. Further development of three-DOF
rotation device is necessary for the application of VP-3-DOF sun tracking. Mean-
while, the power consumption of the motor is critical for commercial products, but
has been ignored in the theoretical calculation in this dissertation. As the cost of
light sensors decreases, interior irradiance sensors and exterior illuminance sen-
sors can be included in the closed-loop control system to track the solar direction
and regulate the incident daylight.

2. Electrical and optical performance. High-quality and low-cost solar cells are crit-
ical to semi-transparent PV windows. Here, “high-quality” refers to high power
conversion efficiency (PCE), reasonable transmittance, and desirable color ren-
dering index (CRI). To gain high quality and low cost, other promising PV mate-
rials besides silicon should be investigated, such as organic photovoltaic (OPV),
perovskite, etc. For a certain configuration of solar cell, increasing the PCE would
probably decrease the transmittance. How to balance the PCE and transmittance
of PV windows for optimal overall energy performance would be an important
topic.

3. Electrochromic materials and devices. Current PDLC products aim at high-end
market due to the high prices. Existing electrochromic materials and devices are
not ready for large-scale application because of many factors, such as performance,
cost, market, etc. In the future, low-cost and low-power electrochromic materials
and products need to be developed. For cheaper devices, low-cost transparent
conductive layers shall be used to replace the expensive ITO, e.g. Ag nanowire.

4. Bi-facial effects of semi-transparent solar cells and modules. Semi-transparent
solar cells are naturally bi-facial solar cells, which require different test methods
from conventional opaque solar cells. The measurement of semi-transparent solar
cells should be standardized in both academic and industrial communities. In real
applications, how to evaluate the electricity production of semi-transparent solar
cells considering the incident light from both sides should be addressed.

Based on the conclusions of this dissertation, suggestions are made for architects
who work on photovoltaic-related building design or reconstruction. First and foremost,
photovoltaics disfavor shadows, which imply less solar radiation and greater possibilities
of current-mismatching problems. For planned buildings, the location and orientation
shall be chosen carefully so that shading from surrounding buildings and plants is min-
imum. The sunward façade can be designed to appear a tilt angle if possible in order
to increase the solar irradiation. Irregular geometrical shell shall be carefully designed
to avoid internal shading. In respect to existing buildings, shading evaluation shall be
carried out before PV design and installation. Space between PV modules shall be fully
considered to avoid shading.

The orientation of the PV module determines the amount of solar irradiance on it,
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and consequently affects its electrical performance, especially the current. When PV
modules are connected in series, the circuit current is limited by the lowest one. This
current mismatching problem shall be considered for those PV applications on complex
geometrical façade and curved roofs, or those with advanced sun-tracking algorithms.
Besides orientation, different color appearances of PV modules could also lead to cur-
rent mismatching. As mentioned in Chapter 1, PV manufactures nowadays can provide
with colorful and even white PV products for BIPV applications. When PV modules with
different colors are mixedly mounted on the same façade, they will most likely deliver
different current. Therefore, electrical circuit design shall be considered besides aes-
thetic appearance.

PV windows are not limited to building applications. Theoretically, any occasion that
requires light transmittance and power supply is the potential carrier. For example, elec-
tric vehicles, aircrafts, billboards, and even mobile phones (Figure 7.2). Applications of
PV windows could be beyond imagination.

Architecture Agriculture

Automobile Billboard & Display

Figure 7.2: Possible applications of photovoltaic windows.
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ABBREVIATIONS

PV Photovoltaic
PCE Power conversion efficiency
LCOE Levelized cost of electricity
c-Si Crystalline silicon
GaAs Gallium arsenide
a-Si Amorphous silicon
CdTe Cadmium telluride
CIGS Copper indium gallium (di)selenide
QD Quantum dot
IEA International Energy Agency
BIPV Building-integrated photovoltaic
ZEB Zero energy building
EHA Equivalent horizontal area
DOF Degree of freedom
VP-3-DOF Variable-pivot-three-DOF
DSF Double skin façade
FEM4−node Four-node-based finite element model
FEM9−node Nine-node-based finite element model
DNI Direct normal irradiance
UGR Unified glare rating
DGP Discomfort glare probability
DC Direct-current
AC Alternating-current
ASE Adaptive solar envelope
STPV Semi-transparent photovoltaic
3D Three-dimensional
CAD Computer-aided design
WWR Window-to-wall ratio
GHG Greenhouse-gas
LER Land Equivalent Ratio
STICS Simulateur mulTIdiscplinaire pour les Cultures Standard
HD High density
LD Low density
HDPV High-density photovoltaic
LDPV Low-density photovoltaic
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PDLC Polymer dispersed liquid crystal
TBC Transparent back contact
OBC Opaque back contact
TCO Transparent conductive oxide
HB High-bandgap
PECVD Plasma-enhanced chemical vapor deposition
RF Radio frequency
I-V Current-voltage
EQE External quantum efficiency
IR Infrared
UV Ultraviolet
OPV Organic photovoltaic

NOTATIONS

Notations for Chapter 1
Rv/h Ratio of the annual solar energy received on the sunward (e.g. equator-

facing for temperate zones) vertical unit area to that received on the
horizontal unit area

Gv,g l obal Global irradiance on a vertical plane
Gh,g l obal Global irradiance on a horizontal plane

Notations for Chapter 2
Gv,g l obal Global irradiance on a vertical plane
Gh,g l obal Global irradiance on a horizontal plane
Gt ,g l obal Global irradiance on a tilt plane
I di r

e Direct normal irradiance (DNI)
γ Angle between the PV surface normal and the incident direction of the

sunlight
Gh,d Diffuse irradiance on a horizontal plane
Rd Diffuse transposition factor
Gt ,g r ound Ground-reflected irradiance on a tilt plane
Gt ,beam Direct irradiance on a tilt plane
Gt ,d Diffuse irradiance on a tilt plane
Pi n Input power of PV modules
Sb Direct-beam-illuminated PV area
Sb0 Direct-beam-illuminated PV area on the individual shading element
Si

b Direct-beam-illuminated PV area on the individual solar cell
ηm Efficiency of a PV module
Pout Output power of PV modules
E Energy generated by PV modules
t Time
w Width of the PV window
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l Length of the PV window
αs Solar altitude
As Solar azimuth
ns Unit vector (xs , ys , zs ) indicating the solar position in Cartesian coordi-

nate system
αPV Altitude of the normal of the PV surface
APV Azimuth of the normal of the PV surface
nPV Orientation of the rotated PV surface in the Cartesian coordinate sys-

tem, i.e. (xn , yn , zn)
nPV 0 Initial orientation of the PV surface in the Cartesian coordinate system,

i.e. (1,0,0)
R Rotation matrix
SPV Total area of PV surface
Si

PV Area of PV surface on the individual solar cell
l0 Vertical length of an individual shading element
lt s1 Length of the triangular shadow on the PV slat
lt s2 Length of the triangular shadow on the PV slat
I Current of the equivalent circuit of solar cell
Iph Light-induced current
Io1 Reverse saturation current of diode 1
Io2 Reverse saturation current of diode 2
V Voltage across the solar cell electrical ports
VT 1,2 thermal voltage of the PV module having Ns cells connected in series
Ns Number of solar cells connected in series
Rs Series resistance
Rp Parallel resistance
a1 Quality factors (or emission coefficients) of diode 1
a2 Quality factors (or emission coefficients) of diode 2
k Boltzmann constant, i.e. 1.3807×10−23 J/K
q Electron charge, i.e. 1.6022×10−19C
T Temperature of the p-n junction
Ls,t Luminance in the direction connecting the observer with each source
Lb Background luminance
ωs,t Solid angle subtending the source from the position of the observer
Pi Guth position index, expressing the dependence of perceived discom-

fort glare on the position of the source i with respect to the observer
Ev Vertical eye illuminance
Geq

t ,g l obal Equivalent global irradiance of partially shaded PV panel

Ry (θy ) Rotation matrix for the rotation around y-axis by the angle of θy

O Origin of the Cartesian coordinates, i.e. (0,0,0)
Ea Annual energy generation
η̄m Annual average efficiency of the PV module
Rw/l0 Ratio of the width (w) to the side length (l0) of the slat
ltr i Side length of the triangular shadow caused by walls and window

frames
w ′ Width of the extended horizontal slats
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Notations for Chapter 3
Ry (θy ) Rotation matrix for the rotation around y-axis by the angle of

θy

Rz (θz ) Rotation matrix for the rotation around z-axis by the angle of
θz

Rn (θn) Rotation matrix for the rotation around nPV by the angle of θn

Gt ,g l obal Global irradiance on a tilt plane
I di r

e Direct normal irradiance (DNI)
nPV Orientation of the rotated PV surface in the Cartesian coordi-

nate system, i.e. (xn , yn , zn)
nPV 0 Initial orientation of the PV surface in the Cartesian coordi-

nate system, i.e. (1,0,0)
Gh,d Diffuse irradiance on a horizontal plane
Sb Direct-beam-illuminated PV area
Sb0 Direct-beam-illuminated PV area on the individual shading

element
l0 Vertical length of an individual shading element
w0 Horizontal length of individual shading element, equal to l0

in the case of a square shading element
nl Number of horizontal rows of square shading elements
nw Number of vertical columns of square shading elements
Qi j Square with the number of i j
O Centre of the square; origin of the Cartesian coordinates, i.e.

(0,0,0)
Oi j Centre ofQi j

Osi j Imaginary shadow point of Oi j on the surface of the target
square casted by the sunlight in the original Cartesian coor-
dinates Ox y z, i.e. (xOsi j , yOsi j , zOsi j )

Q Ai j , QBi j , QCi j ,
QDi j

Four corners ofQi j

Q00 Target square
Rz y,C−C ′ (θz ,θy ) Rotation matrix from the original Cartesian coordinates Ox y z

to the new Cartesian coordinates Ox ′y ′z ′ for the two DOFs
O′

i j Transformed Oi j in the new Cartesian coordinates, i.e.
(x ′

Oi j , y ′
Oi j , z ′

Oi j )

O′
si j Transformed Osi j in the new Cartesian coordinates, i.e.

(x ′
Osi j , y ′

Osi j , z ′
Osi j )

Tk1
sur A set defined in 3.5
Tsqsh Union of the total Tk1

sur
Qr ec Rectangle Q AQB QC QD , denoted as (y ′

q A , z ′
q A , y ′

qC , z ′
qC )

k1 Number of Tk1
sur

k2 Number of the elements in Tsqsh

ktemp A temporary variable
k3 Number of rectangles
SPV 0 PV area on an individual shading element
Ssh0 Shading area on an individual shading element
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Tr ecsh A set of k2 rectangular shadows on the target square
Rnz y,C−C ′ (θn ,θz ,θy ) Rotation matrix from the original Cartesian coordinates Ox y z

to the new Cartesian coordinates Ox ′y ′z ′ for the three DOFs
d Distance from a point to a line
Rx (θx ) Rotation matrix for the rotation around x-axis by the angle of

θx

kx Integer parameter for the periodic solutions of θx

Ry zn (θy ,θz ,θn) Rotation matrix for three-phase rotations around y-axis, z-
axis, and nPV by the angle θy , θz , and θn respectively.

Notations for Chapter 4
w Width of the PV slat
l Length of the PV slat
θ Tilt angle
I Current of the equivalent circuit of solar cell
V Voltage across the solar cell electrical ports
Il i g ht Light-generated current
Id Diode saturation current
Rs Series resistance
Rsh Shunt resistance
A Modified ideality factor
nd Diode ideality factor
k Boltzmann constant, i.e. 1.3807×10−23 J/K
q Electron charge, i.e. 1.6022×10−19C
Tc Cell temperature
Gg l obal Global irradiance on the non-shading PV module
I di r

e Direct normal irradiance (DNI)
αs Solar altitude
As Solar azimuth
Gh,d Diffuse horizontal irradiance
Geq

g l obal Equivalent global irradiance on a partial shading solar cell

Scel l Area of an individual solar cell
Scel l

shadow Area of the shadow on an individual solar cell
Ta Ambient temperature
Ḡst a Sandard average illuminance on the target working plane

(0.75 m height)
Ḡsun Average illuminance contributed by the daylighting on the

target working plane (0.75 m height)
Pl (t ) Power consumption of artificial lighting at a certain time

point
Pst a Standard power consumption of artificial lighting
Pl (t ) Probability of lighting demand at a certain point of time
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Notations for Chapter 5
λG H Longitude of the greenhouse
φG H Latitude of the greenhouse
AG H Azimuth of the greenhouse
lG H Length of the greenhouse
hG H Hight of the greenhouse
wr Roof width
αr Roof inclination
wG H Width of the greenhouse
hr Roof hight
αs Solar altitude
As Solar azimuth
αM Altitude of the normal of the PV module
AM Azimuth of the normal of the PV module
αM0 Altitude of the normal of the PV module in the closed state
Gg l obal Global irradiance on the PV module
I di r

e Direct normal irradiance (DNI)
Gh,d Diffuse horizontal irradiance
γ Angle between the incident direction of the sunlight and the normal

of the PV module
nM Unit vector (xM , yM , zM ), indicating the position of the PV module

in the Cartesian coordinates Ox y z
∆A Difference between the azimuth of the PV module and the solar az-

imuth
ns Unit vector (xs , ys , zs ), indicating the solar position in the Cartesian

coordinates Ox y z
Sshadow Shading area on the PV module
lM Length of the PV module
wM Width of the PV module
Pi n Input power on the PV module from the Sun
Geq

module Equivalent irradiance on the whole area of the PV module
Geq

cel l Equivalent irradiance on the individual solar cell
Scel l Area of the individual solar cell
Scel l

shadow Shading area on the individual solar cell
η Conversion efficiency of the PV module
O Origin of the Cartesian coordinates Ox y z, i.e. (0,0,0)
O1 Point in the rotation axis of one of the PV modules in the Cartesian

coordinates Ox y z
Q1 Point on the PV module in the Cartesian coordinates Ox y z, i.e.

(xq1, yq1, zq1)
Q1s Shadow of Q1 on the PV module in the Cartesian coordinates Ox y z,

i.e. (xq1s , yq1s , zq1s )
RC-C ′ (αM ) Rotation matrix, enabling the rotation ofαM around the y-axis from

the original Cartesian coordinates Ox y z to the new Cartesian coor-
dinates Ox ′y z ′
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n′
M Unit vector (x ′

M , y ′
M , z ′

M ), indicating the position of the PV module
in the new Cartesian coordinates Ox ′y z ′

n′
s Unit vector (x ′

s , y ′
s , z ′

s ), indicating the solar position in the new Carte-
sian coordinates Ox ′y z ′

Q ′
1 Point on the PV module in the new Cartesian coordinates Ox ′y z ′,

i.e. (x ′
q1, y ′

q1, z ′
q1)

Q ′
1s Shadow of Q ′

1 on the PV module in the new Cartesian coordinates
Ox ′y z ′, i.e. (x ′

q1s , y ′
q1s , z ′

q1s )

λ1 An arbitrary real number
αp Altitude of the normal of the PV module in the quasi-perpendicular

position
I Current of the equivalent circuit of single diode model
V Voltage of the equivalent circuit of single diode model
IL Light-generated current
I0 Diode saturation current
A Modified ideality factor
nd Diode ideality factor
k Boltzmann constant, i.e. 1.3807×10−23 J/K
q Electron charge, i.e. 1.6022×10−19C
T Cell temperature
Rs Series resistance
Rsh Shunt resistance
Ta Ambient temperature
vwi nd Wind speed
VOC Open circuit voltage
ISC Short circuit current
Gmat Matrix of global irradiance at a grid of points on the target plane
Gi j Global irradiance of the corresponding point (i , j ) on the grid of the

target plane
Gmi n

g l obal Minimum value of the global irradiance on the target plane

Ḡg l obal Average global irradiance on the target plane in the PV greenhouse
UG Uniformity of global irradiance on the target plane in the PV green-

house
ŪG Annual average uniformity of global irradiance on the target plane

in the PV greenhouse
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Notations for Chapter 6
VOC Open circuit voltage
F F Fill factor
η Power conversion efficiency
JSC Short circuit current density
Pi n Input power
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APPENDIX B

Pseudocode algorithms for Chapter 3.

Algorithm 1 Find squares contributing to the shadows on the target square by fsqsh

1: function fsqsh(Qi j )
2: for k1 = 1,2,3, ... do
3: for allQi j ∈Tk1

sur do

4: if (
∣∣∣y ′

sOi j

∣∣∣< l0)&(
∣∣∣z ′

sOi j

∣∣∣< l0)&(x ′
Oi j > 0) then

5: Qi j ∈Tk1
sqsh

6: else
7: Qi j ∉Tk1

sqsh
8: end if
9: end for

10: if Tk1
sqsh =; then

11: End Loop k1
12: k1 ← k1 −1
13: else
14: Continue Loop k1
15: end if
16: end for
17: Tsqsh ←T1

sqsh ∪T2
sqsh ∪ ...∪Tk1

sqsh
18: k2 ← #Tsqsh

19: return Tsqsh and k2

20: end function
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Algorithm 2 Find the overlapped rectangle of k3 rectangles by f k3
ov

1: function f 2
ov (Qr ec1,Qr ec2)

2: Qr ec0 ← (0,0,0,0)
3: if (y ′

q A1 < y ′
qC 1)&(y ′

q A2 < y ′
qC 1)&(z ′

q A1 < z ′
qC 1)&(z ′

q A2 < z ′
qC 1) then

4: if y ′
q A1 Ê y ′

q A2 then

5: y ′
q A3 ← y ′

q A1
6: else
7: y ′

q A3 ← y ′
q A2

8: end if
9: if y ′

qC 1 É y ′
qC 2 then

10: y ′
qC 3 ← y ′

qC 1
11: else
12: y ′

qC 3 ← y ′
qC 2

13: end if
14: if z ′

q A1 Ê z ′
q A2 then

15: z ′
q A3 ← z ′

q A1
16: else
17: z ′

q A3 ← z ′
q A2

18: end if
19: if z ′

qC 1 É z ′
qC 2 then

20: z ′
qC 3 ← z ′

qC 1
21: else
22: z ′

qC 3 ← z ′
qC 2

23: end if
24: Qr ec3 ← (y ′

q A3, z ′
q A3, y ′

qC 3, z ′
qC 3)

25: else
26: Qr ec3 ←Qr ec0

27: end if
28: returnQr ec3

29: end function
30:

31: function f k3
ov (Qr ec1, ...,Qr eck3)

32: Qr ec12 ← f 2
ov (Qr ec1,Qr ec2)

33: Qr ec123 ← f 2
ov (Qr ec12,Qr ec3)

34: ...
35: Qr ec1...k3 ← f 2

ov (Qr ec1...(k3−1),Qr eck3

36: returnQr ec1...k3

37: end function
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Algorithm 3 Calculate the area of a rectangle by fs

1: function fs (Qr ec (y ′
q A , z ′

q A , y ′
qC , z ′

qC ))

2: S ← (y ′
qC − y ′

q A)(z ′
qC − z ′

q A)
3: return S
4: end function

Algorithm 4 Calculate the total area of shadows on the target square

1: if n′
s ·n′

PV É 0 then
2: Ssh0 ← SPV 0

3: else
4: Find k2 squares (as a set ofTsqsh) contributing to the shadows on the target square

by fsqsh

5: Find k2 rectangular shadows on the target square by f 2
ov and denote as a set of

Tr ecsh

6: Find calculate the area of k2 rectangular shadows on the target square by fs , Sk2 ←
Sr ec1 + ...+Sr eck2

7: Find C 2
k2 overlapped rectangles from Tr ecsh by f 2

ov and calculate the sum of their
area SC 2

k2
← Sr ec1r ec2 + ...+Sr ec1r eck2

8: Find C 3
k2 overlapped rectangles from Tr ecsh by f 3

ov and calculate the sum of their
area SC 3

k2
← Sr ec1r ec2r ec3 + ...+Sr ec1r ec2r eck2

9: ...
10: Find C k2

k2 , i.e., 1 overlapped rectangle from Tr ecsh by f k2
ov and calculate its area

SC k2
k2

← Sr ec1...r eck2

11: Calculate the total area of shadows on the target square Ssh0 ← Sk2 −SC 2
k2
+SC 3

k2
−

SC 4
k2
+ ...

12: end if
13: return Ssh0
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α
M
 = α

p
 Quasi-perpendicular positiona

α
M
 = 2α

p
 − α

M0
No-shading positionb
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SUMMARY

Human beings consume enormous amounts of energy worldwide. More than a third of
global energy consumption is attributable to the building sector. As a renewable and
clean energy source, photovoltaic (PV) solar power generation is envisioned as one of
the most promising solutions to the global energy crisis. Window-integrated PV has been
predicted to become the largest part of the building-integrated PV (BIPV) market. This
dissertation has contributed to the developments of building-integrated PV windows in
the aspects of optimal power generation, incident irradiance and illuminance.

This dissertation is structured in seven distinct chapters. In Chapter 1, a brief intro-
duction to solar energy, photovoltaics, and building-integrated PV windows in general is
given. This chapter leads the following Chapters 2-6, each containing an independent
research topic.

In Chapter 2, a mathematical model of solar irradiance and a geometrical model of
a reference office are built, which are also useful in Chapter 3 and 4. Additionally, one-
axis PV blinds are modeled and an optimal sun-tracking angle has been found to achieve
both maximum power generation and non-glare daylighting. The optimal design of cell
layout is also proposed to avoid shading from window frames.

In Chapter 3, PV shading elements with extra degree of freedoms (DOF) have been
modeled and analyzed in a similar way as in Chapter 2. Two-DOF PV shading elements
have been proved to be the same as one-axis PV blinds with respect to optimal sun-
tracking positions. PV shading elements with three-DOF sun-tracking abilities are demon-
strated capable to meet all the requirements, i.e. gaining the maximum power genera-
tion, protecting from glare, and avoid shadows from the window frame. A corresponding
variable-pivot three DOF (VP-3-DOF) sun-tracking algorithm is given in the form of an
analytical solution.

In Chapter 4, the overall energy performance of the reference office with one-axis PV
blinds is analyzed over an entire year. Photovoltaic power generation and power con-
sumption by artificial lighting, heating and cooling have been fully considered.

In Chapter 5, PV windows are applied to the skylight in Dutch greenhouses. Un-
like vertically-mounted PV windows mentioned above, the greenhouse PV panels are
installed on a pitched roof to regulate the sunlight for plants, instead of humankind.
PV layouts in high and low densities are evaluated under four special sun-tracking posi-
tions with regard to power generation and interior irradiance. Simulation results provide
guidelines to balance the PV power generation and food production in greenhouses.

In Chapter 6, semi-transparent devices are fabricated to demonstrate the PV win-
dows. The incident sunlight can be tuned with PDLC films to form self-powered photo-
electrochromic devices.

Chapter 7 concludes the insights throughout the dissertation. In addition, an out-
look is given on PV windows.
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SAMENVATTING

De mensheid verbruikt wereldwijd enorme hoeveelheden energie. Meer dan één derde
van het wereldwijde energieverbruik is toe te schrijven aan gebouwen. Fotovoltaïsche
zonnestroom is een hernieuwbare en schone energiebron die wordt gezien als één van
de meest veelbelovende oplossingen voor het wereldwijde energieprobleem. Men ver-
wacht dat raam-geïntegreerde zonnestroom het grootste deel van de gebouw-geïntegree-
rde zonnestroommarkt zal gaan uitmaken. Dit proefschrift draagt bij aan de ontwikke-
ling van gebouw-geïntegreerde zonnestroomramen.

Dit proefschrift is ingedeeld in zeven hoofdstukken. Hoofdstuk 1 geeft een korte in-
leiding over zonne-energie en gebouw-geïntegreerde zonnestroomramen. Dit hoofd-
stuk is de inleiding tot de hoofdstukken 2 tot en met 6, die elk een eigen onderzoekson-
derwerp beschrijven.

In hoofdstuk 2 worden een wiskundig model van zonnestraling en een geometrisch
model van een kantoorgebouw ontwikkeld. Deze modellen worden ook gebruikt in hoofd-
stukken 3 en 4. Daarnaast worden zonnestroomjaloezieën, die draaibaar zijn om één
as, gemodelleerd en geanalyseerd. Het blijkt dat de draaihoek die de stroomopwekking
maximaliseert ook een maximum aan niet-verblindend daglicht binnenlaat. Verder wor-
den de posities van de zonnecellen geoptimaliseerd om schaduwwerking van het raam-
kozijn te voorkomen.

In hoofdstuk 3 worden zonnestroomelementen met extra vrijheidsgraden gemodel-
leerd en geanalyseerd. Elementen met twee vrijheidsgraden blijken de zon even goed
te volgen als zonnestroomjaloezieën die draaibaar zijn om één as. Ook worden stroom-
opwekkende zonweringselementen met drie vrijheidsgraden beschouwd. Deze voldoen
aan alle vereisten, namelijk het maximaliseren van stroomopbrengst, het tegenhouden
van verblindend zonlicht en het voorkomen van schaduwwerking van het raamkozijn.
De draaihoeken voor het optimaal meebewegen met de zon zijn uitgedrukt in wiskun-
dige formules.

In hoofdstuk 4 wordt de energiehuishouding van een kantoorgebouw met draaibare
zonnestroomjaloezieën gedurende een heel jaar geanalyseerd. De fotovoltaïsche ener-
gieopwekking en het energieverbruik door verlichting, verwarming en koeling zijn mee-
genomen in de analyse.

Hoofdstuk 5 beschouwt zonnestroomramen toegepast in de daken van Nederlandse
kassen. Deze ramen worden op het schuine dak van de kas geïnstalleerd en naast het
opwekken van zonnestroom reguleren ze ook het zonlicht voor de planten in de kas. De
energieopbrengst en de instraling van zonlicht in de kas zijn door middel van simulaties
geëvalueerd voor zowel een lage als een hoge dichtheid van geïntegreerde zonnecellen
onder vier mogelijke draaihoeken. De resultaten van de simulaties bieden richtlijnen
om de energieopwekking en voedselproductie in kas tegen elkaar af te wegen.

In hoofdstuk 6 worden schaalmodellen van semitransparante zonnestroomramen
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gefabriceerd die elektrisch schakelbare PDLC-films bevatten. Deze reguleren het door-
gelaten zonlicht automatisch, met door het raam zelf opgewekte zonnestroom.

Hoofdstuk 7 vat de inzichten van het proefschrift samen. Daarnaast wordt een toe-
komstbeeld van zonnestroomramen geschetst.
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