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Article

Experimental design and
stochastic modeling of
hydrodynamic wave
propagation within cavities
for wind tunnel acoustic
measurements

Colin P VanDercreek1 ,
Alireza Amiri-Simkooei1, Mirjam Snellen1 and
Daniele Ragni2

Abstract

This study investigates how embedding microphones in different cavity geometries along the wall

of a wind tunnel reduces the measured turbulent boundary layer pressure fluctuations. The effect

of these cavities on the measured signal-to-noise ratio of an acoustic source with flow present

was also quantified. Twelve cavity geometries defined by their depths, diameters, chamfer, open-

ing percentage, and mesh covering were tested. The cavity geometries were selected using a

design of experiments methodology. The application of design of experiments enabled a statis-

tically sound and efficient test campaign. This was done by applying a D-optimal selection crite-

rion to all potential cavity geometries in order to select 12 cavities to allow for the individual

effect of the geometric parameters such as depth and diameter to be quantified with statistical

confidence. The resulting wind tunnel test data were fit to a generalized additive model. This

approach quantified the relative effect of these parameters on the turbulent boundary layer

pressure spectral energy and signal-to-noise ratio while accounting for non-linear frequency

dependence. This experimental investigation quantified how much increasing depth reduces

the turbulent boundary layer spectral energy and increases signal-to-noise ratio. It also
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showed that a mesh covering reduces the boundary layer noise by 8 dB. It was also quantified

how much reducing the cavity area from the opening of the cavity to the base of the microphone

reduces the measured boundary layer spectral energy. Additionally, the model quantified the

interactions between the mesh and cavity area as well as the change in area.
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Beamforming, cavity acoustics, design of experiments, generalized additive model
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Introduction

Acoustic arrays are frequently used with beamforming algorithms in wind tunnels to localize
and quantify acoustic noise within a region of interest. These techniques are successfully
used for aeroacoustic measurements1 of conventional airfoils whose trailing edge noise is
approximately 60 dB/m depending on the flow conditions.2 However, as the sound genera-
tion characteristics of airfoils are modified such that the radiated noise levels become lower
by incorporating features such as trailing edge serrations,3 it is important to optimize acous-
tic measurement techniques for these lower levels. These measurements in closed test section
wind tunnels can be hindered by turbulent boundary layer (TBL) noise generated by the
wind tunnel wall along with other acoustic noise sources.1 These fluctuations create a lower
bound below which acoustic measurements are not feasible. This is due to the acoustic signal
energy level generated by the test article being overwhelmed by the higher background
noise.4 Therefore, this noise needs to be mitigated to enable effective aeroacoustic measure-
ments of low intensity sources.

Signal processing and recessing cavities are two approaches to reducing TBL noise and
increasing signal-to-noise ratio (SNR). TBL noise is generated from the incoherent pressure
fluctuations in the viscous and logarithmic regions of the boundary layer,5 which signal
processing techniques can remove from the acoustic signal. For example, one method to
achieve this is by removing the diagonal of the beamforming covariance matrix6–8 which can
reduce the measured background noise by approximately 25 dB at 5 kHz for a tunnel Mach
number of 0.22.4 However, it is advantageous to couple these signal processing techniques
with actual reductions in the TBL hydrodynamic fluctuations to improve the SNR of acous-
tic beamforming arrays. Recessing microphones in cavities and covering these cavities with
a metallic mesh or Kevlar4,9,10 is a common approach for reducing TBL wall noise.
These approaches, coupled with signal processing, can reduce the measured background
noise approximately by an additional 10 dB for an array.4 This results in a typical improve-
ment in SNR by 5 dB. The focus of this study is to evaluate how cavity geometries attenuate
the impingement of boundary layer hydrodynamic pressure fluctuations on a microphone
and the resulting improvement to SNR.

An experiment was designed to study the influence of cavity geometry on two response
variables: the amount of the spectral energy due to the TBL pressure fluctuations and the
SNR with respect to a broadband acoustic source. This experiment used a design of experi-
ments (DOE) methodology to select the number of cavities and their geometry. DOE is a
statistical tool for test planning that ensures randomization while covering a broad range of
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the design space of interest. The primary advantage of DOE over the more traditional one-
factor-at-a-time (OFAT) approach to testing is that it reduces required test resources by
making more efficient use of the potential experimental design space while providing insight
into how different factors interact with each other.11 The resulting test matrix ensures a
sufficient number of runs to quantify the influence of different factors with statistical con-
fidence. The resulting data are used to develop a stochastic model to determine which
parameters have the most influence on the response variables. In this experiment the fol-
lowing geometric parameters were systematically varied: depth, opening area, mesh, and
change in area with depth. The wind tunnel speed was varied to determine how different
designs perform at different wind speeds. The presence of a broadband noise source was
used to calculate the SNR of the cavities when measuring a source of interest. Two gener-
alized additive models (GAMs) with mixed effects were developed to quantify the relation-
ship between different geometries and the TBL energy and SNR response variables.

This paper has two goals. The first goal is to introduce the novel application of DOE
methodology to efficiently maximize the potential experimental space. The second goal is to
describe the application of GAMs to identify and quantify the influence of geometric
parameters and their mutual interactions on the response variables of interest, the propa-
gation of TBL spectral energy within a cavity, and SNR. The long term application of this
experimental data and resulting insights is to support future deterministic model develop-
ment with the goal of optimizing cavity designs.

In the “Theoretical background” section, the equations treating cavity depth and mesh are
treated. In the “Experimental set-up” section, the details of the experiments are provided.
The “Experimental results” section summarizes the boundary layer hot-wire and pressure fluc-
tuations measurements. The “Establishing an empirical model” section discusses the approach
to developing the statistical models. The “Experimental results” section presents the results and
analysis of the measured response variables. From this we established an empirical model in the
“Model predictions” section. The last section provides the conclusions of this work.

Theoretical background

Cavity depth, area, change in area, and a mesh covering affect the measured boundary layer
pressure spectra.4,10 Increasing the cavity depth reduces the wall pressure fluctuations mea-
sured by the microphones due to the hydrodynamic and acoustic waves being cut-off within
the cavity.1 The area of the cavity along with the wave number of the wave determines
whether or not a wave is cut-on.12 Furthermore, changing the area along the direction of
propagation results in transmission losses due to partial reflection of incoming waves.12

The mesh further attenuates the hydrodynamic fluctuations while eliminating vortex shed-
ding from the upstream edge of the cavity which can cause resonance within the cavity.4

The propagation of hydrodynamic waves from the boundary layer into the cavity can be
modeled by with an expression in the form of equation (1)

P z; r; hð Þ ¼
X1
m¼1

X1
l¼1

Amle
ikmlz þ Bmle

�ikmlz
� �

UmlðrÞe�imh (1)

This equation is the generalized solution for the pressure distribution within a cylindrical
cavity. In this equation, z is the distance along the propagation path from the boundary
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layer, r is the radial position within the cavity, h is the angular position, kml is the axial wave
number, Aml and Bml are the downstream and upstream modal coefficients, respectively.12

The radial coefficients are represented by Uml, where m and l are the mode indexes.
Equation (2) is the expression for the axial wave number, where x is the angular frequency
and aml’s are the radial wave numbers

k�ml ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � aml

q
(2)

The radial wave numbers are the solutions to the first derivative of a Bessel function of
the first kind, J0m amlað Þ ¼ 0, and are proportional to the cavity radius, a.12 When kml is
imaginary, the mode is cut-off.

The reduction in spectral energy due to the cavity depth within equation (1) is represented
by the expression eikmlz. When the incident wave is cut-off, the axial wave number is imag-
inary and therefore the energy reduces exponentially with distance. For the cavity area, as
seen in equation (2), the radius along with the axial wave number has a potential impact on
the spectral energy within the cavity. Changing the cavity area along the propagation path
results in the downstream modal coefficients, Aml, to scatter.12 This scattering results in
energy being reflected in the upstream direction and therefore reduces the downstream
propagating energy. The mesh attenuates the hydrodynamic pressure fluctuations.
Thus, it significantly reduces the TBL spectral energy while only reducing the acoustic
signal by approximately 2 dB.4 This can be modeled as an impedance across the mesh as
seen in equation (3). In this equation, Zmesh is the impedance term, pbelow is the pressure
amplitude below the mesh, pabove is the pressure amplitude above the mesh, and v is the
velocity across the mesh (Sijtsma, personal communication, 14 March 2018.)

Zmesh xð Þ ¼ pbelow � pabove
v

(3)

These equations are primarily used to assist in the theoretical understanding of how
the TBL noise is affected by the cavity. The model discussed in this work is empirical
and is intended to be used to validate future cavity designs. Further discussion of
developing a deterministic model applying this theory to cavity geometries is discussed in
Vandercreek et al.13

Experimental set-up

The experimental campaign was designed to quantify the effect of the interaction between
cavity geometries and boundary layer pressure fluctuations on two response variables.
The response variables are the amplitude of the boundary layer hydrodynamic spectral
energy measured at the base of the cavity and the resulting SNR of the acoustic source
with respect to these TBL spectra. These data were collected with LinearX M51 and M53
microphones installed at the base of each cavity. Twelve cavity geometries were tested in the
TU Delft Low speed Turbulence Tunnel (LTT) by mounting them flush on the tunnel floor.
TBL spectral measurements were taken in an empty wind tunnel test section to minimize
unwanted sources of noise. SNR measurements used an omnidirectional speaker mounted in
the tunnel center line, 0.53m above the cavities. In addition to the microphone
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measurements, the boundary layer along the tunnel wall was measured with hot-wire ane-

mometry (HWA). HWA data were used to calculate boundary layer thickness (d99, dh), the
shape factor (H), and to estimate the friction velocity (u�). These properties are used to

normalize the pressure spectra of the boundary layer.5,14 The boundary layer was not

tripped and therefore it was varied by changing the tunnel speed. Measurements were

taken at flow speeds of 30, 50, and 70m/s.
The 12 cavities were analyzed in terms of the following geometric parameters: depth,

opening area, mesh, and change in area with depth. For the manufacturing of the cavity,

they were defined in terms of depth, diameter, mesh, opening percentage, and the 45� cham-

fer depth. For the subsequent analysis, the geometric parameters were defined in terms of

opening area, depth, change in area, and presence of a mesh. The opening area is calculated

from the diameter, the opening percentage, and the chamfer. The change in area is defined as

the ratio between the area of the opening of the cavity and the bottom, which is therefore

calculated from the chamfer, diameter, and opening percentage. The geometries, as

machined, are shown in Table 1. Figure 1 illustrates the definition of these parameters.

The diameter and depth of the cavities were chosen to avoid acoustic resonance within

the frequency range of interest (250Hz to 7 kHz). The lowest estimated acoustic eigenfre-

quency for all cavities was 12 kHz for cavity 5A which was modeled as a Helmholtz

resonator. The stainless steel mesh was placed over the top of six cavities and was installed

with epoxy. The mesh has a density of 200 threads/cm with a wire diameter of 0.025mm.

The 12 cavities, were machined into two aluminum plates, each consisting of six cavities and

one flush mounted microphone. This was done to allow for multiple cavities to be tested

simultaneously. Cross sections of both plates can be seen in Figure 2. The plates are 1m

wide and each cavity was spaced at least 120mm apart to avoid span-wise coherence.15,16

Wind tunnel measurements

The experiment was conducted at the TU Delft LTT wind tunnel. The LTT is an atmo-

spheric closed test section wind tunnel capable of air speeds up to 120m/s. The test section is

Table 1. Twelve cavity geometries, Flush A and Flush B are the flush mounted microphones for each plate.

Designation Diameter (mm) Mesh Depth (mm) Opening (%) Chamfer (mm)

1A 10.0 Yes 5.0 100 4.0

2A 10.0 Yes 10.0 100 0.0

3A 5.0 No 5.0 100 4.0

4A 5.0 No 5.0 50 0.0

5A 10.0 Yes 10.0 50 4.0

6A 10.0 No 5.0 100 0.0

Flush A 6.0 No 0.1 100 0.0

7B 5.0 No 10.0 50 0.0

8B 5.0 Yes 10.0 100 0.0

9B 10.0 No 10.0 50 0.0

10B 5.0 Yes 5.0 100 4.0

11B 10.0 Yes 10.0 50 4.0

12B 5.0 No 5.0 50 4.0

Flush B 2.7 No 1.0 100 0.0
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1.8m wide by 1.25m tall. Free-stream turbulence is 0.015% with smooth walls. The tunnel
has a contraction ratio of 17.8. The cavity plates were flush mounted with the bottom of the
test section as seen in Figure 3. The design of the cavities will be discussed in the “DOE”
subsection.

Measurements were taken over 24 wind tunnel runs. Twelve of these runs were with the
acoustic source mounted and 12 were with only the plate mounted cavities. The entire
speaker support was removed from the tunnel to minimize noise sources for the tunnel

Microphone

Depth

Opening %

Diameter

Chamfer

Figure 1. Cut away illustration of the cavity geometric parameters, mesh covering not pictured.

1000 mm

6A 5A 4AFlush 3A 2A 1A

12B 11B 10BFlush 9B 8B 7B

Figure 2. Cross sectional view of the plates containing the cavities under test.

Cavity Plate

Acoustic Source

Figure 3. LTT test section with acoustic source and cavity plate installed.
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only runs. The cavity plates, presence of the acoustic source, and wind tunnel velocity were
randomized between each run. Data were collected for all seven microphones
simultaneously.

Acoustic source. A calibrated acoustic speaker, by Qsources BVBA, was used to produce an
omnidirectional broadband noise source at a PWL of 45 dB. This is the maximum sustained
output of the source. This source was chosen as it is designed for use in a wind tunnel and
produces a constant sound intensity level between 0.3 and 7 kHz. The speaker produced a
white noise signal. This was selected in order to replicate broadband airfoil trailing
edge noise. A NACA 0018 profile support with a chord of 8 cm held the source 0.53 m
above the cavities.

Data acquisition. Microphone measurements were made with a combination of LinearX M51
and M53 1

2

00
condenser microphones. These microphones have a dynamic range of 122 (�1)

dB up to 20 kHz. The microphone baffles were removed and the microphones were directly
mounted at the base of each cavity. A National Instruments data acquisition system NI9215
acquired the pressure fluctuations measurements at 51,200Hz. For every run, data for each
cavity in the installed plate were captured simultaneously. Forty seconds of data were taken.
Between each cavity configuration change, the microphone positions were redistributed
randomly to reduce the likelihood of biased data due to microphone offset. The micro-
phones were calibrated with a calibrated GRAS 42AA piston phone immediately after
completing the measurement campaign.

Hot-wire measurements. A calibrated Dantec 1-channel hot-wire probe measured the
velocity profile at nine different span-wise locations. The sample rate was 50 kHz with a
10 kHz low-pass filter with a 3% measurement uncertainty. Each span-wise measurement
point corresponds to a cavity location. The probe was located 25mm in front of each cavity.
The boundary layer was measured at 30 and 70m/s.

DOE

Cavity depth, diameter, mesh, chamfer, opening percentage, and boundary layer character-
istics affect the spectral energy at the base of a cavity4,9,10 and the SNR of the microphone
measurements. These parameters were defined in terms of depth, diameter, mesh, chamfer,
and opening percentage as discussed previously. These are the independent experimental
variables that were varied during the experiment. This experiment was designed to quantify
the relationship between these independent variables and the response variables (the spectral
energy and SNR). Table 2 shows the variables, their type, and the maximum and minimum
levels considered. These bound the potential design space and the resulting cavities are a
combination of these geometric variables. To establish a model describing the relationship
between these variables, each variable needs to be varied and the resulting response com-
pared. One approach is to vary one variable or factor at a time while holding the others
constant. This is known as the OFAT approach. For this experiment, OFAT would result in
1458 different potential combinations.11 As this is not feasible, a subset of this design space
needs to be selected for the test.

DOE17 is a methodology used to optimize the selection of test variables, number of runs,
and run order to support statistically sound analysis of the resulting measurements.
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Specifically, it enforces randomization, statistical replication, and orthogonality in the

experimental design. This is done by applying an optimization criterion to all the possible

permutations of experimental variables to determine which subset of the experimental

design space provides the most meaningful data. This resulting design allows for the devel-

opment of an empirical model that evaluates the effect of experimental variables and the

effect of their interactions on the response variables of interest. This methodology is widely

used in many research fields as well as industrial applications17,18 to design experiments that

yield meaningful results while minimizing the number of experimental runs. For this exper-

iment, DOE was used to select the combination of geometrical parameters that define each

of the 12 cavities discussed previously and the run order. DOE enables an efficient use of test

resources to characterize the effects different cavity geometries have on the TBL spectral

energy and SNR with statistical confidence.
For this experiment, a D-optimal17 design criterion was used to optimize the choice of the

values of each experimental variable seen in Table 2, to fully evaluate their effect on the

spectral energy and SNR. The selected combinations form the experimental design.

This design is expressed as an n�m design matrix, X, where m is the number of experimen-

tal variables and n is the number of experimental measurements, selected a priori.17 Within

the matrix, X, each value of the experimental variable is normalized so that the lowest value

is �1 and the largest value is 1. The D-optimal algorithm selects the combination of var-

iables that maximizes the determinant of XTX. This criterion also minimizes the correlation

among experimental factors by maximizing the difference between the values of each var-

iable for each run which is ideal for exploring a new design space.17

The results of this optimization are shown in Table 1. This DOE was performed using the

R software package, skpr.19 In addition to selecting the 12 cavities, the resulting experimen-

tal design also determined how many runs were required to measure sufficient data to

develop a statistically sound empirical model. The resulting experimental design includes

testing the cavities at two velocities, with and without an acoustic source, and with three

replications which results in 144 total measurements. This compares favorably to the OFAT

approach of 1458 different measurements, which would not include any statistically bene-

ficial replications.
Experimental designs are evaluated by the resulting statistical power and the correlation

between experimental variables. Statistical power is the probability that the experiment will

result in statistically significant outcomes for each factor.17 This design predicts that each

experimental variable has a statistical power of greater than 0.95. Therefore, the significance

level, a, is 0.05. Figure 4 presents the predicted correlation matrix between all of the

Table 2. Experimentally varied variables, type, and respective levels. All variables have
an estimated power greater than 0.99.

Experimental variables Type Levels

Tunnel velocity (m/s) Continuous 30, 70

Diameter (mm) Continuous 5, 10

Mesh Categorical Yes, No

Depth (mm) Continuous 0, 5, 10

Opening (%) Continuous 50, 100

Chamfer (mm) Continuous 0, 4

VanDercreek et al. 759



variables. The correlation coefficient is calculated by dividing the covariance of the variables

by the standard deviations of the same variables. This correlation defines the linear rela-

tionship between the two variables. The correlation between variables should be low, which

suggests there is a sufficient number of runs to fully evaluate the design space without

conflating the effect of two or more factors.17 This is the case for all of the experimental

variables; however, some of the interaction terms have higher correlations with some of the

variables. This means that should these terms appear to be statistically significant during the

analysis then it is important to study them closely before including them in the empirical

model.

Experimental results

Boundary layer measurements

HWA measured the boundary layer properties at nine positions over the entire wind tunnel

span and two free-stream velocities. The boundary layer profiles were measured 1.5m down-

stream of the tunnel nozzle exit. Temperature variations in the free-stream flow are the

primary source of measurement error due to the variation in tunnel temperature over the

long time spent to characterize the boundary layer at each span-wise location. The recorded

temperature range during each measurement campaign was used to correct the HWA

measurements20

Figure 4. Correlation matrix of interaction between experimental variables.
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Ew;r ¼ Ew

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tw � Tr

Tw � Ta

r
(4)

where Ew;r is the temperature corrected hot-wire voltage, Ew is the measured hot-wire volt-
age, Tr is the hot-wire reference temperature, Tw is the hot-wire temperature, and Ta is the
tunnel ambient temperature. The resulting profiles are shown in Figure 5(a). The boundary
layer properties were calculated from the mean of HWA measurements. These properties are
listed in Table 3. From the shape factor, H, it is evident that the boundary layer for both
velocities is fully turbulent.

The measurements showed no variation in boundary layer properties with span-wise
position. From these measurements the boundary layer thickness (d99), momentum thick-
ness (dh), shape factor (H), friction velocity (u�), and wall shear stress (sw) were calculated.
Their mean values and 95% confidence intervals are shown in Table 3. The friction velocity
was calculated21 from sw. The shear stress was calculated from dh using the Karman–
Schoenherr relation.22 These boundary layer properties were then used to normalize21 the

(a) (b)

Figure 5. Boundary layer measurements. (a) Boundary layer velocity profiles measurements at span-wise
positions and (b) boundary layer data logarithmic profile fit.

Table 3. Boundary layer properties, where Reh is the Reynolds number, d99 is the
boundary layer thickness, dh is the boundary layer momentum thickness, H is the
boundary layer shape factor, u� is the friction velocity, and sw is the wall shear stress.

Tunnel velocity (m/s)

Properties 30.0 70.0

Reh 8627� 1330 17,050� 1103

d99 (mm) 50.7� 16.0 46.5� 9.47

dh (mm) 4.35� 0.69 3.70� 0.24

H 1.33� 0.01 1.40� 0.04

u� (m/s) 1.10� 0.02 2.40� 0.02

sw (Pa) 1.45� 0.04 6.96� 0.13
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boundary layer profile in terms of uþ ¼ u
u� and yþ ¼ yu�

� . For this fit it was assumed that the

wind tunnel surface was smooth. The value of u� is listed in Table 3. For the 30m/s measure-

ments, it was possible to get the HWA probe within 0.5mm of the wall. For the 70m/s case,

it was only possible within 2.5mm due to vibrations in the support sting.

Microphone measurements

The spectral energy level and SNR at the base of the cavities were evaluated between 250Hz

and 7 kHz, the frequencies typically of interest for aeroacoustic measurements of wind tur-

bine blades. The analysis was performed for the 30 and 50m/s runs due to some micro-

phones being saturated for the 70m/s measurements. These runs correspond with Reynolds

numbers of 21,116 and 35,194 based on a 1 cm diameter cavity. Figures 6 and 7 illustrate the

f
⎛

⎝
⎜
ωδ

U∞

⎞

⎠
⎟

2 f
⎛

⎝
⎜
ωδ

U∞

⎞

⎠
⎟

−1

f
⎛

⎝
⎜
ωδ

U∞

⎞

⎠
⎟

−5

Frequency band of interest

f
⎛

⎝
⎜
ωδ

U∞

⎞

⎠
⎟

2 f
⎛

⎝
⎜
ωδ

U∞

⎞

⎠
⎟

−1

f
⎛

⎝
⎜
ωδ

U∞

⎞

⎠
⎟

−5

Frequency band of interest

30 m/sec 50 m/sec

−2 −1 0 1 2 −2 −1 0 1 2

−4

−2

0

2

log
⎛

⎝
⎜
ωδ

U∞

⎞

⎠
⎟

lo
g⎛ ⎝⎜Φ

pp
( ω

) U
∞

τ w2
δ

⎞ ⎠⎟

Cavity

6A
Flush

Boundary Layer 
 Region

Inner Layer
Outer
Transition

Figure 6. Cavity 6A, no mesh and no change in area, acoustic spectra normalized with the boundary layer
properties. Vertical dashed lines demarcate the frequency band of interest.

Table 4. Twelve cavity geometries, Flush A and Flush B are the flush mounted
microphones for each plate.

Designation Depth (mm) Mesh Area (mm)

Change in

area (�100%)

1A 5.0 Yes 254.5 �2.2

2A 10.0 Yes 78.5 0.0

3A 5.0 No 132.7 �5.8

4A 5.0 No 9.8 0.5

5A 10.0 Yes 127.2 �0.6

6A 5.0 No 78.5 0.0

7B 10.0 No 9.8 0.5

8B 10.0 Yes 19.6 0.0

9B 10.0 No 39.3 0.5

10B 10.0 Yes 132.7 �5.8

11B 5.0 Yes 127.2 �0.6

12B 5.0 No 66.4 �2.4

Flush A 0.1 No 28.5 0.0

Flush B 1.0 No 5.7 0.0
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influence of cavity design on the measured TBL spectral energy, Upp compared to a flush

mounted microphone. Spectral energy is normalized by free-stream velocity U1, wall shear

stress sw, and the boundary layer thickness, d99. The angular frequency, x is normalized by

the ratio between d99 and U1. The vertical dashed lines delineate the frequency region of

interest. Cavity 6A is not covered with a stainless steel mesh and the cavity area does not

change with depth. At the horizontal axis value of 1, the spectral energy is slightly less than

the baseline flush case. Cavity 10B has a mesh and due to the added chamfer, the area

decreases with depth. This cavity shows much less TBL spectral energy with respect to

frequency as cavity 6A. This shows a clear effect due to covering the cavity with a mesh

and having a change in the cavity area. The trend in spectral energy matches standard

empirical trend lines in spectral energy for each region of the boundary layer.5 Spectral

energy is higher in the outer and transition region while it decreases toward the wall where

the higher frequency fluctuations are generated. For all of the cavities, reductions in the

energy spectra were generally seen at frequencies above 1.5 kHz or normalized at values of

0.75 in Figures 6 and 7. Comparing the spectral energy at the base of each cavity provides

insight into the effect of cavity geometry; fitting an empirical model allows for the effect of

cavity geometric parameters to be evaluated separately. This allows us to quantify and

interpret why one cavity is more effective at attenuating TBL noise than another.

Establishing an empirical model

Two empirical models were developed to describe the relationship between the response vari-

ables, spectral energy and SNR, and the cavity geometric parameters for different tunnel veloc-

ities. These were calculated from the power spectral density of the microphone data. The inputs

to the model include cavity depth, area of the cavity opening, and change in area with depth if

there is a chamfer or partial covering over the cavity, and whether or not a mesh covered the

cavity. Additional terms include the wind tunnel free-stream velocity and which microphone

was used for measurements. Since both response variables are frequency dependent, frequency

was included as a model term. Initially a generalized linear mixed model (GLMM) was fit to the

data. This provided insight into the relationship between the model terms and the response

variables but due to the non-linear dependence on frequency, a GAM was implemented.
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Data preparation

The response variables, spectral energy and SNR, were calculated over the frequency range

of interest (250–7500Hz). Figures 6 and 7 show the relationship between frequency and the

spectral energy response variable and thus the importance of including this dependency in

the analysis. A bandwidth of 50Hz was selected in order to accurately capture the relation-

ship between the response variables and frequency while maintaining a reasonable compu-
tational time.

Initial linear modeling

Generalized linear mixed effect models are widely used for interpreting experimental results.

The advantage of this model over standard linear regression is that both fixed and random

effects can be included in the model.23 Equation (5) represents a generalized linear mixed

effects model

y ¼ Xbþ Zbþ � (5)

Here y is an n-vector of the response variable (spectral energy or SNR) at each cavity

geometry, frequency band, and velocity. The vector length n is then the number of experi-

mental observations which is ncavity � nbands � nvelocity � nreplications. For this experiment there were

11,508 observations. X is an n�m design matrix where m is the number of model terms. Each

column contains the continuous variable values such as the geometric parameters (cavity area,

depth, and change in area with depth), frequency, and tunnel velocity. The microphone used

for the measurement as well as the presence of a mesh are modeled as categorical variables
which result in a column for each variable with a value of either 1 or 0 within the respective

column. Additionally, the interactions between these terms are included as additional col-

umns. b is an m-vector containing the unknown coefficients of the linear model corresponding

to the columns of the design matrix. Z is the design matrix of random observations or known

sources of error. It has dimensions n� p, where p is the number of random variables, whose

values are fixed at the p-vector b. � is the model error or residuals, an n-vector.
A mixed effects model was chosen because it allows for known sources of error to be

accounted for as random effects. For this experiment, tunnel velocity and the microphones

are specified as random effects. Velocity is accounted for as a random effect to separate it

from X. This approach improves the estimate of the effect size of each geometric parameter

because all of data points are used to create one estimate with the differences due to velocity

being accounted for a separate variable. This is in contrast to grouping the data into sep-

arate groups for each velocity and calculating the effect size within each group. By using

more data points, the fit of the model is improved. Modeling the microphones as random
effects enabled any bias in the measurements due to a specific microphone to be accounted

for separately from the geometric parameters of interest.
The results obtained from the linear mixed model showed that parameters such as depth,

mesh, and change in area were significant and that their effect is congruent with previous

experimental data and physical intuition. For example, an 8 dB reduction in spectral energy

can be attributed to the presence of the mesh. However, this linear model does not capture
the non-linear dependence of the spectral energy with frequency. This is shown by plotting

the residuals of the model in Figure 8(a), which shows the heteroskedasticity of the linear
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model residuals as described by equation (5). Heteroskedasticity is when the variance of

residuals is not randomly distributed about 0. This suggests that a linear model may not be

suitable to fully evaluate how the effect of different experimental factors changes with fre-

quency. For this reason, an extended model that allows for using splines to model non-linear

terms was investigated.

GAM

Following the GLMM model development, a GAM was developed to model the data set.

GAMs can be thought of as extensions of linear models. The primary difference is that

instead of only linear terms, GAMs allow for the experimental factors xi, from the matrix X,

to be modeled with smooth splines.24 Notionally, the coefficients in a linear model are

replaced by smooth splines as shown in equation (6), where fðximÞ are splines that replace

the coefficients in b, and b0 is the model intercept. The ith entry of y is then represented as

equation (6)

yi ¼ b0 þ f1 xi1ð Þ þ f2 xi2ð Þ þ . . .þ fm ximð Þ þ �i i ¼ 1 . . . n (6)

Each spline term is the estimate of the contribution of each experimental factor to the

overall response variable. These terms are additive and when combined result in the estimate

of the response variable. These splines can represent individual factors or combinations of

factors, known as interaction terms. GAMs can also be applied to mixed effect modeling as

discussed previously. Figure 8(b) shows the improvement over a linear model. The curve of

the mean residual distribution is now much closer to the ideal zero mean line which is known

as homoscedasticity. Additionally, the magnitude of residuals is also smaller, implying a

better fit of the data. GAMs were fit to both the SNR and the spectral energy response

variables data sets using the lme4 R package.23 When goodness of fit is compared between

the GAM and the GLMM, the GAM is a better model. Goodness of fit can be evaluated in

terms of the Akaike information criterion (AIC), the percent of deviance explained by the

model, and the residuals. AIC is a standard metric which combines an expression for the

goodness of fit with the number of parameters used to fit the model.17 A lower AIC is better

but this can only be used to compare models based on the same data set, which is the case

here. The AIC for the GLMM is 63,350 and for the GAM it is 58,162.

(a) (b)

Figure 8. Comparison of the effect of model selection on residual distribution. (a) The residual distribution
for the linear model shows heteroskedasticity and (b) the residual distribution for the GAM shows improved
homoscedasticity.
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TBL spectra

A GAM was developed to examine the relationship between the wall pressure spectral
energy and the experimental factors. Given that the spectral energy response variable
decays with frequency14 with a non-linear dependence, as shown in Figure 7, it is important
to model the spectral energy as a non-linear function of frequency. Applying a GAM
allowed this term to be modeled with a spline, which resulted in a substantial model
improvement compared to the GLMM.

Fitting the spectral energy GAM to the experimental data requires careful consideration
of potential model parameters. Parameter selection is a balancing act between explaining as
much variance in the data as possible while avoiding over fitting the model by including all
possible model terms. Model parameters were added and removed progressively, beginning
with a random effects only model that contained tunnel velocity and the microphones.
As model parameters were included and removed, subsequent model iterations were com-
pared against this random effects only model. In generalized additive modeling, parameters
can be added as linear parameters or as spline basis functions (applied to the response
variables with a frequency dependence) which estimate the non-linear relationship between
the response variable and the experimental parameters.

Each geometric parameter was added as a model parameter. After each one was incor-
porated, the updated model was compared against the initial random effects only model.
The AIC was used as selection criterion during this process. In parallel to using the AIC to
optimize the model, the distribution of residuals was also considered. Ideally, residuals
should be normally distributed and as close to zero as possible.24 The size of the residuals
and their shape when plotted is a tool for indicating whether the model is missing a key
parameter. Large residuals suggest that the model is missing a term that explains the source
of variance. The heteroskedasticity of the residuals also implies that there is a non-linearity
that the model does not account for. Finally, the physical interpretation of model param-
eters was an important consideration. In practice this means that instead of fitting all model
terms and removing those that have p-values> 0.05, the model terms need to have a physical
explanation. For example, both the cavity depth and presence of a mesh covering have
physical interpretations. It is assumed that a mesh can be modeled by imposing an imped-
ance across a cavity opening. As discussed previously, equation (1) suggests that cavity
depth can be explained by cut-off modes decaying exponentially with distance.12 This expo-
nential relationship for depth was linearized by taking the natural log in order to better
model the relationship between depth and spectral energy. In contrast, if a model parameter
had a small coefficient and did not have a physical significance, it was removed even if it was
statistically significant. Once evaluating the inclusion of cavity depth, change in area, area,
and mesh, including the interactions between these terms was evaluated using the same
approach. Being able to evaluate interactions is an important benefit of using DOE meth-
ods.11,18 This model selection approach avoids over fitting the model to the data. The risk of
an over-fitted model is that by tuning a model to explain as much of the variance in the data
as possible, it is possible to get a model that is less accurate when applied to other data sets.
By avoiding over fitting, this GAM supports future comparison to analytical models, com-
putational fluid dynamics (CFD) simulations, and experiments.

Table 5 compares the random effects only GAM with the final GAM as well as the
GLMM. The final GAM has a reduced AIC and dispersion. The R2 value increased from
73 to 92% compared to the random effects only model. Figure 9 shows the residual
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diagnostic plots using the final GAM. The histogram in Figure 9(b) shows that the residuals
are close to zero and indicates that they are normally distributed. This is further supported
by the quantile-quantile plot, Figure 9(c), which plots the probability distribution of the
model residuals against a normal distribution. Since the residuals are close to the line, this
supports the assumption that the residuals are normally distributed.24 Figure 9(a) shows
that the model residuals are homoscedastic as they are closely distributed around zero,
indicating that there are no non-linear effects remaining unincorporated into the model.
Figure 9(d) compares the experimental data with the model prediction. As shown, these
points are closely distributed around a slope of one, indicating that the model adequately
represents the data.

The estimated individual contributions to the spectral energy for each of the model
parameters are listed in Table 6. Depth, area, change in area, and presence of mesh are
shown to be statistically significant (p-values< 0.05) linear model parameters. Two signif-
icant interaction model parameters are the interactions between the presence of a mesh and
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Figure 9. Boundary layer spectral energy GAM model residual diagnostic plots: (a) Homoscedasticity of
residuals, (b) histogram of residuals, (c) quantile-quantile plot, and (d) model response versus measured values.

Table 5. Cavity spectral energy statistical models comparison.

Linear mixed model Random effects only Final model

AIC 63,350.39 74,592.22 58,162.02

Log likelihood �31,665.19 �37,277.37 �29,038.42

Num. obs. 11,508 11,508 11,508

Dispersion (variance) 13.3 38.17 9.14

R2 0.90 0.73 0.93

Num. smooth terms 0 3 7
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that of the cavity area and change in area. Parameter coefficients are also commonly
referred to as the parameter effect size for the linear coefficients. These values are interpreted
by multiplying this coefficient by the value of the model term. For example, for a cavity that
has a depth of 10mm, the overall change due to depth is ln 10ð Þ � �0:64ð Þ ¼ �1:5 dB. It is
important to note that despite the area term having a small coefficient, its net contribution
to the model is still substantial. This is because the area is on the order of 100 mm2 and when
multiplied by �0.02 results in a reduction around 2 dB. The mesh is estimated to reduce the
spectral energy by 6.5 dB, Figure 10, which is in agreement with previous experimental
work.9,10 The interaction terms are interpreted by multiplying all terms in the interaction
by the coefficient, e.g. the value of the area multiplied by the coded value for the mesh, 1, by
�0.02. This shows that there is a greater reduction in the spectral energy with increasing
area if there is a mesh present. For the other interaction term, the change in area only
reduces the spectral energy when there is no mesh. Otherwise, changing the area has minimal

Table 6. Cavity spectral energy model parameters.

Linear parameters Coefficients, dB (standard error)

(Intercept) �61.48 (0.325)***

Area �0.02 (0.002)***

log (Depth) �0.64 (0.029)***

Change in area 1.67 (0.042)***

Mesh Yes �6.56 (0.153)***

Change in Area�Mesh Yes �1.56 (0.053)***

Area�Mesh Yes �0.02 (0.002)***

Spline parameters Est. degrees of freedom (standard error)

s (Frequency) 6.99 (7.94)***

s (Microphone) 7.89 (8.00)***

s (Tunnel velocity) 1.00 (1.00)***

s (Frequency)�Mesh Yes 7.90 (8.59)***

s (Frequency)�Resonance Yes 8.69 (8.95)***

***p<0.001, **p<0.01, *p<0.05.
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Figure 10. Effect size of mesh linear term.
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effect. To predict the amount of spectral energy for a given geometry, these linear terms, the
model intercept, and the spline terms are summed together.

Spline basis functions for frequency, mesh with frequency, and resonance with frequency
were included in the GAM. Given that spatial averaging of turbulent structures is dependent
on the transducer area as described by Corcos,25 a spline term for the variation in spectral
energy due to area with respect to frequency was considered. However, the predicted reduc-
tion in spectral energy for the frequencies and cavity areas considered was relatively small at
approximately 2 dB and the resulting spline term showed an even smaller reduction in
spectral energy with frequency due to cavity area. Therefore, this term was neglected
in favor of simplifying the model. The resonance term was added to account for a peak
in spectral energy around 5000Hz present for some cavities due to a piston mode, in order
to avoid attributing this peak to other model terms. As with the previously discussed
spectral energy model, tunnel velocity and the microphone were modeled as random effects.
Table 6 lists the final model parameters and their estimated degrees of freedom. The esti-
mated degrees of freedom should be lower than the number of degrees of freedom for each
variable which is important to avoid over fitting the spline. This table shows that the fol-
lowing splines are statistically significant: spectral energy with respect to frequency, spectral
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Figure 11. Change in spectral energy with frequency GAM splines. The dashed lines are 95% confidence
intervals. Gray points are the observed data. (a) Estimated change in spectral energy with frequency, (b)
estimated change in spectral energy due to mesh with respect to frequency, and (c) estimated change in
spectral energy due to resonant modes with respect to frequency.
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energy and the mesh with respect to frequency, and the presence of a resonant mode with

respect to frequency. Unlike the linear terms, the spline terms cannot be interpreted solely

from a table of coefficients. They need to be analyzed graphically. Figure 11 shows these

three splines. Figure 11(a) shows the decay in spectral energy with increasing frequency.

Figure 11(b) shows how the influence of mesh is frequency dependent. When this plot is

combined with the linear component of the mesh as shown in Figure 10, �6.5 dB, a net

reduction of 10 dB is estimated at 3000Hz. Given that for most materials impedance often is

frequency dependent, this dependence is expected. However, additional experiments are

required to determine how geometry of the mesh (e.g. thread diameter and density) influ-

ences this relationship. Finally, Figure 11(c) shows the resonant mode peaking at 5000Hz.

When these spline terms are combined with the linear terms in Table 6 the combination

estimates the total spectral energy for an arbitrary cavity geometry.
By using a mixed effects model, the presence of microphone bias was confirmed.

Figure 12 shows that several microphones have a measurement offset that is statistically

significant compared to the other microphones. The microphones should be statistically

indistinguishable from each other and centered around 0 dB; however as an example, micro-

phone 7 is shown to have the largest offset, with a 2.5 dB bias compared to the other

microphones. By accounting for this in a mixed model, the measurement error in the

response variables due to the microphones is accounted for and does not influence

the results by biasing the data toward measurements made with a specific microphone.

This bias was only detectable due to randomizing runs and randomizing which microphones

were used with which cavity among runs.

SNR

Using cavities to reduce the boundary layer energy at the microphone is only useful for

aeroacoustic testing if the acoustic signal of interest is not reduced proportionally with the

reduction in TBL noise. The ratio between the signal of interest and background noise due

to the boundary layer is the SNR. For this experiment, the runs to measure the pressure

fluctuations of the boundary layer were repeated with an acoustic source in the center line of

the wind tunnel. The intent of this set-up was to be able to compare the spectral energy of

the source with that of the boundary layer. However, for most cavities, the acoustic
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Figure 12. Effect of microphone measurement bias with 95% confidence intervals.
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energy was lower than the boundary layer energy, at frequencies below 6 kHz as shown in

Figure 13(a). This figure compares the spectral energy of the boundary layer measured by a

flush mounted microphone with the acoustic source without flow. The omnidirection source

had a maximum PWL of 45 dB which was not sufficient to adequately characterize the SNR.

Both the boundary layer pressure fluctuations and the acoustic source are broadband sour-

ces. Extracting the signal level from the noise level is non-trivial. The SNR was estimated

using equation (7) where Psignalþnoise is the spectral energy with the acoustic source and �Pnoise

is the average spectral energy per cavity with no source with respect to tunnel velocity and

frequency

SNR ¼ 10log10
Psignalþnoise � �Pnoise

�Pnoise

� �
(7)

The average boundary layer spectral energy, �Pnoise, for each cavity was calculated with

respect to frequency and velocity resulting in an average spectrum for each cavity at both

30 and 50m/s. The resulting average ensemble was subtracted4 from each run with the

acoustic source at matching velocities. This was done over the frequency range of 250Hz

to 7 kHz. The resulting distribution of the SNR shows that most are below 0dB as shown in

Figure 13(b). This process introduces uncertainty because variation in the signal level

between runs was approximately �2 dB. If the difference between �Pnoise and Pnoiseþsignal is

within this variation, it is difficult to determine if the signal is above the noise level. Given

that 70% of SNR values are within �2 dB, this is a significant source of error.
A GAM was developed to fit the SNR response variable to the experimental parameters.

The objective was to identify the influence of the cavity geometry on SNR. Due to the errors

introduced by calculating SNR for the comparatively weak acoustic source, the resulting

statistical model does not fully explain the sources of variance. As with the spectral energy

model, an initial random effects only model was developed as a starting point. Velocity and

microphones were modeled as random terms. SNR decreases with increasing velocity, as

shown by Figure 13(b). An iterative process of adding and removing model parameters was
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Figure 13. Signal power spectral density (PSD) level compared to boundary layer pressure power spectral
density levels. (a) Spectral energy comparison for flush mounted microphone and (b) effect of velocity on
SNR. PSD: Power spectral density.
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followed using the same criterion as performed in the development of the spectral energy
model. Frequency was the initial parameter included as a spline due to SNR increasing non-
linearly with frequency, as inferred from Figure 13(a) which shows the energy level of the
acoustic source and boundary layer converging with increasing frequency. This increase is
due to the decay in boundary layer energy with frequency. The linear and non-linear terms
for the geometric factors and their interactions were iteratively added and removed as
before. The resulting model shows that the mesh, depth, change in area, as well as the
interaction terms—depth and change in area and mesh and change in area—are statistically
significant terms. This is consistent with the GAM developed for TBL spectral energy.

The final model explains more of the SNR variance in the data than the random effects
only model as detailed in Table 7. The AIC and dispersion are lower, and the percentage of
variance as expressed by R2 is higher. These three diagnostic terms show that the final model
is a better fit of the data. The final SNR model is only marginally better at explaining the
variance in the data as quantified by the R2. This is due to the uncertainty in the data
stemming from the SNR calculation; this model only explains 39% of the variance.

Table 7. Cavity SNR statistical model diagnostics.

Random effects only Final model

AIC 48,724.67 46,147.91

Log likelihood �24,351.47 �23,043.40

Dispersion 37.41 26.51

R2 0.14 0.39

Num. obs. 7541 7541

Num. smooth terms 2 5

AIC: Akaike information criterion; SNR: signal-to-noise ratio.
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Figure 14. SNR GAM model residual diagnostic plots: (a) Homoscedasticity of residuals, (b) histogram of
residuals, (c) quantile-quantile plot, and (d) model response versus measured values.
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The final model was also compared against the random effects model with a v2 statistical test
and is significant with a p � 0:001. The resulting diagnostic plots for the final model

in Figure 14 show that assuming the residuals to be normally distributed is reasonable.

Figure 14(a) shows that the sources of non-linearity have been reduced due to the GAM.

However, the dispersion of the residuals is large compared to that of the spectral energy,

26.5 dB (Table 7) and 9.1 dB (Table 5), respectively. The source of this dispersion is attrib-

uted to the uncertainty introduced through the calculation of SNR.
Table 8 lists the linear and non-linear terms for the SNR model. All of the terms in the

model are significant with p-values � 0:001. The mesh improves the overall SNR by 2 dB

and has a non-linear dependence on frequency, as shown in Figure 16. When the linear and

non-linear terms are combined (Figures 15(b) and 16), the mesh increases the SNR by 5 dB

at 6 kHz. The influence of the mesh is intuitively given since it reduces the energy of the

boundary layer hydrodynamic fluctuations impinging on the microphone. The positive

value for the depth linear coefficient suggests that SNR decreases with increasing depth.

Table 8. Cavity SNR model parameters, standard error is listed parenthetically.

Linear parameters Coefficients, dB (standard error)

(Intercept) 0.37 (0.47)

Mesh Yes 1.96 (0.22)***

log (Depth) �0.27 (0.07)***

Change in area �3.87 (0.29)***

Mesh Yes�Change in area �1.67 (0.14)***

log (Depth)�Change in area 2.24 (0.18)***

Spline parameters Est. degrees of freedom (standard error)

s (Frequency) 4.93 (5.99)***

s (Microphone) 7.60 (8.00)***

s (Frequency)�Mesh Yes 7.27 (7.80)***

s (Tunnel Velocity) 1.00 (100)***

SNR: signal-to-noise ratio.

***p<0.001, **p<0.01, *p<0.05.
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Figure 15. SNR GAM spline models. (a) Change in SNR with frequency and (b) change in SNR due to the
mesh with frequency. SNR: signal-to-noise ratio.

VanDercreek et al. 773



As the microphone is moved further from the acoustic source, the acoustic energy

received at the microphone is lower. Because the acoustic waves from the speaker are

assumed to be plane waves, the energy decays with the inverse square of the distance due

to geometrical spreading. This suggests cavity depth should not have a substantial effect

on the acoustic signal because the depths of the cavities are at most 1 cm compared to the

0.75m distance between the speaker and the cavity. Plane waves do not decay at the same

rate as the boundary layer pressure waves because the plane waves are cut-on while the

other waves have modes that are cut-off within the cavity. Therefore, it is suspected that

the increasing depth reduces the SNR. Further study is required to determine if this

measured effect is real or due to the uncertainty in the SNR estimation. Changing the

cavity area has a significant effect on increasing the SNR which is logical given that this

parameter reduces the boundary layer spectral energy. The interactions terms involve the

change in depth and the presence of the mesh interacting with the change in area. The

mesh combined with the change in area increases the SNR. However, the increase due to

the change in area is not substantial without the mesh present. The final interaction term

between depth and the change in the area suggests that there is a minimal change in SNR

with depth if there is no change in area. This suggests that changing the cavity area is

more important to improving the SNR than the depth term. Given the uncertainty pre-

sent in the data set due to the calculated SNR, it is difficult to state unequivocally which

geometrical parameters have an important effect on the SNR. Future experiments should

incorporate an acoustic source with higher power levels to achieve an SNR that is sig-

nificantly higher than those seen in this experiment. This would reduce the uncertainty

and result in a better GAM for SNR.

Model predictions

The spectral energy and SNR model predictions are useful in the evaluation of how the

cavity geometric parameters affect the response variables of interest. The predicted values

were calculated by using the cavity geometries as previously discussed in Table 4 as the input

to the model. The resulting data were used to evaluate the net effect different combinations

of cavity geometries have on spectral energy and SNR.
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Figure 16. Change in SNR due to mesh. SNR: signal-to-noise ratio.
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Figure 17. Effect of increasing depth on boundary layer power spectral density. PSD: Power spectral
density.
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Figure 18. Effect of interaction between cavity opening area and mesh on boundary layer power spectral
density. PSD: Power spectral density.
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Figure 19. Effect of changing cavity area with mesh on boundary layer power spectral density. PSD: Power
spectral density.
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Spectral energy predictions

The GAM spectral energy predictions provide a basis for interpreting how the cavity depth,

area, change in area, and presence of a mesh influence the spectral energy. Figures 17 to 19

depict the total change in spectral energy as a function of different parameters. Figure 17

shows the reduction in spectral energy with depth. Increasing depth has an exponential

relationship with the overall reduction in spectral energy as described in equation (1). It

is predicted that the deeper the cavity is, the less effective depth is at reducing the spectral

energy. This is logical as the cut-off modes decay rapidly with distance and at a certain depth

only the cut-on modes will continue to propagate. This figure also depicts the mesh reducing

the spectral energy. The attenuation due to the mesh is frequency dependent and can be

modeled as an impedance as described by equation (3). There is no interaction between the

mesh and depth factors as shown by the fact that the change in energy with depth is constant

between the two plots. Figure 18 shows that increasing the cavity area reduces the spectral

energy measured by the microphone. This figure also shows the interaction between the

mesh and the area term in the model. When a mesh is present, the cavities with a larger area

show a much larger reduction in spectral energy. The underlying physical explanation for

this interaction necessitates further investigation but a possible explanation is that the mesh

reduces the energy in the hydrodynamic modes resulting in weaker cut-on modes for larger

diameters. Reducing the area of the cavity from the aperture to the base of the cavity

reduces the spectral energy as shown in Figure 19. However, the reduction due to this

area change is only significant when there is no mesh. It is known from duct acoustics

that changing the cross sectional area causes reflections that reduce the transmitted wave

energy.12 A possible explanation is that the mesh reduces the energy in the transmitted

pressure waves to the point that when the area is reduced, the effect on the transmitted

energy is insignificant.

SNR predictions

The SNR GAM predictions aggregate the model parameters into a predicted value for the

SNR. This model output delineates how the cavity geometric parameters and their inter-

actions influence the SNR. Figure 20 depicts how shallower cavities have improved SNR
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Figure 20. Change in SNR with increasing depth. SNR: signal-to-noise ratio.
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performance. However, there is no interaction between cavity depth and the presence of a
mesh. Therefore, the mesh increases the SNR independently of the depth. The model pre-
dictions show a 7 dB improvement in SNR with decreasing depth. This raises questions
because the TBL GAM shows a significant reduction in spectral energy, which should
correspond to an increase or minimal change to the SNR. Unlike the spectral energy
model, there is an interaction between the change in area and the cavity depth. Figure 21
shows that when the area of the cavity is reduced by 575% with respect to the aperture of
the cavity, a shallower cavity has a higher SNR. Cavities with a constant area show an
insignificant change in SNR with increasing depth. SNR increases with reduction in
the cavity area. This is shown in Figure 22. This implies that the hydrodynamic fluctuation
component of the signal is more affected by the changing area than the acoustic component.
This improvement is amplified by the presence of the mesh. For that case, a 10 dB improve-
ment in SNR can be seen when reducing the cavity area by 575% compared to the cavity
with no change in area. This is logical as the pressure spectra at the microphone decrease
with decreasing area as seen in Figure 19.
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Figure 21. Change in SNR due to the interaction between change in area with depth. SNR: signal-to-noise
ratio.
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Conclusion

This study used DOE to systematically evaluate the effect of cavity geometry on pressure

spectral measurements when a microphone is mounted on the base of a cavity. The DOE

approach supported the development of empirical models that quantify the effect individual

geometric factors including depth, area, mesh, and change in area have on the reduction in

TBL spectral energy and increasing the SNR of an acoustic source. This approach provides

a statistically rigorous framework for the experiment plan and follows on analysis while

making efficient use of test resources.
A GAM quantified the effect of individual cavity geometric parameters and some of their

mutual interactions have with respect to the two response variables. GAMs provide insight

into the non-linear relationship between cavity geometries and the response variables over

the frequency range of interest. This modeling approach is well suited for the boundary layer

spectra and shows that the mesh reduces the spectral energy by 10 dB when the linear and

non-linear terms are combined. It also shows that energy decreases exponentially with

increasing depth. Finally, it quantified the relationship between the amount of reduction

in cavity area and the presence of a mesh. The GAM fit of the SNR data was complicated by

the fact that error was introduced by estimating the response variable by subtracting the

empty tunnel spectra. Despite this, the model shows that a mesh improves the SNR by up to

5 dB and that having a cavity area that reduces with depth increases the SNR as well.

Theoretical solutions to the wave equation for the propagation of pressure waves within

a cylinder provide a framework for understanding how the hydrodynamic and acoustic

waves propagate within the cavity. These inferences agreed with the statistical model.
The experimental results and the explanatory stochastic model are initial steps in devel-

oping a framework for designing microphone cavities to enable improved aeroacoustic

measurements. These data will be used to validate deterministic models that implement

solutions to the wave equation within a cavity by imposing the constraints of the cavity

geometry. Additionally, these data will support the development of models that use finite

element methods and a lattice Boltzmann CFD simulations to analyze future cavity designs

that further reduce TBL noise while improving the SNR of acoustic measurements.
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