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A B S T R A C T

The wide adoption of composite structures in the aerospace industry requires reliable numerical methods
to account for the effects of various damage mechanisms, including delamination. Cohesive elements are a
versatile and physically representative way of modelling delamination. However, using their standard form
which conforms to solid substrate elements, multiple elements are required in the narrow cohesive zone,
thereby requiring an excessively fine mesh and hindering the applicability in practical scenarios. The present
work focuses on the implementation and testing of triangular thin plate substrate elements and compatible
cohesive elements, which satisfy 𝐶1-continuity in the domain. The improved regularity meets the continuity
requirement coming from the Kirchhoff Plate Theory and the triangular shape allows for conformity to complex
geometries. The overall model is validated for mode I delamination, the case with the smallest cohesive zone.
Very accurate predictions of the limit load and crack propagation phase are achieved, using elements as large
as 11 times the cohesive zone.
1. Introduction

Composite materials constitute the current paradigm for efficient
structural solutions. Their anisotropic architecture can in principle be
designed to achieve an optimal distribution of strength and stiffness
properties, while ensuring low weight of the final product. The lam-
inated layout of composite structures allows for versatility in tuning
the mechanical properties, but inevitably introduces weak interfaces
between adjacent plies, known as the resin rich regions. Delamination
would form at these interfaces upon a critical level of loading and could
eventually lead to structural failure.

The ability of Cohesive Elements (CEs) to predict crack onset and
propagation for both ductile and brittle materials has made them an ap-
pealing tool in delamination analysis. They can be conveniently placed
along the interfaces to capture the potential delamination. However,
its widespread adoption in the industrial practice is hindered by a
stringent mesh density requirement. A minimum number of elements,
ranging in literature from 3 to 10 [1–5] is in fact needed in the so-
called cohesive zone, which generally extends ahead of the crack tip
for a few millimeters in composites delamination. There are many
work in the literature on estimating the cohesive zone length so as
to set appropriate mesh density for the analysis a priori, its accurate
prediction however remains illusive [1,6,7]. The most stringent case
is the Mode I delamination, where the cohesive zone can be less than

∗ Corresponding author.
E-mail address: b.chen-2@tudelft.nl (B. Chen).

1 mm long (Fig. 1) and CEs less than 0.5 mm would be required.
This cohesive zone limit on mesh density arises from the inability of
standard CEs to reproduce the steep stress gradients in the cohesive
zone, except when extremely small elements are used.

Many works have been done in the past on tackling the cohesive
zone limit on the mesh density of finite element models with CEs
[8–23], an exhaustive review is not in the scope of this paper. The dam-
age variables and stresses in a CE are determined by its opening vector.
A finite element model of a composite laminate with delamination must
be able to reproduce accurately the deformation of the sublaminates on
both sides of the CE, if the delamination onset and progression are to be
well predicted. As composite laminates are predominantly thin plates,
the Kirchhoff Plate Theory can provide an accurate description of their
deformation. The earlier work by Russo and Chen [21] has shown
promising results in 2D, where the Euler–Bernoulli beam elements have
been used to model the plies and a compatible CE, named structural
CE, has been developed to model delamination. This contrasts with the
kinematics of the standard CE, where no structural mechanics of the
slender substrates have been taken into account. Their work has shown
that the structural CE approach can indeed overcome the cohesive zone
limit in 2D delamination analysis, allowing elements much larger than
the cohesive zone to be used in the mesh.
vailable online 14 July 2024
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Fig. 1. Stress (blue) and damage (orange) profiles near the crack tip of a 2D DCB specimen, obtained with Abaqus cohesive contact analysis. The element length is 0.0125 mm
in the propagation region. The cohesive zone is the narrow region between 𝑥 = −97 and 𝑥 = −96 where the damage variable 𝑑 is between 0 and 1.
The aim of the present research is to extend this earlier work to 3D,
where we will implement a suitable 𝐶1-continuous thin plate element to
model the plies, and develop a compatible CE to model the interfaces.
The two elements will have triangular support, since this can conform
to complex geometries, object of possible future studies. The objec-
tive of the present work is to assess the accuracy and computational
performances of the proposed modelling method on the case with the
most stringent mesh requirement due cohesive zone limit — the Mode
I delamination. The Double Cantilever Beam bending (DCB) problem
will be used as the benchmark.

The contents of this paper are organized as follows. Section 2
presents the proposed 𝐶1 triangular plate element for substrates and
develops the associated CE for delamination. Section 3 validates the
proposed method on the DCB delamination problem. Finally, Sec-
tion 4 summarizes the work performed, draws conclusions based on
the results obtained and discusses possible future developments.

2. Proposed method

The separating arms of a delaminating composite laminate are
usually slender elements that, under the applied load, deform either as
Euler–Bernoulli beams in two dimensions or as Kirchhoff plate/shells
in a 3D space. These structural theories require the deflection to be 𝐶1-
continuous over the domain [24], thereby making its formulation more
difficult than those of the standard 𝐶0-continuous solid elements. In the
rest of the section, a triangular thin-plate element, known as TUBA3
or Bell’s triangle [25], which satisfies the 𝐶1-continuity requirement,
is presented in detail. Afterwards, the TUBA3-compatible CE, hereby
named TUBA3-CE, is derived. Both the TUBA3 plate element and
the compatible TUBA3-CE were implemented as Abaqus user-element
subroutines [26], written in the Fortran 95 programming language.

2.1. The 𝐶1 TUBA3 plate element

A famous class of triangular plate bending elements is the so-
called TUBA𝑛 family, first proposed by Argyris et al. [27]. Each TUBA𝑛
element has 𝑛 nodes and presents the following features

1. The out-of-plane displacement 𝑤 and its gradient are continuous
inside the element and at its boundary. In other words, all the
TUBA𝑛 elements are of class 𝐶1.
2

Fig. 2. Area coordinates of a point in the generic triangle.

2. Among the Degrees of Freedom (DOFs) of these elements are the
bending and twisting curvatures at the corner nodes

𝒌𝒊 =
[

𝜕2𝑤
𝜕𝑥2

|𝑖
𝜕2𝑤
𝜕𝑦2

|𝑖 2 𝜕2𝑤
𝜕𝑥𝜕𝑦 |𝑖

]𝑇
𝑖 = 1,2,3 (1)

Having the curvatures defined at the nodes, it follows that stresses and
strains are continuous at the nodes, since

𝜺 = −𝑧𝒌 (2)

𝝈 = 𝑪𝜺 (3)

2.1.1. TUBA3: DOFs and shape functions
The TUBA𝑛 element chosen for this work is the three-noded TUBA3,

also known as Bell’s triangle [25]. This element is derived from the
renowned TUBA6 — the Argyris triangle. The interpolation of the
geometry and displacement field for a triangular element is often done
in terms of area coordinates (Fig. 2). These relate to the Cartesian ones
in the following way

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑥 = 𝐿1𝑥1 + 𝐿2𝑥2 + 𝐿3𝑥3

𝑦 = 𝐿1𝑦1 + 𝐿2𝑦2 + 𝐿3𝑦3

1 = 𝐿1 + 𝐿2 + 𝐿3

(4)

where (𝑥1, 𝑦1), (𝑥2, 𝑦2) and (𝑥3, 𝑦3) are the triangle’s corners in the
Cartesian reference. The mapping in Eq. (4) can be inverted to obtain
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Fig. 3. Argyris triangle (TUBA6).

Fig. 4. Bell triangle (TUBA3).

he area coordinates as

𝐿1 =
1
2𝐴 (𝑎1 + 𝑏1𝑥 + 𝑐1𝑦)

𝐿2 =
1
2𝐴 (𝑎2 + 𝑏2𝑥 + 𝑐2𝑦)

𝐿3 = 1 − 𝐿1 − 𝐿2

(5)

The coefficients 𝑎𝑖, 𝑏𝑖 and 𝑐𝑖 read

𝑎𝑖 =𝑥𝑗𝑦𝑘 − 𝑥𝑘𝑦𝑗
𝑏𝑖 =𝑦𝑗 − 𝑦𝑘
𝑐𝑖 =𝑥𝑘 − 𝑥𝑗

(6)

where the indices 𝑖, 𝑗 and 𝑘 are cyclic permutations of 1, 2 and 3.
he term 𝐴 in Eq. (5) is the triangle’s area, computed from the corners
oordinates as

= 1
2

|

|

|

|

|

|

|

det
⎡

⎢

⎢

⎣

1 𝑥1 𝑦1
1 𝑥2 𝑦2
1 𝑥3 𝑦3

⎤

⎥

⎥

⎦

|

|

|

|

|

|

|

(7)

The Argyris triangle or TUBA6, exactly interpolates a 5th order poly-
nomial in area coordinates, which contains all the 𝐿𝛼

1𝐿
𝛽
2𝐿

𝛾
3 products,

uch that 𝛼 + 𝛽 + 𝛾 = 5. The out-of-plane displacement is then [28]

=𝛼1𝐿5
1 + 𝛼2𝐿

5
2 + 𝛼3𝐿

5
3 + 𝛼4𝐿

4
1𝐿2 + 𝛼5𝐿

4
1𝐿3

+ 𝛼6𝐿
4
2𝐿1 + 𝛼7𝐿

4
2𝐿3 + 𝛼8𝐿

4
3𝐿1 + 𝛼9𝐿

4
3𝐿2

+ 𝛼10𝐿
3
1𝐿

2
2 + 𝛼11𝐿

3
1𝐿

2
3 + 𝛼12𝐿

3
2𝐿

2
1 + 𝛼13𝐿

3
2𝐿

2
3

+ 𝛼14𝐿
3
3𝐿

2
1 + 𝛼15𝐿

3
3𝐿

2
2 + 𝛼16𝐿

3
1𝐿2𝐿3 + 𝛼17𝐿

3
2𝐿1𝐿3

+ 𝛼18𝐿
3
3𝐿1𝐿2 + 𝛼19𝐿1𝐿

2
2𝐿

2
3 + 𝛼20𝐿2𝐿

2
1𝐿

2
3 + 𝛼21𝐿3𝐿

2
1𝐿

2
2

(8)

As represented in Fig. 3, the Argyris triangle has 6 nodes and 21 DOFs,
so all the coefficients in (8) can be determined uniquely.

The Bell triangle is obtained by removing the mid-edge nodes
in TUBA6 and by imposing a cubic variation of 𝜕𝑤∕𝜕𝑛 along each
edge [25], such that
𝜕𝑤 ∈ P3(𝑠𝑖𝑗 ) 𝑖, 𝑗 = 1,2,3; 𝑖 ≠ 𝑗 (9)
3

𝜕𝑛𝑖𝑗 𝐿
n Eq. (9), 𝑠𝑖𝑗 is the 𝑖𝑗th edge’s coordinate (Figs. 3 and 4) and P3(𝑠𝑖𝑗 )
is the space of the cubic polynomials along 𝑠𝑖𝑗 . Three of the coeffi-
ients in Eq. (8) can thus be expressed in terms of the other 18, by
nforcing Eq. (9) for each edge. The remaining coefficients are found
y imposing the expression of 𝑤 or one of its derivatives equal to the
odal quantities
𝑇
𝒊 =

[

𝑤|𝑖
𝜕𝑤
𝜕𝑥 |𝑖

𝜕𝑤
𝜕𝑦 |𝑖

𝜕2𝑤
𝜕𝑥2

|𝑖
𝜕2𝑤
𝜕𝑥𝜕𝑦 |𝑖

𝜕2𝑤
𝜕𝑦2

|𝑖

]

𝑖 = 1,2,3 (10)

The components in Eq. (10) represent the DOFs of the Bell triangle,
which can be grouped in the overall DOFs vector as

𝑼𝑇 =
[

𝑼𝑇
𝟏 𝑼𝑇

𝟐 𝑼𝑇
𝟑
]

1×18 (11)

The out-of-plane displacement can then be written, highlighting the
DOFs vector, as

𝑤 =
[

𝑁1 𝑁2 𝑁3 … 𝑁18
]

𝑼 = 𝑵 𝑼 (12)

In Eq. (12), 𝑁1 to 𝑁18 are the TUBA3 shape functions, reported explic-
itly in Appendix.

2.1.2. TUBA3: stiffness matrix and residuals vector
The generalized strain vector is defined for a plate as

𝜺𝑇 =
[

𝜕2𝑤
𝜕𝑥2

𝜕2𝑤
𝜕𝑦2

2 𝜕2𝑤
𝜕𝑥𝜕𝑦

]

(13)

After discretization, we can write

𝜺 = 𝑩𝑼 (14)

where the 𝑩-matrix contains the derivatives of the shape functions with
respect to 𝑥 and 𝑦. Following the procedure carried out by Dasgupta and
Sengupta [28], 𝑩 can be expressed as the matrix product of other two
matrices 𝑭 and 𝑸, such that

[𝐵]3×18 =
1

4𝐴2
[𝐹 ]3×30[𝑄]30×18 (15)

he matrix 𝑭 only contains terms in the area coordinates and reads

𝐹 ]3×30 =
⎡

⎢

⎢

⎣

[𝐿]𝑇 [0]1×10 [0]1×10
[0]1×10 [𝐿]𝑇 [0]1×10
[0]1×10 [0]1×10 [𝐿]𝑇

⎤

⎥

⎥

⎦

(16)

ith (see Box I).
is a matrix which ultimately contains the corners coordinates mul-

iplied together. It can be expressed in terms of three sub-matrices,
elatively to the 𝑥, 𝑦 and mixed curvatures as

=
⎡

⎢

⎢

⎣

[𝑄𝑥𝑥]10×18
[𝑄𝑦𝑦]10×18
[𝑄𝑥𝑦]10×18

⎤

⎥

⎥

⎦

(18)

he detailed components of 𝑸 are reported as Fortran codes in Das-
upta and Sengupta [28].

The generalized stress vector for a plate is defined as
𝑇 =

[

𝑀𝑥 𝑀𝑦 𝑀𝑥𝑦
]

(19)

he plate’s bending stiffness matrix 𝑫 relates the generalized stresses
nd strains as

= 𝑫 𝜺 (20)

As indicated in Fig. 5, the configuration of a TUBA element in
he physical space is parameterized in the parent domain of the area
oordinates. The mapping is expressed by Eq. (4) and its Jacobian 𝑱𝑳 is
he gradient of the physical coordinates with respect to the parent ones.
ntegration of the element’s stiffness matrix requires the existence of the
acobian’s determinant, which is only possible if 𝑱𝑳 is a square matrix.
or this sake, the area coordinates are reduced from 3 to 2, to match
he number of physical coordinates. This is easily achieved, since
3 = 1 − 𝐿1 − 𝐿2 (21)
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Fig. 5. Mapping between a triangle in the physical domain and in the parent triangle.

Substituting Eq. (21) in the first two equations of (4), allows to have 𝑥
nd 𝑦 as functions of the sole 𝐿1 and 𝐿2. The Jacobian is then

𝑳 =
⎡

⎢

⎢

⎣

𝜕𝑥
𝜕𝐿1

𝜕𝑥
𝜕𝐿2

𝜕𝑦
𝜕𝐿1

𝜕𝑦
𝜕𝐿2

⎤

⎥

⎥

⎦

=
[

𝑥1 − 𝑥3 𝑥2 − 𝑥3
𝑦1 − 𝑦3 𝑦2 − 𝑦3

]

(22)

and the determinant follows as

det(𝑱𝑳) = (𝑥1 − 𝑥3)(𝑦2 − 𝑦3) − (𝑦1 − 𝑦3)(𝑥2 − 𝑥3) = 2𝐴 (23)

Eqs. (15) and (20) define the TUBA3 stiffness matrix, written as

𝑲 = ∬𝐴
𝑩𝑇𝑫𝑩 d𝐴 (24)

However, 𝑩 contains the shape functions and their derivatives written
in area coordinates, therefore the integral over the generic triangle 
is performed instead on the parent triangle 𝐿. Since

d𝐴 = d𝑥d𝑦 = det(𝑱𝑳) d𝐿1 d𝐿2 (25)

the integral in Eq. (24) becomes

𝑲 = ∫

1

0 ∫

1−𝐿1

0
𝑩𝑇𝑫𝑩 det(𝑱𝑳) d𝐿1 d𝐿2 (26)

If Eq. (15) is substituted in the expression of 𝑩, the integration restricts
to the term 𝑭 𝑇𝑭 , which is a banded matrix, built by repeating the
following sub-matrix

𝑹 = ∬𝐴
𝑳𝑳𝑇 𝑑𝐴 (27)

three times along the main diagonal. For isotropic materials or balanced
composite laminates, 𝐷13, 𝐷23, 𝐷31, and 𝐷32 are zero. This is the case
for the DCB problem studied in this work. 𝑲 can then be written as

𝑲 = 1
8𝐴3

[

𝐷11𝑸𝑇
𝒙𝒙𝑹𝑸𝒙𝒙 +𝐷12𝑸𝑇

𝒙𝒙𝑹𝑸𝒚𝒚 +𝐷12𝑸𝑇
𝒚𝒚𝑹𝑸𝒙𝒙 +

𝐷22𝑸𝑇
𝒚𝒚𝑹𝑸𝒚𝒚 +𝐷33𝑸𝑇

𝒙𝒚𝑹𝑸𝒙𝒚

]

(28)

Numerical integration of 𝑹 can be avoided, by noticing that every
ntegrand in 𝑹 has the form 𝐿𝑎

1𝐿
𝑏
2𝐿

𝑐
3. These terms can be integrated in

losed form by means of the Eisenberg–Malvern formula [29], which
eads

𝐴
𝐿𝑎
1𝐿

𝑏
2𝐿

𝑐
3 d𝐴 = 𝑎!𝑏!𝑐!

(𝑎 + 𝑏 + 𝑐 + 2)!
2𝐴 (29)

Analytical integration of the stiffness matrix greatly reduces the CPU
time required per-element, making TUBA3 appealing not only due to
its regularity but also from an efficiency point of view.
4

𝛥

Fig. 6. TUBA3 plates and TUBA3-CE: initial configuration.

The residual vector is expressed as the difference between the
external and internal nodal forces:

𝒇 = 𝒇 𝒆𝒙𝒕 − 𝒇 𝒊𝒏𝒕 (30)

A plate element can be subject to distributed surface loads, for which
𝒇 𝒆𝒙𝒕 ≠ 0. As an example, Dasgupta and Sengupta derived this vector for
a constant applied load [28]. The internal force vector has the usual
form:

𝒇 𝒊𝒏𝒕 = 𝑲𝑼 (31)

2.2. The TUBA3-compatible cohesive element

The TUBA3 plate elements in the previous section will be used to
model the composite plies in the DCB problem. In this section, we
will develop the CE compatible to the TUBA3 ply elements, named
TUBA3-CE.

2.2.1. TUBA3-CE: DOFs and kinematics
The undeformed configuration of TUBA3-CE is illustrated in Fig. 6.

The nodes of the CE share those of the plate elements, which are located
at the mid-planes of the plates. The CE’s DOFs vector is obtained by
stacking those of the bottom and top plate elements. The ordering of
the nodes goes from bottom to top, following the right hand rule with
respect to the element’s normal, which would be along 𝑧 In Fig. 6.
Referring to Eqs. (10) and (11), the DOFs vector 𝑼 for TUBA3-CE can
be written as

𝑼𝑇 =
[

𝑈1 𝑈2 … 𝑈18 𝑈19 … 𝑈36
]

=
[

𝑤|1
𝜕𝑤
𝜕𝑥 |1 … 𝜕2𝑤

𝜕𝑦2
|3 𝑤|4

𝜕𝑤
𝜕𝑥 |4 … 𝜕2𝑤

𝜕𝑦2
|6

]

(32)

From here onwards, the indices 𝐶𝐸𝑏 and 𝐶𝐸𝑡 refer to quantities
elative to the bottom and top CE faces, respectively. Similarly, 𝑝𝑏 and
𝑡 refer to those relative to the mid-planes of bottom and top plate
lements, respectively. The terms 𝑡𝑏 and 𝑡𝑡 indicate the thicknesses of
he bottom and top plates, respectively. Fig. 7 shows how rotations
ontribute slightly to the Mode I opening of the faces of the CE. For
eometrical linear analysis, such contributions are negligible. The mode
opening is then expressed only by the deflections of the mid-planes of
he plate elements, hence
𝐼 = −𝑤𝑝𝑏 +𝑤𝑝𝑡 (33)
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Fig. 7. Mode I opening. The undeformed CE initially coincides with the 𝑥-axis.
Fig. 8. Mode II opening. The undeformed CE initially coincides with the 𝑥-axis.
T

d

[

Fig. 8 shows the deformation of TUBA3-CE in shear along 𝑥 axis in
he 𝑥𝑧 plane. Since the TUBA3 plate element only deforms in bending
nd does not have stretching DOFs, opening in shear is caused only by
he rotations of bottom and top plates. Therefore

𝑥 = −𝑢𝐶𝐸𝑏 + 𝑢𝐶𝐸𝑡 (34)

here

𝐶𝐸𝑏 = − 𝑡𝑏

2
sin

( 𝜕𝑤𝑝𝑏

𝜕𝑥

)

(35)

𝑢𝐶𝐸𝑡 = 𝑡𝑡

2
sin

( 𝜕𝑤𝑝𝑡

𝜕𝑥

)

(36)

Assuming small rotations, the sines can be approximated at the first
order as

sin
( 𝜕𝑤𝑝𝑏

𝜕𝑥

)

≈
𝜕𝑤𝑝𝑏

𝜕𝑥

sin
( 𝜕𝑤𝑝𝑡

𝜕𝑥

)

≈
𝜕𝑤𝑝𝑡

𝜕𝑥

t follows that 𝛥𝑥 is expressed as

𝛥𝑥 = 𝑡𝑏

2
𝜕𝑤𝑝𝑏

𝜕𝑥
+ 𝑡𝑡

2
𝜕𝑤𝑝𝑡

𝜕𝑥
(37)

The shear opening along 𝑦 axis is found from analogous kinematics
in the 𝑦𝑧-plane. Hence

𝛥𝑦 =
𝑡𝑏

2
𝜕𝑤𝑝𝑏

𝜕𝑦
+ 𝑡𝑡

2
𝜕𝑤𝑝𝑡

𝜕𝑦
(38)

Eqs. (33), (37) and (38) can be expressed in terms of the element
DOFs. The vector of the DOFs can be written in the form

𝑼𝑇 =
[ 𝒃 𝑇 𝒕 𝑇 ] (39)
5

𝑼 𝑼 1×36
which highlights the DOFs belonging respectively to upper and lower
face. Recalling Eqs. (12) and (33), the mode I opening becomes

𝛥𝐼 = −𝑵𝑼 𝒃 +𝑵𝑼 𝒕 =
[

−[𝑁]1×18 [𝑁]1×18
]

𝑼 = 𝑩𝑰 𝑼 (40)

The shear opening along 𝑥 requires the 𝑥-derivatives of the shape
functions, since
𝜕𝑤
𝜕𝑥

=
[ 𝜕𝑵
𝜕𝑥

]

𝑼 (41)

he shape functions are expressed in the area coordinates 𝐿1, 𝐿2, 𝐿3,
thus the 𝑥 and 𝑦 derivatives are computed using the chain rule of
ifferentiation. Recalling Eq. (5),

𝜕𝑵
𝜕𝑥

]

1×18
= 1

2𝐴
[

𝑏1 𝑏2 𝑏3
]

⎡

⎢

⎢

⎢

⎢

⎢

⎣

[

𝜕𝑵
𝜕𝐿1

]

1×18
[

𝜕𝑵
𝜕𝐿2

]

1×18
[

𝜕𝑵
𝜕𝐿3

]

1×18

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(42)

Once the derivatives in Eq. (42) are obtained, it is possible to express
the shear opening along 𝑥 in terms of the DOFs, as

𝛥𝑥 =
[

𝑡𝑏

2

[

𝜕𝑵
𝜕𝑥

]

𝑡𝑡

2

[

𝜕𝑵
𝜕𝑥

]]

𝑼 = 𝑩𝒙 𝑼 (43)

Starting from Eq. (38) and deriving with respect to 𝑦, the shear
opening along 𝑦 can be written as

𝛥𝑦 =
[

𝑡𝑏

2

[

𝜕𝑵
𝜕𝑦

]

𝑡𝑡

2

[

𝜕𝑵
𝜕𝑦

]]

𝑼 = 𝑩𝒚 𝑼 (44)

where, this time

[

𝜕𝑵
𝜕𝑦

]

1×18
= 1

2𝐴
[

𝑐1 𝑐2 𝑐3
]

⎡

⎢

⎢

⎢

⎢

⎢

⎣

[

𝜕𝑵
𝜕𝐿1

]

1×18
[

𝜕𝑵
𝜕𝐿2

]

1×18
[

𝜕𝑵
𝜕𝐿3

]

1×18

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(45)
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⎢

⎣
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Eqs. (40), (43) and (44) can be finally assembled together to form
the 𝑩-matrix of TUBA3-CE

𝛥𝐼
𝛥𝑥
𝛥𝑦

⎤

⎥

⎥

⎦

=
⎡

⎢

⎢

⎣

𝑩𝑰
𝑩𝒙
𝑩𝒚

⎤

⎥

⎥

⎦3×36

𝑼 = 𝑩𝑼 (46)

.2.2. TUBA3-CE: Constitutive relation
The constitutive law of a CE links tractions 𝝉 and separations 𝜟. The

onstitutive law of TUBA3-CE is the same as that of the standard CE.
his is defined by the constitutive matrix 𝑫:

= 𝑫 𝜟 (47)

he 𝑫-matrix usually assumes the following form:

=
⎡

⎢

⎢

⎣

(1 − 𝑑𝐼 )𝐾 0 0
0 (1 − 𝑑)𝐾 0
0 0 (1 − 𝑑)𝐾

⎤

⎥

⎥

⎦

(48)

here 𝐾 is the penalty stiffness, 𝑑𝐼 and 𝑑 are the damage variables
or opening (Mode I) and shear (Mode II and III) delamination, respec-
ively. The damage variable in mode I is distinguished from that in
hear, in order to avoid interpenetration of opposite crack surfaces

𝑑𝐼 = 𝑑 if 𝛥𝐼 > 0
𝑑𝐼 = 0 if 𝛥𝐼 ≤ 0

(49)

he bilinear cohesive law is used, with the penalty stiffness set as [8]:

= 50
𝐸3
𝑡

(50)

where 𝐸3 is the out-of-plane Young’s modulus and 𝑡 is the thickness of
the laminate. Without loss of generality, the cohesive law in this work
pertains to Mode I only, as this study focuses on tackling this case which
comes with the most stringent requirement on the mesh density in the
cohesive zone.

2.2.3. TUBA3-CE: Stiffness matrix and residuals vector
The element stiffness matrix has the usual form seen in Eq. (24).

The parent domain of TUBA3-CE is the same flat triangle used for
TUBA3, thus the two elements share the same coordinates mapping and
Jacobian. Referring to the 𝑩 and 𝑫 matrices just derived, the matrix 𝑲
for TUBA3-CE reads

𝑲 = ∫

1

0 ∫

1−𝐿1

0
𝑩𝑇𝑫𝑩 det(𝑱𝑳) d𝐿1 d𝐿2 (51)

where

det(𝑱𝑳) = 2𝐴

As no external distributed loads are applied on the surfaces of the CE,
the residual vector at every iteration is simply

𝒇 = −𝑲𝑼 (52)

For the TUBA3 plate element, the integral in Eq. (51) could be
solved analytically, using the Eisenberg–Malvern formula. The same
does not always hold for TUBA3-CE. Since the damage variable can
change throughout the element’s domain, the cohesive element inte-
gration does not necessarily reduce to terms such as those in Eq. (29).
Although 𝑲 could be integrated analytically when the damage is homo-
geneous, this would require to rewrite 𝑩 in a form similar to Eq. (15)
and to isolate the Eisenberg–Malvern terms. This operation is error-
prone and the final formulation hard to verify, therefore numerical
integration is adopted for all TUBA3-CEs, regardless of their damage
state. Gaussian quadrature is chosen over the Newton-Cotes scheme, as
the former achieves equal degrees of accuracy with fewer integration
points.
6

2.2.4. Numerical integration over triangular domains
The integral of a generic function 𝑔(𝐿1, 𝐿2), defined over the parent

riangle 𝐿, is approximated as [30,31]

𝐿
𝑔(𝐿1, 𝐿2) d𝐿1 d𝐿2 ≈

1
2

𝑁𝐼𝑃
∑

𝑖=1
𝑤𝑖 𝑔(𝐿1,𝑖, 𝐿2,𝑖) (53)

where 𝑁𝐼𝑃 is the overall number of integration points and 𝑤𝑖, 𝐿1,𝑖,
𝐿2,𝑖 are respectively the weight and area coordinates of the 𝑖th integra-
tion point. In the literature, several works focused on finding precise
estimates of 𝑤𝑖, 𝐿1,𝑖, 𝐿2,𝑖 for Gaussian quadrature of degrees up to
20 [31–35]. The values used in this research are taken from the paper
of Cowper [31].

2.2.5. Sub-domain integration
Large cohesive elements show highly non-linear stress and damage

distributions when crossed by the cohesive zone. If these elements are
given an insufficient number of integration points, the FE solution can
be sensitive to instabilities and the Newton–Raphson procedure may
diverge.

An easy way to increase the density of IPs, that does not require
the knowledge of formulas for high degrees of quadrature accuracy,
is to use a sub-domain integration scheme. The idea is to split the
integral over the parent domain of coordinates 𝐿1, 𝐿2, 𝐿3 (from now
on called the 𝐿-domain) in multiple integrals over 𝑁𝑠𝑑 sub-triangles.
Each of these sub-triangles or sub-domains is then integrated with
Gaussian quadrature over a third domain of coordinates 𝑟, 𝑠, 𝑡, named
the 𝑟-domain. Fig. 9 shows the three different domains (physical, 𝐿-
domain, 𝑟-domain), the partition in sub-triangles and the location of
three Gaussian IPs in the 𝑟-domain.

The additive property allows to write the integral over 𝐿 as the
sum of the integrals over a set of sub-triangles 𝑗 as follows

∬𝐿
𝑔(𝐿1, 𝐿2) d𝐿1 d𝐿2 =

𝑁𝑠𝑑
∑

𝑗=1
∬𝑗

𝑔(𝐿𝑗
1, 𝐿

𝑗
2) d𝐿1 d𝐿2 (54)

The mapping between 𝑗 and 𝐿 is defined as

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐿𝑗
1 = 𝑟𝐿𝑗

1,1 + 𝑠𝐿𝑗
1,2 + 𝑡 𝐿𝑗

1,3

𝐿𝑗
2 = 𝑟𝐿𝑗

2,1 + 𝑠𝐿𝑗
2,2 + 𝑡 𝐿𝑗

2,3

1 = 𝑟 + 𝑠 + 𝑡

(55)

In Eq. (55), the notation 𝐿𝑗
𝑚,𝑛 indicates the 𝑚th area coordinate of

the 𝑛th vertex of the 𝑗th sub-triangle in the L-domain. By comparison
of Eqs. (4) and (55) it is evident how the above mapping is again a
linear transformation in area coordinates, just like the one between the
physical domain and the 𝐿-domain. It follows that the Jacobian for the
𝐿 − 𝑟 mapping is

𝑱 𝒋
𝒓 =

⎡

⎢

⎢

⎢

⎣

𝜕𝐿𝑗
1

𝜕𝑟
𝜕𝐿𝑗

1
𝜕𝑠

𝜕𝐿𝑗
2

𝜕𝑟
𝜕𝐿𝑗

2
𝜕𝑠

⎤

⎥

⎥

⎥

⎦

=

[

𝐿𝑗
1,1 − 𝐿𝑗

1,3 𝐿𝑗
1,2 − 𝐿𝑗

1,3

𝐿𝑗
2,1 − 𝐿𝑗

2,3 𝐿𝑗
2,2 − 𝐿𝑗

2,3

]

(56)

The determinant of 𝑱 𝒋
𝒓 is then

det(𝑱 𝒋
𝒓) = (𝐿𝑗

1,1 −𝐿𝑗
1,3)(𝐿

𝑗
2,2 −𝐿𝑗

2,3) − (𝐿𝑗
2,1 −𝐿𝑗

2,3)(𝐿
𝑗
1,2 −𝐿𝑗

1,3) = 2𝐴𝑗 (57)

The integral over the triangle 𝑗 can now be performed in the
𝑟-domain as

∬𝑗
𝑔(𝐿𝑗

1, 𝐿
𝑗
2) d𝐿1 d𝐿2 = ∬𝑟

𝑔(𝐿𝑗
1(𝑟, 𝑠), 𝐿

𝑗
2(𝑟, 𝑠))det(𝑱 𝒋

𝒓) d𝑠d𝑟 (58)

Eq. (58) can be integrated numerically via Gaussian quadrature with
𝑁𝐼𝑃 integration points, hence

𝑔(𝐿𝑗
1(𝑟, 𝑠), 𝐿

𝑗
2(𝑟, 𝑠))det𝑱 𝒋

𝒓 d𝑠d𝑟
∬𝑟
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Fig. 9. Different mappings between physical and parent domains. A function over each sub-triangle in the 𝐿-domain can be integrated through Gaussian quadrature in the 𝑟-domain.
Generic IPs in the 𝑟-domain are highlighted.
Fig. 10. DCB specimen: geometry, loading and boundary conditions. 𝐿 = 150 mm,
𝑏 = 25 mm, 𝑡 = 3 mm, 𝑎0 = 30.5 mm.

= 1
2

𝑁𝐼𝑃
∑

𝑖=1
𝑤𝑖 𝑔(𝐿

𝑗
1(𝑟𝑖, 𝑠𝑖), 𝐿

𝑗
2(𝑟𝑖, 𝑠𝑖))det(𝑱 𝒋

𝒓) (59)

The integral over the entire parent triangle 𝐿 is given by the
contribution of all the sub-triangles 𝑗 and reads

∬𝐿
𝑔(𝐿1, 𝐿2) d𝐿1 d𝐿2 =

1
2

𝑁𝑠𝑑
∑

𝑗=1

𝑁𝐼𝑃
∑

𝑖=1
𝑤𝑖 𝑔(𝐿

𝑗
1(𝑟𝑖, 𝑠𝑖), 𝐿

𝑗
2(𝑟𝑖, 𝑠𝑖))det(𝑱 𝒋

𝒓) (60)

3. Validation

In order to assess the accuracy and performance of the proposed
method, the assembly of TUBA3 and TUBA3-CE was tested on the mode
I DCB problem [36]. The benchmark solution provided in this work and
the analytical curve obtained with the Corrected Beam Theory were
used as references for comparison.

3.1. Benchmark problem description

The DCB specimen is portrayed in Fig. 10 in its undeformed config-
uration. The dimensions of the specimen and the initial crack size are
shown, as well as the boundary conditions and applied loading velocity
of the numerical model. The laminate is unidirectional with 24 plies of
T300/1076 graphite-epoxy prepreg. Table 1 summarizes the values of
the material properties.

3.2. Description of the reference numerical model

The following gives an overview of the main modelling choices and
features adopted in building the Abaqus reference model.

The entire preprocessing phase was carried out in Abaqus CAE. The
model consists of two parts, corresponding to the two sublaminates.
Only the bottom part/sublaminate was modelled directly, while the top
one was created as an exact copy. The two parts were then stacked
together at the assembly level. A partition as shown in Fig. 10 was
done to isolate the crack propagation region, which required a mesh
finer than for the rest of the specimen. The substrates were assigned a
composite layup property with the material data provided in Table 1.
Since the laminate is unidirectional, a single ply with half the lami-
nate’s thickness could be assigned to be the layup of each part. The
7

Table 1
DCB material data.

Material T300/1076

𝐸𝑥𝑥 139.4 GPa
Young’s moduli 𝐸𝑦𝑦 10.16 GPa

𝐸𝑧𝑧 10.16 GPa

𝜈𝑥𝑦 0.3
Poisson’s ratios 𝜈𝑥𝑧 0.3

𝜈𝑦𝑧 0.436

𝐺𝑥𝑦 4.6 GPa
Shear moduli 𝐺𝑥𝑧 4.6 GPa

𝐺𝑦𝑧 3.54 GPa

Fracture 𝐺𝐼,𝑐 0.170 kJ/m2

toughnesses 𝐺𝐼𝐼,𝑐 0.494 kJ/m2

Material 𝜏0𝐼 30 MPa
strengths 𝜏0𝐼𝐼 50 MPa

B-K coefficient 𝜂 1.62

element type was chosen as the linearly interpolated brick element with
incompatible modes or C3D8I, in Abaqus nomenclature.

The cohesive interface was modelled by defining cohesive contact
(CC) between the two adjacent substrate surfaces, that extend from the
end of the precrack to the end of the specimen. If the interface is negli-
gibly thin, CC can be used in place of CEs and it usually offers improved
computational performances [37]. The quadratic criterion [38] was
used for damage initiation and the B-K relation as crack propagation
condition. In order to avoid numerical instabilities during the fracture
process, a viscosity coefficient 𝜂𝑣 was used and set equal to 10-5 s. This
value was found sufficient for a stable solution and small enough to not
pollute it with spurious damping.

All the analyses were run with the full Newton Raphson method.
The boundary conditions for the reference analyses constrained the
translations in all directions for the bottom left edge of the specimen
and in the 𝑥 and 𝑦 directions for the top left one, as presented in Fig. 10.
Loading was imposed on the top left edge for a total displacement of
4 mm along z.

3.3. Mesh convergence study of the reference model

Using the model just detailed, four different mesh sizes were stud-
ied. These are represented in Fig. 11 for a section view in the 𝑥𝑧-plane.
In all three cases, 1 element was used along the thickness direction
and 25 elements covered the width. The meshes differed only for the
elements size used in the fracture region, where the element lengths
are respectively of 5, 1, 0.5 and 0.25 mm.

Fig. 12 shows the load–displacement curves for the four meshes dis-
cussed. These are plotted together with the analytical solution derived
from the Corrected Beam Theory. The coarsest mesh of 5 mm misses the
limit point completely, as no material damage occurs before reaching
a load of 160 N. When the element size is reduced to 1 mm, the
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Fig. 11. Four meshes of different element sizes in the crack propagation region. The lengths are, from top to bottom: 5 mm, 1 mm, 0.5 mm and 0.25 mm.
Fig. 12. DCB test results obtained using the Abaqus reference model for four different mesh sizes. The Corrected Beam Theory solution is also plotted.
Fig. 13. TUBA3 mesh and boundary conditions of the DCB bottom substrate.
peak force is still overpredicted by 15% the CBT value. The overshoot
reduces to 2.6% when the 0.5 mm case is considered. The finest mesh of
0.25 mm practically overlaps the analytical curve. The critical load and
displacement for this element size are respectively 60.5 N and 1.59 mm
and are in close agreement with the values presented in [36] for the
same DCB specimen. Therefore, the 0.25 mm mesh for the Abaqus CC
model is considered converged and its solution taken as the reference
for the subsequent model validation.

3.4. Comparison with the proposed model

The TUBA3 models were generated following a different approach
with respect to the Abaqus CC ones. First, a planar shell in a 3D
space, corresponding to the bottom arm of the specimen, was created
in Abaqus CAE and meshed for the required element size. Based on
8

this model, a preliminary input file was produced. A Matlab program
would then open the input file and write the nodal coordinates and
connectivities for both the top arm elements and the CEs.

The scripts for computing the stiffness matrix and residuals vector
for both TUBA3 and TUBA3-CE were included in a single user element
subroutine, which could execute the code for the correct element based
on a key passed by the Abaqus processor. The user element properties
included the material data, thickness, and, in the case of TUBA3-CE, a
binary flag variable, indicating whether the CE had been placed or not
in the precracked region. In the former case, the pertaining damage
variable was set equal to one. Otherwise, the default initial value for
damage variable is equal to zero.

The boundary conditions are illustrated in Fig. 13. Due to the use
of curvature DOFs and the high order of interpolation of the TUBA3
elements, the enforcement of boundary conditions require special atten-
tion [39]. As the TUBA3 elements have curvature DOFs, the imposition
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Fig. 14. DCB load–displacement curves obtained with TUBA3 elements. Results for four different mesh sizes are plotted.
Table 2
Critical loads and displacements for TUBA3 DCB models of different mesh sizes. Abaqus
reference solution and relative deviations are also reported.

Model 𝐹𝑐 err% 𝑤𝑐 err%
(N) (mm)

1 mm, 13 IPs 62.13 2.73 1.48 6.62
2 mm, 13 IPs 62.31 3.02 1.52 4.10
5 mm, 52 IPs 61.97 2.47 1.46 7.89
10 mm, 52 IPs 63.78 5.47 1.52 4.10

Abaqus ref. 60.48 1.59

of zero moment on edge nodes can be enforced explicitly. In the case
of a free or simply supported edge, no moment exists around the edge
axis. If the edge axis is oriented in the 𝑥 or 𝑦 direction and the plate
material is isotropic, the followings must hold

𝑀𝑦 =
𝐸 𝑡3

12(1 − 𝜈2)

(

𝜈 𝜕2𝑤
𝜕𝑥2

+ 𝜕2𝑤
𝜕𝑦2

)

= 0 (61)

𝑀𝑥 = 𝐸 𝑡3

12(1 − 𝜈2)

(

𝜕2𝑤
𝜕𝑥2

+ 𝜈 𝜕2𝑤
𝜕𝑦2

)

= 0 (62)

which reduce to

𝜈 𝜕2𝑤
𝜕𝑥2

+ 𝜕2𝑤
𝜕𝑦2

= 0 (63)

𝜕2𝑤
𝜕𝑥2

+ 𝜈 𝜕2𝑤
𝜕𝑦2

= 0 (64)

Analogous conditions can be derived for composite laminates using the
expressions of 𝑀𝑦,𝑀𝑥 in terms of curvatures. As these conditions in-
volve multiple curvature DOFs, they can be enforced through equation
constraints.

As did in the reference Abaqus models, the analyses were carried out
with the Full Newton–Raphson method, loaded on the top left edge of
the specimen up to 4 mm displacement along z.

3.4.1. Load–displacement curves
Fig. 14 shows the DCB load–displacement curves obtained from

the TUBA3 simulations. Results for four different element lengths are
plotted together with the Abaqus reference solution. The simulations
for mesh dimensions of 1, 2 and 5 mm achieved convergence and
produced results in close agreement with the reference ones through-
out the entire loading. Moreover, despite the quite severe oscillations
during propagation, also the 10 mm mesh predicted the critical load
and displacement with reasonable accuracy. As the cohesive zone is
less than 1 mm in length as shown earlier in Fig. 1, this suggests an
almost insensitivity of the TUBA3-CE to the cohesive zone.

More quantitative measures of the accuracy reached with the new
9

elements are given in Table 2. The 1, 2 and 5 mm meshes all managed
to predict the critical load with at most 3% error and the coarsest mesh
model did not go over a 5.47% deviation. Slightly worse precision was
obtained on the critical displacements, whose error ranges from 4% to
almost 8%. This discrepancy is linked to the difference in the initial
stiffness between the TUBA3 and reference models, observed in Fig. 14.
Note that TUBA3 elements only work in bending, whereas the C3D8I
elements used for the reference can also deform out of plane. Therefore,
the TUBA3 model would be stiffer than the C3D8I model.

A further point of attention concerns the number of IPs necessary
to avoid instabilities or loss of convergence after damage. Fig. 15 com-
pares the load–displacement curves for two meshes of 5 mm element
length in the fracture region. The TUBA3-CEs were given 13 IPs in
one case and 52 in the other. The subdomain integration procedure
described in Section 2.2.3 easily allowed to increase the number of IPs
for each TUBA3-CE. Most noticeably, the curve corresponding to the
lower IPs density results in spurious oscillations when the crack front
is propagating. In fact, at every iteration of the analysis some of the IPs
transition from an intact to a damaged state, removing part of the total
stiffness. If few IPs are present, the failure of one of them causes a large
stiffness loss, explaining the staggered profile in Fig. 15. Moreover, if
the first line of IPs is too distant from the precrack front, these IPs
would reach the failure opening 𝛥𝑓

𝐼 at a higher applied load than the
case with more densely populated IPs. As observed in Fig. 15, the limit
force is in fact higher in the 13 IPs case than when 52 IPs are used.
In quantitative terms, the solution with 52 IPs overpredicts the critical
load by 2.47% its reference value, while the one with 13 IPs misses it
by more than 8%.

It could be argued that reducing the number of CEs at the cost of
adding IPs would hinder the efficiency of the method. However, an
increase in the number of elements ultimately enlarges the dimension
of the FE system of equations, which would translate to a larger global
stiffness matrix and more processing time to factorize it. On the other
hand, using more IPs only results in a higher number of loops over
the code portions that build the element stiffness matrix and residual
vector. These loops could be parallelized as the IPs are independent
from each other. A more quantitative discussion on the computational
performances is offered in Section 3.4.4, which compares the CPU times
of TUBA3 and reference models.

3.4.2. Stress and damage profiles
The out-of-plane stresses and damage for the DCB specimen ob-

tained with the 2 mm and 1 mm TUBA3 meshes are reported in
Figs. 16(a) and 16(b). Both these variables were computed for the CEs
in the cohesive zone length at 4 mm opening of the specimen arms. The
plots were produced with a Python program that would read the values
of 𝜏𝐼 and 𝑑 at the barycentric integration point of a line of triangles. In
particular the elements were chosen as equidistant from the specimen’s

longitudinal sides, in order to avoid edge effects.
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Fig. 15. DCB load–displacement curves obtained with 5 mm TUBA3 elements. Curves for two different numbers of IPs are plotted.
Fig. 16. Stress and damage profiles in the cohesive zone of the DCB specimen using TUBA3 and TUBA3-CEs.
Both graphs show the characteristic trends observed in the crack
ront region of a DCB specimen. From left to right, the interface is
nitially fully separated, hence no tractions are present and 𝑑 = 1.

Proceeding further, the stresses increase and the damage variable de-
creases, identifying the beginning of the cohesive zone. The value of
the material strength (30 MPa) is reached at the crack tip, where the
10

material is intact. Immediately ahead of this region, negative stresses
first arise to restore the interface equilibrium and then further assess to
a zero plateau, where both arms of the specimen are still undeformed.

Figs. 17(a) and 17(b) compare stresses and damage in three different
cases. Two of the curves plotted were obtained with 2D and 3D Abaqus
CC models, respectively with 0.0125 and 0.25 mm element lengths,
while the third one refers to the 1 mm TUBA3 model. Again, in order
to avoid the edges influence, damage and stresses in Abaqus CC case
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Fig. 17. Comparison of stress and damage profiles for different models and mesh sizes.
were sampled in a line of nodes equidistant from the longitudinal sides
of the specimen.

It is evident that the 0.25 mm Abaqus CC solution can be considered
converged also in terms of stresses and damage, since the two fields
match almost entirely the ones from the 2D analysis. The same does
not hold for the TUBA3 models, which show visible deviations from
the Abaqus CC results. As previously discussed, when plate elements are
used as substrates, their transverse deformations are not captured. Due
to the different kinematic compatibility requirements, the conforming
interfacial separation, and hence also the resulting interfacial tractions,
will not converge to the reference solutions obtained with refined solid
elements.. The out-of-plane stresses at the interface can only deform
the CEs, which will open more than the case where they were included
between solid elements. This explains why cohesive stress and damage
start developing sooner in the TUBA3 model than in the CC models,
when transitioning from left (the fully damaged region) to right (the
intact region). This also means that the numerical CZL in our approach,
estimated to be around 2.3 mm, is artificially larger than the reference
one, as evidenced in Fig. 17(b).

Again looking at Fig. 17(a), another relevant difference between
Abaqus CC and TUBA3 models is the extent of the compression region
and the stress magnitudes therein. Similarly as before, the discrepancy
here can be attributed to the impossibility of plate elements to deform
along their thickness. As soon as the crack is closed and the material is
intact, the mid-planes of the plates come in contact and try to interpen-
etrate. This is almost entirely prevented by the large penalty stiffness, at
11
the cost of generating high negative stresses. No alleviation of this effect
comes from the compression and transverse shearing of the substrates
along their thickness, as opposed to what happens with solid element
models. In addition, the TUBA3 model also shows a slight tensile region
on the right of the compressive region, which is not present in the solid
model. This reflects the high-order, wavy deformations of the TUBA3
ply elements, as bending is the only mechanism for them to deform
out-of-plane. Any small imbalance in load or moment on the interface
will need to be resolved by the bending of the ply elements, leading
to repeated tensile & compressive regions along the interface until the
force and moment balances are reached.

3.4.3. Damage maps
The 2D interface damage distribution at final separation of the

specimen’s arms is shown in Fig. 18. This plot was obtained from the
Abaqus CC model with 0.25 mm mesh. Looking at the cohesive zone
(green to orange coloured) it is clear how small this is with respect to
the structural dimensions. It can be noticed how the crack front has
the characteristic ‘thumbnail’ shape. It is a well-known feature of pure
mode I fracture observed both experimentally and numerically. During
bending, the bonded surfaces of the substrates are both under tension,
thus the Poisson’s effect induces their compression in the direction
orthogonal to the propagation one. This induces opposite curvatures
for the two surfaces, closing the interface at the edges and delaying
damage in these regions.
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Fig. 18. Damage distribution for the Abaqus CC model with 0.25 mm mesh at 4.0 mm
opening of the DCB loaded edge; Red: fully damaged; Blue: intact; Green to orange:
cohesive zone.

The damage maps for the TUBA3 models could also be produced by
postprocessing the FE results with a Python program. The results are
shown in Figs. 19(a) to 19(d) for the same element sizes and number
of IPs previously discussed. It is evident how finer meshes and higher
number of IPs can smooth the damage distribution. The thumbnail
shape becomes evident in the 1 mm and 2 mm cases and it can be
compared with the reference in Fig. 18.

A numerical anomaly is noticed in the 10 mm case. The damage
map for this mesh shows ‘damage spots’ ahead of the crack front, where
instead the material should be intact. When subjecting to the oscillating
tensile/compressive regions on their surfaces, the TUBA3 ply elements
will need to bend with different curvatures to cope with the changing
moment. When the element is too large, like in the case of 10 mm mesh,
all the different tractions in and around the cohesive zone could fall
in the domain of the same element. Despite the relatively high order
of interpolation of TUBA3 elements, such a complex traction profile
would mean that the element may not be able to bend accurately to
reflect the frequent changing moment in its domain. This could lead to
inadequate bending at the transition between the cohesive zone and the
intact region, hence resulting in excessive interpenetration in the intact
region and a high penalty compression. This high compression would
then drive up the tensile magnitudes on the right of the compressive
region, so as to maintain the overall force and moment balances in
the cohesive element. This is what we believe to be the source of the
spurious damage spots ahead of the crack tip where the interface should
be intact. In practice, a mesh convergence study should be able to
eliminate these spurious damage spots as they are only associated with
very coarse meshes.

In Figs. 19(a) to 19(d), we could see that the numerical CZL is
roughly the same across different meshes. This is even the case on
5 mm and 10 mm meshes. Note that in solid models the sizes of the
CEs were constrained by this CZL, hence enlarging the numerical CZL
was the desired objective so as to allow for larger elements [8]. Here,
this artificially enlarged numerical CZL is an undesired outcome of the
element formulation, rather than the objective motivated by physical
means. However it does not play a key role here as in the solid models,
otherwise we would expect meshes larger than 2.3 mm (estimated
size of the numerical CZL) to have rather poor predictions. Instead, in
the TUBA models, the numerical CZL is not strongly correlated to the
change of mesh resolution and that the sizes of the TUBA elements here
are not constrained by the CZL either to achieve good predictions.

3.4.4. Computational performances
The final comparison between the TUBA3 models and the Abaqus

CC solution concerns the performance parameters for the DCB simu-
lations, reported in Table 3. It is evident how even the most involved
TUBA3 simulation manages to cut the CPU times of Abaqus CC of by
an order of magnitude. Particularly impressive from a computational
effort perspective is the saving obtained by running the 5 mm, 52
IPs simulation, still 97% accurate on the limit load, as compared to
12
Table 3
Computational performance parameters of the DCB specimen simulations for both
Abaqus CC and TUBA3 models.

Abaqus CC TUBA3 TUBA3 TUBA3 TUBA3
Element size 0.25 mm 1 mm 2 mm 5 mm 10 mm
No. IPs 4 13 13 52 52

CPU time (s) 12582 1577.9 1470.6 718.24 216.05
No. DoFs 181728 14664 4200 1656 480
No. elements 21496 6900 1872 660 144
No. iterations 2040 2249 7722 11091 5522

the Abaqus CC, 0.25 mm case. The TUBA3 model achieves a 94.3%
reduction of the CPU time, an improvement similar to that scored in
Ref. [21] for the 2D case. With the TUBA elements, we are able to
significantly reduce the number of elements, and hence the number of
nodes. The total CPU time is reduced largely because the size of the
final assembled stiffness matrix is reduced by at least ten fold, as shown
in Table 3. Having more IPs per element would however increase the
computation cost at each iteration, but it is cost per element. Since the
solver iterations are performed on the assembled system equation, we
think that the increased cost per element due to the higher number of
IPs becomes out-weighted by the benefit of the significantly reduced
overall system size.

All TUBA3 simulations show an higher iterations count than the
Abaqus CC one. This difference makes sense considering that viscous
regularization is used only for the Abaqus CC analyses. However if
viscous regularization is removed, Abaqus CC simulations could not
converge, where the analysis would stop before the specimen reaches
the 4 mm opening. On the contrary, TUBA3 models do not require vis-
cous regularization to reach convergence, indicating better numerical
stability of the TUBA3-CEs.

4. Conclusions

This research explored the use of 𝐶1 thin plate and compatible CEs
as a novel approach to model 3D delamination, with the objective of
tackling the most limiting problem of CEs, namely the cohesive zone
limit on mesh density under Mode I fracture between thin substrates.
The TUBA3 triangular thin plate element has been adopted for the
modelling of the thin substrates and the TUBA3-CE has been developed
here to model their delamination.

The classical composite DCB problem was used to assess the per-
formance of the proposed TUBA3-based method against that of the
standard CE approach. The load displacement curves of the TUBA3
models showed errors below 6% of the limit load, using elements 11
times larger than the CZL. This led to a 94% CPU time saving over
the standard CE models. However, due to the kinematic assumptions
made by the classical plate theory, the out of plane straining of the
substrates could not be reproduced by the proposed method. This led to
inaccuracies in the predictions of the local stress and damage profiles.
In this work, the global structural responses and limits are of the
most interest, hence this deficiency is not deemed critical as it does
not show impact on the global structural predictions. However, if the
accurate predictions of local fields near the cohesive zone are also of
interest, further development would be needed to improve or enrich
the local predictions of the model. The use of curvature DOFs and
the high order of interpolation require special care when imposing
boundary conditions, making their practical engineering applications
complicated. Ongoing work in the research group is exploring Kirchhoff
plate element formulations without curvature DOFs to replace the role
of TUBA3 element here, while retaining the demonstrated capability of
overcoming the cohesive zone limit.

It should be noted that this work focuses on firstly demonstrating
that TUBA3 cohesive element can overcome the cohesive zone limit
in 3D delamination modelling, and Mode I delamination would be
the most stringent case from a cohesive zone point of view. However,
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Fig. 19. TUBA3 model damage distribution at 4.0 mm opening for different mesh sizes.
the assumptions of small rotations and bending-only deformation limit
considerably the cases that we can study and validate on. Several
improvements should be done to the current element formulation in
order for it to be applicable to more general problems of delamination
in composites, which may include geometrically nonlinear deforma-
tions with non-negligible rotations, combined bending and stretching
problems, and dynamic problems. Demonstrating this approach on
these more general problem configurations would entail non-trivial
additional work such as the inclusion of geometrically nonlinear con-
siderations as done for the 2D case in [21], an extension of TUBA plate
element to a shell formulation as done in [40], and also the inclusion
of mass matrix for dynamic problems. Once such a shell formulation
is in place for the plies, we can follow the same procedure shown for
2D in [21] to include those membrane DOFs in the cohesive element
to describe the separation vector in situations with combined bending
and membrane deformation.
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Appendix. TUBA3 shape functions

A planar triangle is considered, of vertices (𝑥1, 𝑦1), (𝑥2, 𝑦2) and
(𝑥3, 𝑦3). The following quantities can be defined

⎧

⎪

⎨

⎪

⎩

𝑎𝑖 = 𝑥𝑗𝑦𝑘 − 𝑥𝑘𝑦𝑗
𝑏𝑖 = 𝑦𝑗 − 𝑦𝑘
𝑐𝑖 = 𝑥𝑘 − 𝑥𝑗

(A.1)

𝑟𝑖𝑗 = −
𝑏𝑖𝑏𝑗 + 𝑐𝑖𝑐𝑗
𝑏2𝑖 + 𝑐2𝑖

(A.2)

where 𝑖, 𝑗, 𝑘 are cyclic permutations of 1, 2, 3.
Using the definitions in Eqs. (A.1) and (A.2), the first six shape

functions of the TUBA3 triangle, as reported in [28], are

𝑁1(𝐿1, 𝐿2, 𝐿3) = 𝐿5
1 + 5𝐿4
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𝑁2(𝐿1, 𝐿2, 𝐿3) = 𝑐3𝐿
4
1𝐿2 − 𝑐2𝐿

4
1𝐿3 + 4𝑐3𝐿3

1𝐿
2
2 − 4𝑐2𝐿3

1𝐿
2
3

+ 4(𝑐3 − 𝑐2)𝐿3
1𝐿2𝐿3

− (3𝑐1 + 15𝑟21𝑐2)𝐿2
1𝐿2𝐿

2
3 + (3𝑐1 + 15𝑟31𝑐3)𝐿2

1𝐿
2
2𝐿3

𝑁3(𝐿1, 𝐿2, 𝐿3) = −𝑏3𝐿4
1𝐿2 + 𝑏2𝐿

4
1𝐿3 − 4𝑏3𝐿3

1𝐿
2
2 + 4𝑏2𝐿3

1𝐿
2
3

+ 4(𝑏2 − 𝑏3)𝐿3
1𝐿2𝐿3

+ (3𝑏1 + 15𝑟21𝑏2)𝐿2
1𝐿2𝐿

2
3 − (3𝑏1 + 15𝑟31𝑏3)𝐿2

1𝐿
2
2𝐿3

𝑁 (𝐿 ,𝐿 ,𝐿 ) =
𝑐23 𝐿3𝐿2 +

𝑐22 𝐿3𝐿2 − 𝑐 𝑐 𝐿3𝐿 𝐿
4 1 2 3 2 1 2 2 1 3 2 3 1 2 3



Composites Part A 185 (2024) 108356G. Tosti Balducci and B. Chen

s

R

+

(

𝑐1𝑐2 +
5
2
𝑟21𝑐

2
2

)

𝐿2
1𝐿2𝐿

2
3

+

(

𝑐1𝑐3 +
5
2
𝑟31𝑐

2
3

)

𝐿2
1𝐿

2
2𝐿3

𝑁5(𝐿1, 𝐿2, 𝐿3) = −𝑏3𝑐3𝐿3
1𝐿

2
2 − 𝑏2𝑐2𝐿

3
1𝐿

2
3 + (𝑏2𝑐3 + 𝑏3𝑐2)𝐿3

1𝐿2𝐿3

− (𝑏1𝑐2 + 𝑏2𝑐1 + 5𝑟21𝑏2𝑐2)𝐿2
1𝐿2𝐿

2
3

− (𝑏1𝑐3 + 𝑏3𝑐1 + 5𝑟31𝑏3𝑐3)𝐿2
1𝐿

2
2𝐿3

𝑁6(𝐿1, 𝐿2, 𝐿3) =
𝑏23
2
𝐿3
1𝐿

2
2 +

𝑏22
2
𝐿3
1𝐿

2
3 − 𝑏2𝑏3𝐿

3
1𝐿2𝐿3

+

(

𝑏1𝑏2 +
5
2
𝑟21𝑏

2
2

)

𝐿2
1𝐿2𝐿

2
3

+

(

𝑏1𝑏3 +
5
2
𝑟31𝑏

2
3

)

𝐿2
1𝐿

2
2𝐿3

where 𝐿1, 𝐿2 and 𝐿3 are the triangle’s area coordinates.
The remaining shape functions (𝑁7 to 𝑁18) are defined in sets of

ix, by cyclically permuting the indices 1, 2 and 3.
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