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Executive Summary
Industries, businesses and even the entire population are experiencing the adverse effects of climate
change, more specifically, global warming. Both national and international policies aim to inhibit
growth of global warming. The Dutch parliament closed a coalition agreement. Climate and energy
is an important part of the coalition agreement, making up 5 pages out of the 50-page document.
The ambition is to reduce emissions up from 49% to 55% compared to 1990 levels - in line with the
strengthened ambitions of the European Union (EU). The coalition partners decided to implement
policies targeting 60% emission reduction. Looking forward, for the period beyond 2030 emission
reduction ambitions have been formulated: 70% in 2035, 80% in 2040. In the coalition agreement it
is stated that for the top 10 - 20 largest industrial emitters binding emission reduction agreements
will be made. The Netherlands furthermore signed the Paris Climate Agreement. The Paris Climate
Agreement aims to limit global warming to well below 2.0°C and pursues efforts to limit it to 1.5°C,
since a higher temperature rise will have severe impacts on the planet and human life. The EU
introduced emissions trading in 2005, targeting energy-intensive facilities to register CO2-emissions in
annual financial statements. The integration of aspects of climate change mitigation into accounting is
called carbon accounting. KPMG identified that a well defined reporting strategy is a success factor
valid for any business. Aforementioned success factor ensures that results can be proven, and embeds
achievements in external narratives, as climate impact has become an increasingly important component
of a brand. Understanding and planning for the likely profound implications of decarbonization on
business is crucial as the business response will meet increasing pressure from governments, consumers,
employees, investors and lenders.

The aformentioned policies, targets and potential adverse effects on an organization’s image, form
an incentive for organizations to review decarbonization strategies. The initial step is to develop a
carbon-accounting strategy on organizational level. The organization focused on in this research is
CGI; an Information and Communications Technology (ICT)- and business consulting organization.
CGI aims to develop a carbon-accounting solution, which is based on the reference architecture of the
Open Source Data Universe (OSDU)-platform. Developing a Carbon Accounting Solution (CAS) on
the OSDU-platform, allows CGI to: reap benefits of platform-based applications, establish their own
carbon-accounting strategy, but also to offer the CAS as a Software as a Service (SaaS)-solution for
clients. At the heart of this thesis is researching how ICT can enable automatic carbon-accounting
on an organizational level in emission scope 2. Scope 2 emissions come from generation of acquired
and consumed electricity, steam, heating or cooling (collectively referred to as ’electricity’) and are
considered an indirect emission source. Scope 2 emissions represent one of the largest sources of
Greenhouse Gas (GHG)-emissions globally (1/3 of global GHG-emissions). In this thesis an Enterprise
Architecture Model (EAM) will be developed, which displays how ICT-architecture facilitates the
business process of carbon-accounting. Enterprise Architecture (EA) is a coherent set of principles,
methods, and models to design and realize an enterprise’s organizational structure, business processes,
information systems, and infrastructure. The modelling language ArchiMate will be used to develop
the EAM, which is aligned with the Open Group’s Architecture Framework (TOGAF). The research
objective is explicated by the main research question: "Which Enterprise Architecture Model (EAM)
is needed for a Carbon Accounting Solution (CAS) to facilitate carbon accounting, monitoring and
quantification for organizations?".

The main research question is addressed by following activities of the Design Science Research Methodol-
ogy (DSRM): problem identification and motivation, definition of objectives for the solution, design and
development, demonstration, evaluation and communication. The output of the DSRM’s activities is an
artifact, which in this thesis is the EAM. The research started with a literature review, which showed
that information requirements for an EAM for carbon-accounting are missing. The requirements for an
EAM in this thesis were elicited through 13 expert interviews and 7 ICT-architecture sessions with 5
ICT-architects. The requirements served as input for the development of an EAM. The knowledge gap
was bridged by eliciting requirements for CAS, using academic literature to strengthen requirements
and developing the final EAM. In this case, the knowledge gap consisted of the lack of requirements
for Carbon Accounting Solutions and lack of Enterprise Architecture Models. The EAM shows how
the business process of carbon accounting is supported by a carbon accounting application, which
aggregates data that is loaded in CAS by the corporate social responsibility (CSR)-manager via a
carbon accounting User Interface (UI). The carbon accounting UI uses and is used by the carbon
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accounting & building usage Application Programming Interface (API) which in turn used and is
used by two services; carbon accounting & building usage monitoring. Building usage refers to the
electricity consumption of a building, resulting in indirect CO2 emissions. The services are realized
by the respective carbon accounting component and building usage monitoring component, where
the former generates carbon accounting data and the latter building usage data. The CAS runs on
a cloud server (front-end), together with the Cron scheduler and the Database Management System
(DBMS). Cron ensures monthly generation of carbon accounting data in JavaScript Object Notation
(JSON)-format, the DBMS provides CAS with data and facilitates data storage. Via a private network,
there is communication between the carbon accounting & building usage API and the carbon accounting
UI (back-end), where the latter serves the CSR-manager. The EAM is modifiable, since the carbon
accounting & building usage API can be connected to new services, which in turn aggregate different
data. Furthermore, the EAM is adaptable, since CAS can run on any cloud server and can use multiple
cloud services. The client using CAS can be outside CGI’s organization, if the client is connected to
the private network which connects to CAS. Both the modifiability and adaptability properties do not
affect the working of the EAM. Modifiability is important because the Carbon Accounting Solution
can be effectively and efficiently modified without introducing defects or degrading existing product
quality. Adaptability is important because it allows the Carbon Accounting Solution to use different
cloud servers. Furthermore, adaptability allows multiple users to use Carbon Accounting Solution if
there is a connection with the private network via the carbon accounting UI and carbon accounting &
building usage API.

The thesis adds to the academic body of knowledge because it is the first Enterprise Architecture
Model which shows how carbon accounting can be facilitated on an organization level. Furthermore,
key business processes, policies, actors, application architecture and the architecture of physical
infrastructure were identified in the thesis. The thesis provides a comprehensive overview and shows
relationships between aforementioned. The elicited requirements for developing a Carbon Accounting
Solution may serve as input for more advanced development of carbon accounting systems.

The societal contribution of the thesis consists of indirect environmental benefits the Enterprise
Architecture Model will initiate and facilitate. When (energy-intensive) organizations use the Enterprise
Architecture Model to adopt a Carbon Accounting Solution, more insight in current emissions will be
generated through carbon accounts. Organizations can act upon insights which are data-driven by
adopting mitigating efforts to halt indirect emissions. Finally, CAS enables monitoring the impacts
organizational interventions have on the reduction of CO2-emissions.
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1 Introduction
This chapter introduces the master thesis topic. In section 1.1 a short description of the background and
societal relevance of the research is given. Furthermore, it is explained why businesses are subjugated to
increasing pressure from internal and external stakeholders to reduce CO2-emissions. In section 1.2 the
problem statement from an academic perspective is given. More specifically, it is made clear that the
academic body of knowledge regarding carbon accounting with the use of solutions built on platforms
is incomplete. Section 1.3 states the design objective of the thesis, which will result in the deliverable
of an Enterprise Architecture Model (EAM). The research approach is described in section 1.4, which
furthermore includes the research questions and sub-deliverables. The Research Flow Diagram (RFD)
in section 1.5 summarizes the research strategy, deliverables, and shows the structure of the thesis.

1.1 Background
Both national and international policies are forcing industries and businesses to reduce Greenhouse Gas
(GHG) emissions. In December 2021, four parties in Dutch parliament closed a coalition agreement.
Climate and energy is an important part of the coalition agreement, making up 5 pages out of the
50-page document [1]. The ambition is to reduce emissions up from 49% to 55% compared to 1990 levels
- in line with the strengthened ambitions of the European Union (EU) [1]. According to Blok [1], the
coalition partners decided to implement policies targeting 60% emission reduction. Looking forward, for
the period beyond 2030 emission reduction ambitions have been formulated: 70% in 2035, 80% in 2040
[1]. In the coalition agreement it is stated that for the top 10 - 20 largest industrial emitters binding
emission reduction agreements will be made [1]. The aforementioned is the responsibility of the minister
of Climate and Energy. The Netherlands furthermore signed the Paris Climate Agreement. The Paris
Climate Agreement aims to limit global warming to well below 2.0°C and pursues efforts to limit it to
1.5°C [2], since a higher temperature rise will have severe impacts on the planet and human life [3].
According to the United Nations Framework Convention on Climate Change (UNFCCC), the Paris
Climate Agreement envisions to fully realize technology development and transfer for both improving
resilience to climate change and reducing GHG emissions [2].

To comply with the environmental, social and governance (ESG) targets and policies, industries and
organizations need to review decarbonization strategies to reduce CO2-emissions. To add to the
complexity, the EU introduced emissions trading in 2005. The implementation of emissions trading
forces power generation plants and energy-intensive facilities to enter CO2-emissions in annual financial
statements [4]. The integration of aspects of climate change mitigation into accounting is called carbon
accounting [5]. This ties in with organizations that are reviewing decarbonization strategies to reduce
GHG emissions in order to achieve net-zero targets. Decarbonization strategies vary across industries
and organizations. However, according to KPMG [6] a key success factor of the decarbonization strategy
for any organization is a well defined reporting strategy for both internal and external stakeholders.
KPMG [6] furthermore states that (a) reliable reports are necessary to prove results, as words and
pledges are no longer enough and (b) achievements need to be embedded in external narratives as
climate impact has become an increasingly important component of a brand. No organization wants to
weaken a strong position in the market due to loss of image. Understanding and planning for the likely
profound implications of decarbonization on organizations is crucial as the organizational response will
meet increasing pressure from governments, consumers, employees, investors and lenders [6].

1.2 Problem statement
Subsection 1.1 elaborated on the increased pressure on industries and organizations to review decar-
bonization strategies. More specifically, the carbon accounting and reporting practices need to be more
sophisticated to foster organizational decarbonization. To make the problem more challenging, net-zero
carbon targets are forcing organizations to accelerate carbon accounting practices. In this master
thesis, the research focuses on Information and Communications Technology (ICT) as a facilitator for
carbon accounting, monitoring, and quantification on an organizational level. Where the facilitator
of the aforementioned are Software as a Service (SaaS) solutions based on platform technology, more
specifically the OSDU-Platform’s reference architecture. In subsection 1.1, a general definition of
carbon accounting was given; the integration of aspects of climate change mitigation into accounting.

1



A more specific definition of carbon accounting, which furthermore is in line with the research at hand,
is given by Hespenheide, Pavlovsky, and McElroy [5]. Carbon accounting refers to “to the activity
of measuring [direct and indirect] carbon emissions and removals and retaining an ongoing inventory
of operations-based emissions” [5, p. 57], whereas the measurement, monitoring, and reporting can
be voluntary or mandatory. Carbon accounting according to this definition can be the foundation
for emission reductions, cost savings, and trading of emissions allowances and offset credits [5]. With
regards to decarbonization, a solution based on the OSDU-Platform’s reference architecture could serve
the goal of carbon accounting.

The concept of organizational decarbonization is relatively unexplored in the academic literature. More
specifically, carbon accounting, monitoring and quantification with the use of solutions based on data
platforms to foster carbon emission reduction is barely explored. However, the International Energy
Agency (IEA) concludes that: "digitally interconnected systems could fundamentally transform the
current energy industry" [7]. The IEA [8] furthermore estimates that 40% of global CO2-emissions
could be reduced through energy efficiency improvement. Although the IEA’s conclusion is geared
towards the energy industry, it doesn’t mean that the conclusion does not hold value for organizations.
In Section 2 a literature review is presented regarding data platforms and carbon accounting.

1.3 Research objective and deliverable
The goal of this master thesis is to perform exploratory research in the form of a case study regarding
the ICT-architecture of a SaaS-solution based on the reference architecture of the OSDU’s data platform
to facilitate carbon accounting, monitoring, and quantification in emission scope 2 on an organizational
level. The goal can be further explicated. If platform technology is used for carbon accounting, goals
for corporate sustainability can be set and hopefully achieved. Organizations can furthermore initiate
carbon removal efforts based on data driven decision making, and prove the efficacy of these efforts
through the reporting strategy. The organization Conseillers en Gestion et Informatique (CGI) is
the problem owner. CGI is a Canadian business consulting company in the field of ICT. Data is an
important building block that when used well could contribute to CGI’s goal to become a net-zero
carbon organization by 2030, by means of data driven decision making through carbon accounting
and monitoring. How value can be created by using a Carbon Accounting Solution (CAS) is at the
heart of this study. More specifically, CO2-emissions in emission scope 2 will be targeted in the thesis.
Emissions in scope 2 come from the generation of acquired and consumed electricity, steam, heat
or cooling (collectively referred to as "electricity") and are considered as an indirect emission source
[9]. The reasoning for the focus on scope 2 CO2 emissions is as follows. According to KPMG [6],
a key success factor for every organization/industry with respect to the decarbonization strategy is
to pursue partnerships and engage supply chain partners in a common decarbonization target. CGI
could therefore enrich their Carbon Accounting Solution (CAS) with data from the energy suppliers.
This is in line with the success factor for decarbonization strategies applicable to all industries and
organizations. More importantly, Scope 2 represents one of the largest sources of GHG emissions
globally: the generation of electricity and heat now accounts for at least a third of global GHG emissions
[9]. Focusing on emission scope 2 would therefore be a logical decision. Other emission scopes include
scope 1 and scope 3. Scope 1 emissions are direct emissions that a site directly causes and controls,
and scope 3 emissions are indirect emissions that a site causes to occur but where it does not control
the asset [10], [11].

The deliverable of this case study will be an Enterprise Architecture Model (EAM). The EAM will be
a blueprint that shows the ICT-Architecture of a CAS, which facilitates carbon accounting, monitoring
and quantification in scope 2 on an organizational level. Carbon accounting reports are valuable
information sources for internal- and external stakeholders. Ultimately, through a consistent, accurate
and reliable reporting strategy, carbon removal initiatives can be initiated and effects of these initiatives
can be monitored. The research results furthermore serve as input for further development efforts
of CGI’s Pivot, as academic material for the scientific body of knowledge, and as input for further
research.
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1.4 Research approach
Chapter 1.4 is structured as follows. Section 1.4.1 introduces CGI’s Software as a Service (SaaS)-solution
Pivot developed on the Open Source Data Universe (OSDU)-Platform and the main research question.
The research strategy, methodology, activities, sub-research-questions and deliverables are specified in
section 1.4.2.

1.4.1 Main research question

The research in this thesis will explore how CGI can develop a Carbon Accounting Solution based on
platform technology to facilitate carbon accounting, monitoring and quantification for organizational
decarbonization purposes in scope 2. CGI is affiliated with the OSDU-Platform, which is an open
exploration and production data platform to accelerate innovation and transformation in the industry
[12]. The OSDU-Platform initially targeted the oil- and gas industry (OSDU is an abbreviation for
Open Subsurface Data Universe), however currently businesses from other industries are able to join
the OSDU-Platform. According to CGI [13] and Feder [14], oil- and gas businesses create enormous
data volumes which are stored in (application)-data silos. Data silos hamper the ability to fully
exploit data in terms of value creation for businesses. Furthermore, data silos limit the ability of
enabling technologies such as Artificial Intelligence (AI) and Machine Learning (ML), which foster
digital transformation. The OSDU-Platform aims to eliminate data silos and vendor lock-in effects.

CGI developed the Platform as a Service (PaaS) solution Pivot, which is implemented as a SaaS
implementation to capitalize on the benefits of the OSDU-Platform. See Fig. 1 for an illustration of
the platform ecosystem.

Fig. 1: The platform ecosystem [15], Platform: OSDU (PaaS), Apps: Pivot (Saas), End-Users: CGI.

Pivot offers oil- and gas businesses, academic institutions, renewable energy organizations, and other
members of the subsurface community a starting point to explore and migrate to the OSDU Data
Platform [12]. The OSDU Data Platform and Pivot are primarily used for data exploration of oil- and
gas businesses to optimize business processes. However, the research objective of the thesis is to identify
the EAM of a Carbon Accounting Solution developed on the OSDU-Platform / based on the OSDU’s
reference architecture, which facilitates carbon accounting, monitoring and quantification to foster
organizational decarbonization in scope 2. The aforementioned CAS is not yet developed by CGI. Since
a success factor for decarbonization strategies involves pursuing partnerships and engagement of supply
chain partners, the relevant actors and data sources need to be identified. Scope 2 entails the indirect
CO2-emissions through imported utilities [10]. See table 1 for identified actors and data sources.

Table 1: Actors in scope 2 and data sources

Actors in scope 2 Data sources

Electricity suppliers Emission data, smart- and real-time data, invoices
Suppliers of heating and cooling Emission data, smart-and real-time data, invoices
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Not only CGI has lack of knowledge regarding carbon accounting solutions based upon platform
technology, the research domain regarding this topic is also underdeveloped. The study conducted in
the thesis will result in the initial step of developing an Enterprise Architecture Model (EAM) of a CAS
which shows the ICT-Architecture that facilitates carbon accounting, monitoring and quantification
in emission scope 2. To capture the research objective, the following main research question is formulated:

"Which Enterprise Architecture Model (EAM) is needed for a Carbon Accounting Solution (CAS)
to facilitate carbon accounting, monitoring and quantification for organizations?"

The main research question will be answered through Design Science Research (DSR), see subse-
quent sections. The first requirements for the EAM will be identified through literature research
and expert interviews. The requirements serve as input for an initial EAM. The initial EAM will be
demonstrated, evaluated and improved through feedback sessions with CGI’s ICT-Architects.

1.4.2 Design Science Research

The research objective of developing an EA-model of a Carbon Accounting Solution, is in line with the
general objective of Design Science Research. According to Johannesson and Perjons [16, p. 7], design
science is the scientific study and creation of artifacts as they are developed and used by people with
the goal of solving practical problems of general interest. More specifically, Hevner, March, Park, et al.
[17, p. 77] define Information Technology (IT) artifacts as constructs (vocabulary and symbols), models
(abstractions and representations), methods (algorithms and practices), and instantiations (implemented
and prototype systems). In this case, the developed IT artifact is an EA-model of a Carbon Accounting
Solution (CAS), which should be input for the development of a SaaS based upon the OSDU’s reference
architecture.

Design science aims to make the world better by solving/mitigating practical problems through the
design of artifacts. However, it is paramount to understand that the knowledge produced while designing
an artifact is of equal importance. Research outcomes for design science are artifacts and knowledge [16,
p. 7]. Hevner, March, Park, et al. [17, p. 78] state that to understand and appreciate design science, the
dichotomy of design as both a process (set of activities) and a product (artifact) must be faced. The
design process is a sequence of expert activities that produces an innovative product (i.e., the design
artifact). The evaluation of the artifact then provides feedback information and a better understanding
of the problem in order to improve both the quality of the product and the design process [17, p. 78].

Design science research projects need to fulfill three requirements to develop a working solution.
Johannesson and Perjons [16, p. 8] mention the following: (1) rigorous research methods are required to
produce new knowledge of general interest, (2) the knowledge produced has to be related to an already
existing knowledge base, in order to ensure that proposed results are both well founded and original,
and (3) the new results should be communicated to both practitioners and researchers.

1.4.3 The three-cycle view

Hevner [18] extended the design science research framework with the three-cycle view in order to
increase research quality in Information Systems (IS). The relevance cycle bridges the contextual
environment of the research project with the design science activities [18]. The Rigor Cycle connects
the design science activities with the knowledge base of scientific foundations, experience, and expertise
that informs the research project [18]. The central Design Cycle iterates between the core activities
of building and evaluating the design artifacts and processes of the research [18]. See Fig. 2 for an
illustration of the design science research cycles, and how the cycles relate to the thesis.
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Fig. 2: Design Science Research Cycles, derived from Hevner [18, p. 88]

1.4.4 Design Science Research Methodology

To carry out research based on design science principles, Peffers, Tuunanen, Rothenberger, et al. [19]
developed a Design Science Research Methodology (DSRM) based on a consensus-building approach
to produce the design. The result is a methodology which fulfils the design science requirements
as mentioned in section 1.4.2 and [16, p. 8]. The DSRM recognizes six activities which need to be
completed in an iterative fashion; (1) problem identification and motivation, (2) define the objectives
for a solution, (3) design and development, (4) demonstration, (5) evaluation, and (6) communication
[19].

The DSRM is a flexible model, since Peffers, Tuunanen, Rothenberger, et al. [19] mention that depending
on the approach (problem-centered, objective-centered, design- and development-centered) researchers
can start with different activities. Furthermore, design science projects are always carried out in an
iterative way, moving back and forth between different activities [19, p. 76-77]. The activities are
logically related through input-output relationships; every activity can receive input and produce output
for any other activity [19, p. 76-77]. See Fig. 3 for an illustration of the activities and input-output
relations.

Fig. 3: Overview of method for the Design Science Research Methodology (DSRM) [19, copied from
p. 77].

In order to answer the main research question, the activities need to be executed. If the aforementioned
activities are executed, the design cycles as in Fig. 2 will be fulfilled and the environment, design
science research, and knowledge base will be connected.

Activity one: Problem identification and motivation

In this activity the research problem is introduced and substantiated. It should furthermore be clear
that the research problem is significant in both general and global practices [16]. The value of the
artifact needs to be captured in order to (1) motivate the researcher and audience to pursue the solution
and (2) for result acceptance and understanding of the researchers’ perception of the problem [19].

This activity is addressed by section 1 of the chapter. This section highlights the research problem
on a business, industrial, and global level. Furthermore, the academic and societal relevance of the
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research is demonstrated. Activity one is completed by answering sub-research question one (SRQ1),
which furthermore contributes to the knowledge base in chapter 2 by means of a literature review:

SRQ1: What is the knowledge base on which the development of an Enterprise Architecture Model
(EAM) for a Carbon Accounting Solution (CAS) should rely?

The literature review will produce fundamental information regarding platform technology architecture
and carbon accounting.

Activity two: Define the objectives for the solution

The objectives of the solution (artifact) need to be specified in activity two. According to Johannesson
and Perjons [16] the requirements for the solution to the problem need to be identified. The requirements
furthermore are the input for structure and environment, besides functionality [16].

The objectives of the solution can be of quantitative and/or qualitative nature [19]. The former shows
a difference between current inefficient states of the world versus the ideal situation. The latter could
be descriptions wherein new artifacts support solutions to problems, such as the EA-model. Resources
required for this include knowledge of the state of problems and current solutions, if any, and their
efficacy [19]. Activity two will be fulfilled by answering sub-research question two (SRQ2):

SRQ2: What are the requirements for a Carbon Accounting Solution (CAS) to develop an Enterprise
Architecture Model (EAM)?

SRQ2 will be addressed by literature review and expert interviews. Organizational decarbonization in
scope 2 entails a common decarbonization strategy with the energy providers. This is in line with the
key success factor for enterprise decarbonization as mentioned in [6], which is; a well defined reporting
strategy for both internal and external stakeholders. However, this means that data types and further
(data) requirements need to be identified which serve as input for the CAS. Energy suppliers could
potentially enrich the CAS with (smart)-data from cloud and/or Internet of Things (IoT) devices, such
as smart-meters. Invoices from electricity suppliers contain valuable information, such as monthly
and annual kilowatt-hour (kWh) usage. Besides data source and data type identification, and data
requirements elicitation, the data configuration also needs to be determined. The results of SRQ2 serve
as input for design and development of an initial EAM.

Activity three: Design and development

The Design and Development activity creates an artifact that addresses the explicated problem and
fulfills the defined requirements. Designing an artifact includes determining its functionality as well as
its structure [16]. The artifact in this case will be an EAM of a Carbon Accounting Solution (CAS).
The EAM should showcase the ICT-Architecture of a CAS to facilitate carbon accounting. Activity
three will be fulfilled by answering sub-research question three (SRQ3).

SRQ3: How can the identified requirements for a Carbon Accounting Solution (CAS) serve as a
building block for the development of CAS’s Enterprise Architecture Model (EAM)?

SRQ3 uses the output of SRQ2. An initial EA-model will be developed by answering SRQ3 through
literature review and expert interviews.

Activity four: Demonstration and evaluation

The Demonstrate and evaluate activity uses the developed artifact in an illustrative or real-life case,
sometimes called a “proof of concept”, thereby proving the feasibility of the artifact. The demonstration
will show that the artifact actually can solve an instance of the problem [16]. Sub-research question
four (SRQ4) will address this activity:

SRQ4: "To what extent does the Carbon Accounting Solution (CAS)’s initial Enterprise Architecture
Model (EAM) comply with the requirements?"

Demonstration, evaluation and improvement of the EAM was achieved through feedback received from
CGI’s ICT-Architecture experts.
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Activity five: Communicate artifact

This activity uses the output of activity four to finalize the thesis by answering the main research
question. Furthermore, the contribution of the research on an academic and organizational level is
elaborated upon. Recommendations for further research will be given. A reflection on the research is
part of activity five.

An overview of the research strategy and deliverables is presented in Section 1.5, Fig. 4.

1.5 Research flow Diagram
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Fig. 4: Research Flow Diagram.
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2 Knowledge base
This chapter addresses the first activity in the DSRM and gives an overview of key concepts that are
relevant for the thesis. In the first activity, sub-research-question one (SRQ1) is addressed:

SRQ1: What is the knowledge base on which the development of an Enterprise Architecture Model
(EAM) for a Carbon Accounting Solution (CAS) should rely?

The research problem is further substantiated in chapter 2. By reviewing state of the art literature,
information is collected regarding open source data platform ecosystems in section 2.1 and carbon
accounting and footprinting in section 2.2. The information regarding open source data platform
ecosystems clarifies the ICT-architecture of such ecosystems, and which ICT-architecture to develop
for the CAS. The chapter is concluded with section 2.3, where the knowledge base is summarized.
The summary of the knowledge base serves as input for the next activity in the DSRM, which is the
development of an initial EA-model.

2.1 Open source data platforms and data platform ecosystems
According to Tiwana [20], data platform ecosystems are becoming the dominant model for the software
industry and digital services. The utility of platforms is increasingly shaped by the ecosystem that
surrounds it. For example Apple’s iOS platform that includes the iPhone, iPod, and iPad. The iOS’
value to 365 million users comes largely from the 800,000 complementary apps over which Apple has
little ownership [20]. Tiwana [20, p. 5] states that "platforms are designed to leverage the expertise of a
diverse developer community—with ingenuity, hunger, skills, and an appreciation of user needs that
platform owners might not possess". The goal of such platforms is to accelerate the development of
new capabilities and foster innovations which the platform’s original designers did not foresee initially
[20]. Table 2 illustrates core elements of a platform ecosystem.

Table 2: Core elements of a platform ecosystem, derived from Tiwana [20]

Element Definition Example

Platform The extensible codebase of a software-based system
that provides core functionality shared by apps that
interoperate with it, and the interfaces through which
they interoperate

iOS, Android, Drop-
box, Twitter, AWS,
Firefox, Chrome

App An add-on software subsystem or service that connects
to the platform to add functionality to it. Also referred
to as a module, extension, plug-in, or add-on

Apps, extensions

Ecosystem The collection of the platform and the apps specific to
it

-

Interfaces Specifications that describe how the platform and apps
interact and exchange information

APIs, protocols

Architecture A conceptual blueprint that describes how the ecosystem
is partitioned into a relatively stable platform and a
complementary set of apps that are encouraged to vary,
and the design rules binding on both

-

Tiwana [20] identified five drivers why traditional industries are reconfigured along the lines of software-
centric platforms abundant in ecosystem-creation opportunities. According to Tiwana [20], these drivers
include (1) deepening specialization within industries; (2) the “packetization” of products, services,
business processes, and activities; (3) the baking of routine business activities into software; (4) the
emergence of the “Internet of Things”; and (5) the growing ubiquity of mobile Internet protocol-based
data networks. Aforementioned drivers are summarized in Fig. 5 and the consequences in table 3.
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Fig. 5: The five drivers of the migration toward platform-centric business models [20, copied from
p. 10].

Table 3: Consequences of the five drivers towards platform-centric business models [20, copied from
p. 10].

Driver Description Consequences

Deepening specializationIncreased need for deep exper-
tise due to growing complexity of
products and services

• Simultaneously shrinking and expanding
firm boundaries

• Red Queen effect from clockspeed
compression

• Increased interdependence among firms
Packetization Digitization of “something”—an

activity, a process, a product, or a
service—that was previously not
digitized

• Location-independent distribution ability
of work

• Deepening specialization

Software embedding Baking a routine business activity
into software

• Products-to-services transformation
• Morphing physical–digital boundary
• Convergence of adjacent industries

Internet of Things Everyday objects inexpensively
gaining the ability to directly talk
using an Internet protocol

• Deluge of data streams from networked
objects
• Context awareness

Ubiquity The growing omnipresence of
cheap and fast wireless Internet
data networks

• Loosely coupled networks rival efficiencies
of firms

• Alters who can participate from where
• Alters where services can be delivered
• Scale without ownership

Zutshi and Grilo [21] furthermore state that digital platform ecosystems allow for the interaction
and exchange of information, in order to provide value to its users. Zutshi and Grilo [21] further list
value propositions that platform ecosystems bring to the economic systems: discovery of collaborators,
information aggregation and data access, developer tools, price discovery, building of trust, elimination
of gatekeepers, and digital delivery of goods, services and value. Fig. 6 illustrates key players and
infrastructure components of digital platform ecosystems.
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Fig. 6: Key players and infrastructure components of digital platform ecosystems [21].

2.1.1 Ecosystem Architecture

The OSDU platform and the platform implementation Pivot are part of a platform ecosystem. Platform
ecosystems are composed of interacting subsystems, and how these subsystems interact is determined
by the platform ecosystem’s architecture [22, p. 84]. Two subsystems are the platform itself and the
portfolio of Apps that augment it [22]. Ecosystem architecture ideally partitions the ecosystem into
two types of subsystems: (1) a highly reusable core platform that remains relatively stable and (2) a
set of complementary apps that are encouraged to vary [23].

Architecture is a hierarchical concept: Ecosystems can be decomposed to interrelated subsystems
such as apps which have architectures [24, p. 413]. Ecosystem architecture can be divided to two
levels: (1) the architecture of the platform (platform architecture) and (2) that of an app, the app’s
microarchitecture [22], see Fig. 7.

Fig. 7: Ecosystem architecture consists of platform architecture and app microarchitecture [22, copied
from p. 85].

Platform architecture includes the core platform and its interfaces [22]. Platform architecture should
tell apps both what the platform does and how to use the platform [25]. The latter is a role directly
played by the platform’s interfaces, which therefore must be treated as an integral part of a platform’s
architecture [22].

Although the platform has a specific architecture that all apps see, the architecture of individual
apps within the same platform can vary from one app to another [22]. Platform architecture imposes
constraints on all apps in a platform’s ecosystem; therefore many properties of app architectures are
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correlated with the architecture of the platform [22]. However, the two are rarely identical because there
can be considerable variance among apps developed for the same platform [22]. Therefore, an app’s
“microarchitecture” will define how each individual app interacts, communicates, and interoperates
with the platform [22]. An app’s internal functionality can be classified in four functional elements as
illustrated as in Fig. 8.

Fig. 8: The four elements of an app’s internal functionality [22, copied from p. 86].

For a description of the functional elements which constitute the internal microarchitecture of an app,
see Table 4.

Table 4: Four functional elements of the internal microarchitecture of any app, derived from [22, p. 86].

Element Description

1. Presentation logic An app’s presentation logic is where almost all of the interaction
with the end-user occurs. It is the part of the application that
handles receiving inputs from the end-user and presenting the
application’s output to the end-user.

2. Application logic The second function is the core work performed by the application
that is distinctive to it. This encompasses the functionality of the
app that makes it uniquely valuable to its end-users.

3. Data access logic The third function is the processing required to access and retrieve
data. This often equates with database queries through which
user-specified data is retrieved from data storage.

4. Data storage The last function is data storage. Most apps require data to be
stored somewhere in order to be retrieved.

These four elements can be placed on either the client side or the server side in several plausible
arrangements [22]. This section shows that developing of solutions on platforms have benefits in terms
of accelerating new capability creation, interaction and exchange of information and increased value
for its users. Furthermore, it is clear that the platform for this thesis is the OSDU-Platform, which
gives a reference architecture. The ’App’ will be the Carbon Accounting Solution (CAS), for which an
Enterprise Architecture (EA)-model will be developed.

2.2 Carbon accounting and carbon footprinting
The definition of carbon accounting changes according to the scale of analysis: national, project,
organizational or product scale [4]. This can create confusion, especially since most definitions are used
interchangeably. For example, carbon accounting and carbon footprinting are terms used interchangeably.
In section 1.2 the definition of carbon accounting on an organizational scale was defined for the thesis,
since the thesis focuses on organizational/business carbon accounting. This definition is as follows:
carbon accounting refers to “the activity of measuring [direct and indirect] carbon emissions and
removals and retaining an ongoing inventory of operations-based emissions” [5, p. 57], whereas the
measurement, monitoring, and reporting can be voluntary or mandatory. Carbon accounting according
to this definition can be the foundation for emission reductions, cost savings, and trading of emissions
allowances and offset credits [5]. This definition of carbon accounting has an embedded quantification
element for carbon emissions. Similarly, the term carbon footprinting on an organizational level,
according to Stein and Khare [26, p. 293] entails "the amount of carbon dioxide equivalent Carbon
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dioxide equivalent (CO2e) emitted during the operation of a . . . plant for one year". Table 5 gives
an overview of various carbon accounting and carbon footprinting terms used on various scales. For
a complete overview of alternative carbon accounting terms at national, project, organizational or
product level, see table A.1 in appendix A. This thesis focuses on the organizational scale.

Table 5: Different scales with alternative definitions for carbon accounting, partially derived from
Stechemesser and Guenther [4].

Scale Alternatively used terms

National scale Account for CO2 emissions, carbon emissions accounting, (GHG)
emission accounting, carbon footprint accounting

Project scale Project-based greenhouse gas accounting, carbon accounting system
Organizational scale (Carbon) emissions accounting, accounting for emission rights,

GHG project accounting
Product scale (GHG) emissions accounting, carbon flow accounting, CO2 account-

ing

There are several reporting methods which organizations can use for carbon accounting and footprinting.
Some are web-based, some are country/area specific, some are designed for industry and some are
designed for domestic/consumer use [10]. Most of aforementioned methods are based on the Greenhouse
Gas Protocol (GHGP) (www.ghgprotocol.org) which gives a standard format for classifying and
reporting emissions. The EN ISO 14064-2:2012 [27] standard gives guidance for the quantification,
monitoring and reporting of GHG emissions and removals at organizational scale. The standards for
carbon accounting and footprinting provided by the GHG protocol and EN ISO 14064-2:2012 ensure
that: (1) organizations can add up emissions across the supply chain without double-counting and (2)
ensure that emissions are correctly allocated to the appropriate corporate entity [10].

What is furthermore important for organizations, is the data collection and expression of data in
quantification of CO2. Emissions should be expressed in mass CO2e-emissions. CO2e-emissions, or
carbon dioxide equivalents are units for comparing the radiative forcing of a GHG to carbon dioxide
[10], [27]. In some cases, gases other than CO2 are emitted, such as methane (CH4), or nitrous oxide
(N2O) (Kyoto gases). Emissions of these gases are converted to CO2e, which allows calculations of
total CO2e. This conversion takes place with Global Warming Potential (GWP) values, which are
indexes with CO2 having the index value of 1, and the GWP for all other GHGs is the number of times
more warming they cause compared to CO2 [28]. For an overview of GHGs as described by the Kyoto
Protocol with the respective GWPs, see table 6.

Table 6: Kyoto greenhouse gases with global warming potential values, derived from [29]

Nr. Greenhouse gas Global warming potential (GWP)

1 Carbon dioxide (CO2) 1
2 Methane (CH4) 27.9
3 Nitrous oxide (N2O) 273
4 Hydrofluorocarbons (HFCs) 4.84 - 14,600
5 Perfluorocarbons (PFCs) 7,380 – 12,400
6 Sulfur hexafluoride (SF6) 25,200

2.2.1 Emission scopes

Emissions are grouped by the level of control that a site or organization has over them. Kent [10] states
that this gives a 3-part classification as in table 7.
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Table 7: Carbon emission classifications, derived from Kent [10] and GHG Protocol [11].

Scope Description

1: direct emissions Direct emissions cover emissions that a site directly causes and
controls.

2: Indirect emissions from im-
ported utilities

All sites import utilities, e.g., electricity, and Scope 2 covers emis-
sions from purchased electricity or other utilities such as imported
heat or steam. In this case, the CO2e is emitted at some distance
from the site (organization) by the power station that has generated
the electricity, heat or steam.

3: Indirect emissions Indirect emissions are emissions that a site causes to occur but
where it does not control the asset. Common types of indirect
emissions include emissions from transport in vehicles owned by
other organisations or emissions from outsourced activities or the
supply chain.

For an illustration of the emission scopes, see Fig. 9.

[05]

CHAPTER 01 Introduction

The Scope 3 Standard complements and builds upon the 

Corporate Standard to promote additional completeness 

and consistency in the way companies account for and 

report on indirect emissions from value chain activities. 

The Corporate Standard classifies a company’s direct and 

indirect GHG emissions into three “scopes,” and requires 

that companies account for and report all scope 1 

emissions (i.e., direct emissions from owned or controlled 

sources) and all scope 2 emissions (i.e., indirect emissions 

from the generation of purchased energy consumed by 

the reporting company). The Corporate Standard gives 

companies flexibility in whether and how to account for 

scope 3 emissions (i.e., all other indirect emissions that 

occur in a company’s value chain). Figure 1.1 provides 

an overview of the three GHG Protocol scopes and 

categories of scope 3 emissions.  

Since the Corporate Standard was revised in 2004, business 

capabilities and needs in the field of GHG accounting and 

reporting have grown significantly. Corporate leaders are 

becoming more adept at calculating scope 1 and scope 2 

emissions, as required by the Corporate Standard. As GHG 

accounting expertise has grown, so has the realization 

that significant emissions – and associated risks and 

opportunities – result from value chain activities not 

captured by scope 1 and scope 2 inventories. 

Scope 3 emissions can represent the largest source of 

emissions for companies and present the most significant 

opportunities to influence GHG reductions and achieve a 

variety of GHG-related business objectives (see chapter 2). 

Developing a full corporate GHG emissions inventory –  

incorporating scope 1, scope 2, and scope 3 emissions –  

enables companies to understand their full emissions 

Figure [1.1] Overview of GHG Protocol scopes and emissions across the value chain
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Fig. 9: Emission scopes across the energy value chain [11].

The thesis focuses on carbon accounting, monitoring and quantification in scope 2. On an annual
basis, the data required to calculate the carbon footprint is the total number of kWh used in the year
and the relevant carbon intensity factor for the supply country. The number of kWh used in the year
should be available from the electricity bills and the interval data. The generation of electricity will
inevitably result in CO2e emissions but the size of these emissions depends on the generation method
[10]. Nuclear, thermal or hydroelectric generation result in low CO2e emissions, whereas coal, gas and
other fossil fuels result in high CO2e emissions [10]. According to Kent [10], each country will have a
mix of generation for grid electricity that will therefore affect the total emissions. This is also true
at the supplier level, i.e., a supplier can have a different emission factor to the country as a whole if
their generation profile is significantly different to the country profile [10]. For example, a country
generating a large proportion of grid electricity from nuclear sources or renewable energy will have
a lower CO2e emissions factor than a country generating a large proportion of grid electricity from
coal or other carbon-based fuels [10]. The factors for any specific country will change with time as the
generation pattern changes [10]. Grid electricity is generated at the power station and this results in
emissions, but the transmission and distribution of the electricity to the user also results in losses, i.e.,
transmission and distribution losses [10]. The emission factor at the point of consumption is therefore
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higher than the emission factor at the point of generation.

2.2.2 Calculating Organizational Carbon Emissions in Scope Two

The previous sections emphasised the importance of the direct activity data, e.g. the amount of
electricity used by an organization in kWh. On an organizational level, invoices provided by the
electricity supplier should give insight in the monthly and annual direct activity data. Furthermore, the
definition of GWP values were given and their significance to convert carbon quantities to Carbon dioxide
equivalent (CO2e) The following steps show how to calculate carbon emissions on an organizational
level in scope two. The calculation steps are based on guidelines given by the GHGP in [9].

The first step is the calculation of kilograms of CO2. See equation 1

i=n∑
i=1

Li × CF i (1)

Where:

L: is the load in [kWh]

CFi: is the conversion factor in [kg CO2/kWh]

i: is consumption

The second step is to calculate total Carbon dioxide equivalent (CO2e) values with the use of Global
Warming Potential (GWP) values, see equation 2.

kg CO2 × GWP (2)

Where:

kg CO2: is the amount of CO2 in [kg]

GWP : is the Global Warming Potential in [kg CO2e/kg CO2]

The third step is to report final scope 2 values in metric tonnes of CO2e, i.e. tCO2e.

2.3 Conclusion
Chapter 2 answered SRQ1 through a literature review: SRQ1: "What is the knowledge base on which the
development of an Enterprise Architecture Model (EAM) for a Carbon Accounting Solution (CAS) should
rely?". The knowledge base is the output of SRQ1 and serves as the foundation for the development of
an Enterprise Architecture Model for carbon accounting, monitoring and quantification in emission
scope 2 on an organizational level. Concepts from the literature which can support the design of the
data architecture model were identified, which should ensure that the results are sound and grounded
in the academic literature.

The chapter initially presented platform technology and their ecosystems, and how data platforms
can leverage development of new capabilities and innovations. Elements of platform ecosystems were
introduced: platform, applications, ecosystems, interfaces and architecture. The drivers for industries
to migrate towards software centric platforms were elaborated upon. These include (1) deepening
specialization within industries; (2) the “packetization” of products, services, business processes, and
activities; (3) the baking of routine business activities into software; (4) the emergence of the “Internet
of Things”; and (5) the growing ubiquity of mobile Internet protocol-based data networks.

Subsequently, the ecosystem architecture was described. The ecosystem architecture consists of platform
architecture and the application microarchitecture, the latter being the focus of the research. This
is called a hierarchical architecture. Platform architecture tells applications what the platform does
and how the platform should be used. Architecture of individual applications may vary. Internal
functionality of application functionality are classified in (1) presentation logic, (2) application logic,
(3) data access logic and (4) data storage.
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Carbon accounting as a concept was introduced and important parameters to include in carbon
reports and calculations were identified. Carbon accounting refers to “the activity of measuring [direct
and indirect] carbon emissions and removals and retaining an ongoing inventory of operations-based
emissions” [5, p. 57] The differences between emission scopes were elaborated upon, where scope 1
entails direct emissions, scope 2 entails indirect emissions from imported utilities and scope 3 entails
indirect emissions that a site causes to occur but where it does not control the asset. Carbon accounting
and reporting standards, such as the greenhouse gas protocol and ISO 14064 were identified. The
parameters to calculate Carbon dioxide equivalent were identified, such as GWP values, emission factors
and activity data. A method was given to calculate CO2e. The knowledge base serves as input for the
development of an EAM.
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3 Enterprise Architecture Model Requirements Analysis
In chapter 3 the second activity of the design science research methodology is addressed. According
to Johannesson and Perjons [16], the second activity is defining requirements. The goal is to identify
and outline an artifact that can serve as a solution for the problem and to elicit requirements on that
specific artifact [16]. In this thesis, the second activity addresses sub-research-question two (SRQ2):

SRQ2: What are the requirements for a Carbon Accounting Solution (CAS) to develop an Enterprise
Architecture Model (EAM)?

According to Johannesson and Perjons [16], the second activity is an extension to the problem explication,
where the proposed solution can be used as an outline to examinate the problem. Thus, the question is
to be answered by descriptive knowledge that specifies requirements on the artifact [16].

In section 3.1 the fundamentals of requirements engineering are briefly addressed, since they serve as
building blocks for the EAM. Section 3.2 gives a rationale for the artefact, which is an EAM. In Section
3.3 a strategy is given to elicit requirements for the EAM. The results of requirements elicitation will
be summarized in Section 3.4. Finally, section 3.5 concludes chapter 3 by answering SRQ2.

3.1 Requirements Engineering
Requirements engineering (RE) is the process of analyzing, specifying, validating, and managing
requirements [30]. Johannesson and Perjons [16] state that a requirement is a property of an artefect
that is considered as desirable by stakeholders in a practice and that is to be used for guiding the
design and development of the artefact. Johannesson and Perjons [16] categorize requirements in types
as stated in table 8.

Table 8: Requirement types and descriptions, derived from Johannesson and Perjons [16, p. 103].

Requirement type Description

Functional requirements Specific requirements: functions of an artefact dependent on the
problem to be addressed as well as the needs and wants of stake-
holders.

Non-functional requirements (in-
cluding structural requirements
and environmental requirements)

More generic requirements pertaining to design, modularity, avail-
ability of information systems

Elmasri and Navathe [31] specify functional requirements as user defined operations (or transactions)
that will be applied to databases, including retrievals and updates. Additionally to functional and
non-functional requirements, goals on the effects of using an artefact can be formulated [16].

3.2 Outline Artefact
Johannesson and Perjons [16] state that a decision needs to be made to choose which artifact type should
be designed to solve the problem, i.e. choosing whether the solution should be a construct, a model, a
method, or an instantiation. In this thesis, artifact is the Enterprise Architecture Model (EAM). [16]
explains that the next step is requirements elicitation. However, in the development of Information
Systems (IS), an initial step, developing design principles, is usually performed first. [32] describe
design principles as an organization’s basic philosophies that guide the development of the architecture.
[32] furthermore explain that design principles have the most far-reaching and significant impact on
an organization because they are the most stable element of an architecture. Finally, [32] state that
design principles provide guidelines and rationales for examination and re-evaluation of technology
plans, and they may serve as a starting point subsequent decisions that affect the architecture. The
design principles listed below serve as an initial guideline for the further development of the EAM, and
as a step before conducting requirements elicitation.

1. The EAM shows how Carbon dioxide equivalent (CO2e)-values are calculated automatically on a
monthly basis;
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2. The EAM shows compliance with the (reporting) standards of The Greenhouse Gas Protocol and
EN ISO 14064-1:2012;

3. The EAM shows how carbon accounts are created on a monthly basis which are stored on a
database and are retrievable;

4. The EAM shows how data can be loaded and retrieved from the Carbon Accounting Solution
(CAS);

5. The EAM shows how a single Carbon Accounting Solution facilitates an organization’s carbon
accounting, monitoring and quantification in emission scope 2;

6. The EAM shows how the corporate social responsibility (CSR)-manager is facilitated with data
regarding emissions in scope 2.

Design principle 5 was developed because current carbon accounting practices occur manually, using a
combination of spreadsheets and vendor software. This results in scattered data, inaccurate reports
and a lagging reporting strategy. The design principles above give initial guidelines for the development
of the EAM.

3.3 Requirements Elicitation and Research Strategy
To elicit requirements for the EAM, primary data was collected through interviews with several CGI
members (hereafter ’interviewees’). Primary data collection methods gather data from original sources
for the specific purpose of the study [33], and one such method is interviews. Interviews take a direct
approach by asking stakeholders about preferred features and explicit requirements in the outlined
artifact [16]. In terms of efficiency, interviews allow for identification of a large number of requirements in
a short time [16]. Interviewing allows for rich data collection [33]. According to Johannesson and Perjons
[16], very structured interviews may become counter-productive for eliciting requirements due to stifling
creativity. Therefore, the interviews with CGI interviewees were semi-structured. Semi-structured
interviews allow the respondent to take more initiative [16].

The interviewee selection consisted of employees with different job titles and positions in the corporate
hierarchy. For an overview of the interviewees that were interviewed, see table B.1, Appendix B. The
interviewees had varying experience levels, from medior to senior. The job titles could be divided in the
following functions: engineering, management, regulatory compliance and risk. The diverse set of job
titles was selected in order to ensure rich and diverse answers. For example, selecting for data scientists
and sustainability advisors, ensures that there is a mix of technical and non-technical responses. The
interviewees gave their responses to the interview questions, which served as input for the requirements.

The interview protocol for architectural requirements elicitation can be found in Appendix C. The
interviews were recorded and transcribed. After transcription, data was cleaned and structured per
interview question. The results of the interviews together with scientific literature were used to develop
the functional requirements (FRQ) and non-functional requirements (NFRQ) requirements.

The activity of requirements analysis is illustrated in Fig. 10.
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Fig. 10: Requirements analysis activity summarized, derived from Johannesson and Perjons [16, p. 104].

3.4 Requirements Analysis
3.4.1 Enterprise Architecture Model Functional Requirements

By using the interview protocol for eliciting requirements as in Appendix C and academic literature
where needed, requirements for the EA-model are formulated. There are several Architecture Topics
(ATx) that the interview protocol elicited requirements for, see Table 9. The topics were chosen as
follows. [34] describes that enterprise modeling consists of three concepts; (1) business layer, (2)
application layer and (3) technology layer. The business layer provides products and services to external
customers realized by business processes performed by business actors [34]. The application layer
supports the business layer with application services realized by applications. The technology layer
consists of infrastructural services for running applications realized by computer and communication
hardware and system software [34]. Topics AT1 and AT2 aimed to identify the business processes
involved with carbon accounting and the relevant actors. The subsequent topics were aimed to identify
the requirements for the Carbon Accounting Solution (CAS) pertaining to data, software and physical
infrastructure and networking.

Table 9: Covered topics of the interview protocol for Enterprise Architecture.

Topic
Code

Topic

AT1 Carbon accounting data relevancy for internal and external stakeholders
AT2 Standards for the data and Carbon Accounting Solution
AT3 Minimum functionalities of the Carbon Accounting Solution
AT4 Data sources and data types
AT5 Data accessibility
AT6 Data storage
AT7 Data traceability
AT8 Data format

The interview results of the topics in Table 9 will be presented in the following sections.

AT1: Carbon Accounting Data Relevancy for Internal and External Stakeholders
The relevant stakeholders who may benefit from carbon accounting data are summarized in Table 10.
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Table 10: Internal and external stakeholders for which carbon accounting data is relevant.

Internal External

Sales / finance departments Investors
Higher management Lenders
corporate social responsibility (CSR) managers Clients
Members Regulatory bodies

Auditors

The results in table 10 are consistent with the findings of [6]. The interviewees claim that if CGI has a
well organized carbon accounting system, the sales and finance departments could use this to their
advantage. See quotes below.

"Being able to prove a sustainable way of working through an organized carbon accounting system,
increases the value of CGI, since investors have increased trust, banks may give loans quicker, and the
sales department has leverage to close deals and contracts with clients [IV1]."

"Accounting for sustainability may result in a higher level of appreciation of CGI and could strengthen
CGI’s sustained competitive advantage if CGI gives insight in carbon accounting data to potential clients
[IV2]."

Other findings include the following. If a client that receives services from CGI, wants insight in
respective carbon emissions in their own supply chain, a client may ask carbon-accounting data from
CGI. With an established carbon accounting, monitoring and quantification system CGI could facilitate
the aforementioned.

Within CGI, it is the responsibility of the CSR-manager to provide carbon accounting reports. Although
Table 10 highlights the stakeholders for whom the carbon accounting data are relevant, the CSR-manager
first and foremost should be facilitated in the proper data to compile the carbon accounting reports
for the respective business unit. Based on the interview results and the findings of [6], a functional
requirement (FRQ1) can be formulated.

FRQ1: "The EAM shows how the CSR managers are facilitated in carbon accounting data to support
the CSR-Reporting."

AT2: Standards for the Data and Carbon Accounting Solution
A significant amount of interviewees were not well aware of existing standards pertaining to quantification
and reporting of GHG emissions. However, some interviewees mentioned the standards listed below,
which are also elaborated upon in subsection 2.2.

• Standards of the Greenhouse Gas Protocol, specifically GHG Protocol Scope 2 Guidance: An
Amendment to the GHG Protocol Corporate Standard. See also [9].

• EN ISO 14064-1:2012 [35], which is the ISO standard for quantification and reporting of GHG
emissions and removals at organization level.

Both standards are consistent when it comes to the content on quantification and reporting of GHGs,
specifically CO2. However, EN ISO 14064-1:2012 [35] mentions that quantification methodologies
should minimize uncertainty and yield accurate, consistent and reproducible results. See the list below
for such methodologies recognized by [35]:

(a) One methodology is calculation based as described in 2.2.2 based on GHG activity data multiplied
by GHG emission factors.

(b) Measurement of GHG emissions either intermittent or continuous.

(c) A combination of (a) and (b), i.e. combination of calculation and measurement.

Both [9] and [35] elaborate on GHG accounting and reporting principles. Similarly to financial
accounting and reporting, generally accepted GHG accounting and reporting principles are intended to
underpin and guide GHG accounting and reporting to ensure that the reported information represents
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a faithful, true, and fair account of a company’s GHG emissions. The following GHG accounting and
reporting principles are mentioned by [9] and [35]:

(a) Relevance: The GHG inventory reflects the GHG emissions of the company and serves decision-
making needs of both internal- and external stakeholders.

(b) Completeness: Inclusion of all relevant GHG emissions and removals. Disclose and justify specific
exclusions.

(c) Consistency: Methodologies should be consistent to foster meaningful performance tracking of
emissions over time. Transparently document any changes to the data, inventory boundary,
methods, or any other relevant factors in the time series.

(d) Transparency: Issues should be mentioned factually and coherently, based on a clear audit trail.
Assumptions should be disclosed, and references should be made to accounting and calculation
methodologies and used data sources.

(e) Accuracy: Pertains to reduction of bias and uncertainty to a minimum. Sufficient accuracy needs
to be achieved to support decision making with reasonable confidence.

The following functional requirements (FRQ2, FRQ3) for data and the Carbon Accounting Solution
were derived.

FRQ2: "The EAM shows the practice of carbon accounting, monitoring and quantification according to
The Greenhouse Gas Protocol Scope 2 standard."

FRQ3: "The EAM shows the practice of carbon accounting, monitoring and quantification according to
the EN ISO 14064-1:2012 standard for quantification and reporting of GHG emissions and removals at
organization level."

AT3, AT4: Minimum Functionalities of the Carbon Accounting Solution and Data sources
and Types
Most interviewees were consistent with requiring the following functionalities for a Carbon Accounting
Solution. The CAS should give insights into the usage data of electricity used in scope 2, i.e. the
quantities and times of electricity usage of objects / facilities should be known. Furthermore, dashboards
that show metrics such as (past) usage, maxima and minima values, means, recent emissions, and
trend analyses are popular functionalities. What was mentioned less frequently, but is not unimportant,
was the functionality to create and monitor environmental, social and governance (ESG) goals and
workflows.

According to Honarvar and Sami [36], incorrect utilizations of home apparatuses together with absence
of smart energy infrastructure leads to waste of electricity consumption. Although aforementioned
statement holds for households, it can be argued that for bigger buildings the same problem exists.
Through the development of sensor technology, the power use data of apparatuses can be collected [36].
Smart power meters assist in data collection of appliance usage, and to extract valuable information
from this data, there is a need to develop data mining algorithms [36]. The development of data mining
algorithms is beyond the scope of this research. Several researchers have focused on the relation between
electricity usage and reduction in CO2 emissions. Conservation of electricity is a tedious task due to the
lack of detailed electricity usage [36]. With data and patterns of electricity usage, adjustments can be
made to conserve electricity effectively [37]. In 1.4.4, smart-data was introduced, and smart-meters were
also called IoT devices. In 2.2 the data sources and types were identified through academic literature.
The data sources for calculating monthly tCO2e include: invoices (from electricity supplier’s utility
bills), emission factors and GWP values from the IPCC. The invoice includes the activity data in [kWh],
the emission factors are in [kg CO2/kWh] and the GWP values are in [kg CO2e/kg CO2].

Based on the information above, the following functional requirements (FRQ4, FRQ5, FRQ6) can be
formulated:

FRQ4: "The EAM captures how data from IoT-devices can be used to facilitate insight in a building’s
electricity usage."

FRQ5: "The EAM captures how invoice data can be transformed to tonnes of CO2e per month."
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Tracking ESG progress and targets is the final minimum aspect that should be covered in the EA-model.
One such target is the Science-Based Target (SBT) under the Science Based Target Initiative (SBTi).
According to SBTi [38, p. .]: "Science-based targets provide a clearly-defined pathway for companies to
reduce GHG emissions, helping prevent the worst impacts of climate change and future-proof business
growth.". This is relevant since CGI is a member of the SBTi, and has the following SBT: reducing
GHG emissions in absolute terms by 46% for own operations (scope 1 and 2), and by 46% for business
travel (scope 3) by 2026 from a 2019 base year [39]. Recording SBTs and monitoring the progress
towards the SBTs with the use of data as described above should preferably be facilitated by the
Carbon Accounting Solution, therefore FRQ7 is:

FRQ6: "The EAM captures the recording and monitoring of SBTs."

AT5 and AT6: Data Access and Storage
The CAS will contain large volumes of data with varying relevance for the respective CAS users. There
is a general consensus among the interviewees that a control mechanism needs to be in place to ensure
that unauthorized access to information in the database needs to be restricted. For example, financial
data from the utility bill can be considered confidential, and only authorized users are allowed to access
such data. Some users are only allowed to retrieve data, whereas others are allowed to retrieve and
update [31]. The principle used in Information Systems (IS) for restricted access to data is called
the need-to-know principle. The need-to-know principle entails access should only be given to users
who are required to carry out the subject’s responsibilities [40]. In database systems, the following
method is used. A Database Management System (DBMS) should provide a security and authorization
subsystem, which the Database Administrator (DBA) uses to create accounts and to specify account
restrictions [31]. Then, the DBMS should enforce these restrictions automatically [31]. The following
functional requirement (FRQ7) can be formulated:

FRQ7: "The EAM captures user’s access to the CAS through a security and authorization subsystem."

The various data sources and potential large volumes of data need to be stored. All interviewees
mentioned cloud storage as a solution for CAS. Cloud storage is also popular in scientific literature.
There are hundreds of different cloud storage systems; ranging from systems with a specific focus to
systems available to store all forms of digital data [41]. The cloud storage system architecture primarily
consists of a storage layer, basic management layer, application interface layer and access layer [42].
Some advantages of cloud storage include; location independent data access when Internet access is
available, no need for carrying physical storage devices, the ability to share data with external users to
foster collaborative efforts [41]. The scenarios in Table 11 of cloud server storage / cloud computing
provide more advantages compared to storage on local devices.

Table 11: Scenarios of cloud server storage and advantages.

Cloud Scenarios and benefits

Infrastructure as a Service (IaaS) Through virtualization, storing and processing capacity can be split,
assigned and dynamically resized to build ad-hoc systems [41].

Platform as a Service (PaaS) Providing software platform where systems run on [41].
Storage as a Service (StaaS) Facilitates cloud applications to scale beyond their limited servers

and allows users to store data at remote disks and access them
anytime from any place [41].

Software as a Service (SaaS) An alternative to locally run applications [41]

The following functional requirement (FRQ8) can be formulated:

FRQ8: "The EAM captures how carbon accounting data and smart-data is stored through cloud data
storage."

AT7: Data Traceability
Data traceability for data audit trails was a requirement mentioned by [IV8]. The traceability of data is
embedded in the reference architecture of the platform owner, i.e. OSDU. The OSDU uses data lineage
for data traceability. Data lineage, or provenance, describes where data came from, how it was derived,

21



and how it was updated over time [43]. Consider that input data sets [I1, ..., Ik] are fed into a graph
of transformations [T1, ..., Tn] to produce output data sets [O1, ..., Om] [43], with the transformation
graph as in Fig. 11.

Fig. 11: Example transformation graph [43].

According to Ikeda and Widom [43], given the transformation graph as in Fig. 11, the following
questions are asked:

(a) Given some output, which inputs did the output come from?

(b) Given some output, how were the inputs manipulated to produce the output?

The questions above delineate two types of lineage: where-lineage (1) and how-lineage (2) [43]. According
to [43] Each type of lineage has two granularities:

1. Schema-level (coarse-grained)

2. Instance-level (fine-grained)

Schema-level where-lineage (a1) answers questions such as which data sets were used to produce a given
output data set, while schema-level how-lineage (a2) answers questions such as which transformations
were used to produce a given output data set [43]. In contrast, instance-level lineage treats individual
items within a data set separately, so more fine grained questions are asked such as which tuples from
a set of base tables are responsible for the existence of a given tuple in a derived table (where-lineage)
[43].

The following functional requirement (FRQ9) can be formulated:

FRQ9: "The EAM captures data lineage to ensure data traceability in the CAS implementation."

AT9: Data formats
Data in the CAS needs to be stored and transported. [IV8] mentioned thatJavaScript Object Notation
(JSON) is the preferred data format to show carbon accounting data. JSON is a data format based on
the data types of the JavaScript programming language [44]. JSON has gained popularity among web
developers and has become the main format for exchanging information over the web [44]. Software
executing functions requested by remote machines must establish a precise protocol for receiving and
answering requests, which is called an Application Programming Interface (API) [44]. Given that JSON
is a language easily understood by both developers and machines, it has become the most popular
format to send API requests and responses over the HTTP protocol [44].

The following example based on [44] illustrates how an application which contains information about
weather conditions around the world uses an API to allow software to access this information. A call
to this API could be a request containing the following JSON file:

{"Country": "Chile", "City": "Santiago"},

By which a client is requesting the current weather conditions in Santiago, Chile. The API would reply
with an HTTP response containing the following JSON file:
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{"timestamp": "14/10/2015 11:59:07",
"temperature": 25, "Country": "Chile",
"City": "Santiagio", "description": "Sunny"},

Indicating that the temperature is 25 degrees and the weather is sunny overall. The previous example
illustrates the simplicity and readability of JSON, which partially explains its fast adoption.

Further properties of JSON include the following: (a) JSON is lightweight data-interchange format,
(b) JSON is plain text written in JavaScript object notation, (c) JSON is used to send data between
computers [45]. The JSON format’s syntax is similar to the code for creating JavaScript objects,
therefore a JavaScript program can easily convert JSON data into JavaScript objects [45]. The format
is text only, which allows easy exchange of JSON data between computers and any programming
language can be used [45]. According to [45] JavaScript has a built in function for converting JSON
strings into JavaScript objects:

JSON.parse()

Furthermore, JavaScript has a built in function for converting an object into a JSON string:

JSON.stringify()

Although eXtensible Markup Language (XML) also is a software- and hardware-independent tool for
storing and transporting data, JSON has some advantages over XML. [46] list the following:

• JSON is shorter;

• JSON is quicker to read and write;

• JSON can use arrays;

• JSON can be parsed by a standard JavaScript function, while XML has to be parsed with an
XML parser.

Based on the previous information, functional requirements (FRQ10 and FRQ11) are formulated:

FRQ10: "The EAM captures how an API handles requests between the database and the CAS through
exchanging JSON data".

FRQ11: "The EAM captures how JSON is used to transport and store data within the CAS".

3.4.2 Architectural Non-Functional Requirements

In 1.4 non-functional requirements (NFRQx) were described as generic requirements pertaining to
design, modularity and availability of Information Systems. For the CAS, the following NFRQx’s can
be formulated:

NFRQ1: "The EAM captures how monthly carbon accounting reports are generated in an efficient
manner".

NFRQ2: "The EAM captures the use of CAS in different time intervals".

3.5 Conclusion
To conclude chapter 3, both the functional and non-functional requirements are summarized in Table
19. The requirements in Table 19 form the foundation of the EAM, however during the modelling it is
possible that there will be a change in requirements.
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Table 12: Functional and non-functional requirements for the Enterprise Architecture Model (EAM) of
the Carbon Accounting Solution (CAS).

Code Description

FRQ1 The EAM illustrates how the CSR managers are facilitated in data to support
the CSR-Reporting.

FRQ2 The EAM illustrates the practice of carbon accounting, monitoring and quan-
tification according to The Greenhouse Gas Protocol Scope 2 standard.

FRQ3 The EAM illustrates the practice of carbon accounting, monitoring and quan-
tification according to the EN ISO 14064-1:2012 standard for quantification
and reporting of GHG emissions and removals at organization level.

FRQ4 The EAM illustrates how data from IoT-devices can be used to facilitate
insight in a building’s electricity usage.

FRQ5 The EAM illustrates how invoice data can be transformed to tonnes of CO2
per month.

FRQ6 The EAM illustrates the recording and monitoring of SBTs.
FRQ7 The EAM illustrates user’s access to the CAS through a security and autho-

rization subsystem.
FRQ8 The EAM illustrates how carbon accounting data and smart-data is stored

through cloud data storage.
FRQ9 The EAM illustrates data lineage to ensure data traceability in the CAS

implementation.
FRQ10 The EAM captures how an API handles requests between the database and

the CAS through exchanging JSON data
FRQ11 The EAM illustrates how JSON is used to transport and store data within

CAS.
NFRQ1 The EAM captures how monthly carbon accounting reports are generated in

an efficient manner.
NFRQ2 The EAM captures the use of CAS in different time intervals.
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4 Initial Enterprise Architecture Model Design
In chapter 4 the third activity of the design science research methodology is addressed. According to
Johannesson and Perjons [16], the third activity entails design and development of an artifact, which
fulfills the requirements from the previous activity. [16] express the third activity as follows:

"Create an artefact that addresses the explicated problem and fulfills the defined requirements."

SRQ3 is ought to be answered in the third activity:

SRQ3: How can the identified requirements for a Carbon Accounting Solution (CAS) serve as a building
block for the development of CAS’s Enterprise Architecture Model (EAM)?

To create an initial EAM for CAS the steps as in table 13 will be followed. The steps in table 13 deliver
outputs in increasing level of abstraction of CAS’s enterprise architecture. Data flow diagrams give
insight in data inputs and data outputs for CAS and the relevant actors. The subsequent steps are
aimed at developing an EAM by using a modelling language designed for Information Systems. Since
an EAM is not designed to visualize JSON-formatted data, this is illustrated separately. The initial
EAM was evaluated by ICT-architects. The feedback was input for the next step in the Design Science
Research Methodology (DSRM) to improve the initial EAM.

Table 13: Steps followed to create initial Enterprise Architecture Model of CAS.

Step Subsection Output

1 4.1 Data Flow Diagrams
2 4.2 Choice of enterprise architecture modelling method and language
3 4.3 Initial enterprise architecture model and description of CAS
4 4.4 Illustration of JSON-formatted data given by CAS
5 4.5 Evaluation of initial enterprise architecture model
6 4.6 Conclusion

The data flows will be illustrated first with the use of a level one and level two data flow diagram (DFD)
in 4.1. 4.2 describes the enterprise architecture modeling language and method to model the enterprise
architecture of CAS. In 4.3 CAS’s initial enterprise architecture model is depicted in several diagrams
with the use of ArchiMate. The diagrams with the descriptions translate the requirements from activity
two in the DSRM. 4.4 shows the data-format in which the CSR-manager receives carbon-accounting
data through an API from CAS. In 4.5 the initial enterprise architecture model of CAS is evaluated
by verifying whether the models translate the requirements in terms of enterprise architecture. In 4.6
the enterprise architecture model will be summarized and conclusions will be drawn regarding the
translation of requirements into enterprise architecture of CAS.

4.1 Data FLow Diagrams for CAS
The DFD technique is a diagram-based requirements analysis technique [47]–[49]. A DFD depicts a
system as a network of functional processes interconnected through data flows. DFDs are often used in
the first phases of information analysis to establish a global model of an information system which
can be further refined [50]. A DFD can be decomposed into a hierarchy that represents the proposed
system at different levels of abstraction [51]. According to Davis and Yen [52], the abstraction levels
are in increasing detail:

• Level 0: The context diagram; documents system’s boundaries by highlighting sources and
destinations, which helps visualizing high-level logical system designs;

• Level 1 DFD: high level logical map of the system showing key relationships, but hides most of
the details;

• Level 2 DFDs: Functional decomposition of level 1 diagrams; for each level 1 process a DFD is
modelled.
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For CAS, a level 0 and level 1 DFD will be drawn. The reasoning for modelling a level 0 and level
1 DFD is as follows. For this research, the primary data flows, processes, data sinks/sources and
actors need to be modelled first. Models like a level 0 and level 1 DFD are sufficient for identifying
the aforementioned. A level 0 and level 1 DFD are furthermore sufficient for higher management and
non-tech stakeholders to understand the data flows. Finally, more detailed data flows, data aggregations,
and data visualization will be modelled with the modelling language as described in 4.2. The building
blocks of DFDs are denoted in figure 12.

D
df

ds ep

Data transformer Data flow Data storage External process

Fig. 12: Elementary building blocks of a DFD.

According to Larsen, Plat, and Toetenel [53]:

• Data transformers. Data transformers denote a transformation from (an arbitrary number of)
input values to (an arbitrary number of) output values, possibly with side effects.

• Data flows. Data flows are represented as arrows, connecting one data transformer to another.
They represent a flow of data between the data transformers they connect. The flow of data is
unidirectional in the direction of the arrow.

• Data stores. Data stores provide for (temporary) storage of data.

• External processes. External processes are processes that are not part of the system but belong
to the outside world. They are used to show where the input to the system is coming from and
where the output of the system is going to.

Data transformers are also known as processes, which identify an activity that changes, moves, or
otherwise transforms data. External processes are also known as source or destination (sinks). Sources
and destinations define the system’s boundaries; each one represents a person, organization, or other
system that supplies data to the system, gets data from the system, or both.

4.1.1 Data Flow Diagrams Applied for CAS

As an initial step towards decarbonization, a reporting strategy for carbon accounting and removals
needs to be established. An organization, such as CGI, therefore could partner-up with electricity
suppliers to exchange data. How the flow of data is organized, and how data should be transformed to
gain insights in carbon emissions (footprints) with data platform technology, requires illustration.

The context diagram shows the system’s boundaries and usually consists of one process which represents
the entire system. The inputs and outputs from the system are shown to and from various external
entities. See Figure 13 for the context diagram of CAS. The Carbon Accounting Solution is the
data transformer, the data flows are depicted in rectangular components (business objects) with flow
relationships and the data sinks/sources are depicted with actor components containing a stick figure.
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Fig. 13: Context diagram of the Carbon Accounting Solution (CAS).

An example of calculating and reporting carbon emissions in scope two would be as follows. For scope
two emissions, the following steps need to be followed to report carbon equivalent CO2e values in [kg]
of CO2:

1. Multiply activity data [kWh, mWh] from each operation by the emission factor/intensity factor
[kg CO2/kWh] for that activity for each applicable GHG (CO2 in this case). This step gives [kg]
of CO2

2. Multiply GWP values by the GHG emissions in step one, to calculate total CO2e-emissions

3. Report final scope 2 in metric tons of each GHG and in metric tons of CO2e [tCO2e]

The steps above may look as depicted in Figure 14 in a level 1 DFD diagram.

Fig. 14: Level 1 DFD diagram of the Carbon Accounting Solution (CAS).
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4.2 Architecture Modeling Method
For the effective application of Information Technology a company is required to have a clear, integrated
vision on the relation between its business and IT [34]. When such a vision is lacking, the IT
infrastructure will never adequately support the business, and the business will not optimally profit
from IT developments. Current business practices require an integrated approach to business and IT,
however such integrated views are still far from reality [34].

According to Lankhorst, Proper, and Jonkers [34], managing complexity of any large system, be it an
enterprise, an organisation, an information system or a software system, an architectural approach
is needed. At an organizational level different core structures should be illustrated, such as business
processes, applications and infrastructures, as well as the relationship between these aspects [34]. One
modelling language to facilitate enterprise architecture is ArchiMate. Archimate is aligned with the the
Open Group’s Architecture Framework (TOGAF) enterprise architecture framework. [34] mention the
following primary components of ArchiMate:

1. A framework: a conceptual framework consisting of rows (layers) and columns (aspects), which
facilitates classification of architectural phenomena.

2. Modeling concepts: a set of modeling concepts allowing for the description of relevant aspects of
enterprises at the enterprise level. This set underlies from the abstract syntax, focusing on the
concepts and their meaning, separate from the language constructs in which they are used.

3. Abstract syntax: this component contains the formal definition of the language in terms of a
metamodel.

4. Language semantics: defines the meaning of each language construct and relation type.

5. A concrete syntax in terms of graphical notation: the concrete syntax defines how the language
constructs defined in the metamodel are represented graphically.

6. Viewpoint mechanism: entails the creation of different views for different stakeholders.

The first four components constitute the core of the ArchiMate language, and components 5 and 6
are crucial in making the standard usable in practice [34]. The ArchiMate metamodel defines the
characteristics of each language construct, and its relationships to other language constructs [34].
Furthermore, the metamodel positions different language constructs in the cells of the Archimate
framework and specificies relationships between constructs and cells [34]. This feature distinguishes
Archimate from both Unified Modelling Language (UML) and the Zachman framework, since Archimate
models dependencies between different layers, domains and views of the enterprise architecture, resulting
in a coherent whole instead of a collection of different isolated diagrams [34]. [34] state that Archimate
is more flexible than UML as there is not a strict partitioning of constructs into views.

Earlier it was emphasized that the ArchiMate modelling language and TOGAF are aligned. TOGAF is
an enterprise architecture framework. The core of TOGAF is a standard process, i.e. the Architecture
Development Method (ADM) [54]. [54] specifies components of an enterprise architecture framework,
and are listed below and illustrated in Fig. 15.

• A process for creating architectures; may be accompanied by guidelines, techniques, and best
practices.

• A set or classification of viewpoints.

• A language for describing architectures.

• The concept of an architecture repository, possibly containing predefined architectural artefacts
and reference models.
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Fig. 15: Components of an enterprise architecture framework [54].

The TOGAF standard identifies the components as in Fig. 15, but does not constitute a formal
modeling language. TOGAF and ArchiMate overlap due to the use of viewpoints, and the concept of
an underlying common repository of architectural artifacts and models [54]. The two standards are
complementary to one another with respect to the definition of an architecture development process
and the definition of an enterprise architecture modeling language [54]. The ArchiMate modeling
language can be used to model architectures developed using the TOGAF ADM [54], see Fig. 16 for
the correspondence of activities between activities of the ADM phases and parts of the ArchiMate
language.

Fig. 16: Correspondence between ADM phases and ArchiMate Language [54]. Circular diagram depicts
ADM phases, the layers depict ArchiMate modeling layers.

[54] concludes that the combined use of the TOGAF framework with the Archimate Modeling language
can support better communication with internal- and external stakeholders.

4.3 Enterprise Architecture Modeling
The goal of enterprise architecture modeling of CAS is to demonstrate how various data sources are
transformed and aggregated to support the goal of automatically creating carbon accounting reports.
Furthermore, the data generated through IoT sensors should give insights in the usage patterns of CGI.
The enterprise architecture models should translate the requirements for CAS listed in Table 19. The
approach of creating enterprise architecture models starts with modeling the technology architecture
of CAS. Technology architecture showcases how information technology can be deployed to realize
applications and data requirements [54]. ArchiMate has a separate layer for modeling technology
architecture wherein technology such as devices, systems software, DBMS, and communications paths
can be represented [54]. In Appendix D all ArchiMate elements and relationships are displayed.
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In Fig. 32 the devices, system software and communication paths are illustrated to facilitate carbon
accounting. Fig. 32 furthermore illustrates the technology architecture for the purpose of creating
insights in usage patterns of the CGI head office.

Fig. 17: Technology architecture of the platform implementation.

The technology architecture which supports the data flows, transformations and aggregations is set-up
as follows. The top-down analysis of Fig. 32 is as follows. The first element depicts a facility. A
facility represents a physical structure or environment [55]. CGI’s head office can be considered a
smart-building in this case due to the combined use of IoT technology and platform technology. The
smart-building aggregates data from IoT-sensors [IoT −Sensora, ..., IoT −Sensorn]. The data collected
through the IoT-sensors go via a dynamic ’flow relationship’ to a data lake. The relationship between
the IoT-sensors and the data lake is dynamic, due to the continuous measuring of usage data and
generation of associated data. A data lake is a large scalable storage repository that holds a vast amount
of raw data in its native format until it is needed plus processing systems that can ingest data without
compromising the data structure [56]. Data lakes are designed to handle large and quickly arriving
volumes of unstructured data from which further insights are derived [57]. Data lakes use dynamic
analytical applications and the data becomes accessible as soon as it is created [57]. Even though the
data lake is a sub-component in the IT-infrastructure, it is important to note that preliminary analysis
of data in the lake is possible. Data lakes often contain a semantic database, a conceptual model that
leverages the same standards and technologies used to create Internet hyperlinks, and add a layer of
context over the data that defines the meaning of the data and its interrelationships with other data
[57].

The data lake has a ’serving’ relationship with the Data pre-processor. Data lakes are large pools
wherein historical data is accumulated and new data (structured, unstructured and semi-structured
plus binary from sensors and devices) are stored [57]. The data pre-processor is responsible for data
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pre-processing. Since the input data from the data lake is large in volume and unstructured, operations
on the data should result in structured and formatted data suitable for analysis. Data pre-processing is
a term used in data mining (DM), and entails the structuring and formatting of data with the use of
pre-processing techniques. For the scope of the thesis, data pre-processing will be described generally.
Data preparation is usually a mandatory step, wherein prior useless data is converted into new data
that fits a DM process [58]. In DM unprepared data will lead to algorithms reporting errors during the
runtime and the results of analysis being inaccurate [58]. [58] identify the following data preparation
techniques:

• Data cleaning: cleaning up the data;

• Data transformation: to provide accurate data;

• Data integration: incorporating and adjusting data;

• Data normalization: unifying and scaling data;

• Missing data imputation: the handling of missing data;

• Noise identification: the detection and managing of noisy data.

Fig. 18 gives an illustration of the forms of data preparation.

Fig. 18: Forms of data preparation [58].

The next step in data pre-processing is data reduction. Data reductions entail a set of techniques that
obtain a reduced representation of original data [58]. [58] describe the following set of data reduction
techniques:

• Feature Selection (FS): removing dimensionality of data;

• Instance selection: removing redundant and/or conflictive examples;

• Discretization: simplification the attribute of a domain;

• Feature extraction and/or Instance generation: filling in gaps in data.

Fig. 19 gives an illustration of the forms of data reduction.
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Fig. 19: Forms of data reduction [58].

The processed data is stored in the database, along with the GWP-values, emission factors and loads
(kWh). The CO2-accounting software is triggered by cron. Cron is a system scheduler on UNIX and
Linux systems [59]. The purpose of cron is to run commands, series of commands, or scripts on a
predetermined schedule [59]. The cron-script triggers the CO2-accounting software to generate carbon-
accounting reports periodically at a fixed time (e.g. monthly). The carbon-accounting reports are stored
in the database, which through an API and CSR-dashboard can be retrieved by the CSR-manager.

The database is updated through a set of functions ’Administrate DB update’, which realizes a process
’Database update process’. Aforementioned function and database update process are triggered by the
event ’database update’, which triggers the process ’update data’.

The business process modeled in yellow, depicts the creation and recording of Science-Based Targets. A
business event ’Request for SBT’ triggers a set of business processes, which either results in an accepted
or rejected SBT. An accepted SBT is stored as data in the database.
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4.4 Carbon Accounting Data in JSON-format
Below an example of carbon accounting data in JavaScript Object Notation format is displayed. The
carbon accounting data can be retrieved by the CSR-manager through the API at any time. Cron will
ensure that monthly carbon accounting data in JSON-format is stored in the database. The content
covered in the JSON-data below is in line with EN ISO 14064-1 and the standards of the Greenhouse
Gas Protocol Scope 2 Standard.

1 {
2 " templates ": [
3 {
4 "id": " CGI_TEMP_001 ",
5 "title": "My green title",
6 " purpose ": " Important purpose ",
7 " responsible ": "A.G. Smit"
8 },
9 {

10 "id": " CGI_TEMP_002 ",
11 "title": "My green title 2",
12 " purpose ": " Important purpose 2",
13 " responsible ": "F.C. Cox"
14 }
15 ],
16 " report_contents ": [
17 {
18 "id": " CGI_CONT_001 ",
19 " organization ": "CGI",
20 " timestamp ": "2022 -03 -13 T14 :10:49 Z",
21 " usage_kwh ": 1500,
22 " emission_factor ": 15,
23 "gwp": 1,
24 "tco2e": 1200,
25 " target_id ": " CGI_TARGET_001 "
26 }
27 ],
28 " targets ": [
29 {
30 "id": " CGI_TARGET_001 ",
31 " target ": "tCO2e reduced by x_percentage in

e_scope_2 ",
32 " target_met ": false
33 }
34 ]
35 }
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4.5 Evaluation of Initial Enterprise Architecture Model
Table 14 shows an overview of the requirements that are covered by the initial enterprise architecture
model. The evaluation was done by using both logical reasoning and initial feedback from CGI’s
ICT-architects. Important note: NFRQ1 and NFRQ2 in Table 19 were modified. NFRQ1 was too vague
and incorrect, NFRQ2 was changed so that the EAM should capture the practice of creating monthly
reports, rather than reports in different time intervals. NFRQ1 and NFRQ3 were added after consulting
with the ICT-Architects, see Table E.3, session 2. Aforementioned requirements were to be demonstrated
and evaluated by the models in the subsequent chapter.

Table 14: Overview of covered requirements by initial Enterprise Architecture Model (EAM) of CAS.

Code Description Covered

FRQ1 The EAM illustrates how the CSR managers are facilitated in data to support
the CSR-Reporting.

✓

FRQ2 The EAM illustrates the practice of carbon accounting, monitoring and quan-
tification according to The Greenhouse Gas Protocol Scope 2 standard.

✓

FRQ3 The EAM illustrates the practice of carbon accounting, monitoring and quan-
tification according to the EN ISO 14064-1:2012 standard for quantification
and reporting of GHG emissions and removals at organization level.

✓

FRQ4 The EAM illustrates how data from IoT-devices can be used to facilitate
insight in a building’s electricity usage.

✓

FRQ5 The EAM illustrates how invoice data can be transformed to tonnes of CO2
per month.

✗

FRQ6 The EAM illustrates the recording and monitoring of SBTs. ✓

FRQ7 The EAM illustrates user’s access to the data platform through a security and
authorization subsystem.

✗

FRQ8 The EAM illustrates how carbon accounting data and smart-data is stored
through cloud data storage.

✓

FRQ9 The EAM illustrates data lineage to ensure data traceability in the data
platform implementation.

✗

FRQ10 The EAM captures how an API handles requests between the database and
the CAS through exchanging JSON data

✓

FRQ11 The EAM illustrates how JSON is used to transport and store data within
CAS.

✗

NFRQ1 The EAM illustrates modifiability of CAS ✗

NFRQ2 The EAM illustrates how monthly carbon accounting reports are generated ✓

NFRQ3 The EAM illustrates adaptability of CAS ✗

FRQ1 is illustrated in the initial enterprise architecture model as follows. The ’corporate social
responsibility Dashboard is used by the CSR-manager to retrieve carbon accounting reports. Via an
API which runs on the cloud server, the carbon accounting report is retrieved from the database.

FRQ2 and FRQ3 are illustrated by showing the aggregation of GWP-values, emission factors and
invoice data (via artefacts) which are processed by CO2-accounting software into carbon accounting
reports. Furthermore, in 4.4 the carbon accounting data in JSON-format is displayed, which shows the
mandatory data that should be in a carbon accounting report according to EN ISO 14064-1:2012 and
The Greenhouse Gas Protocol Scope 2 Standard.

FRQ4 is illustrated by showing how IoT data-flows are aggregated within CGI’s smart-building.
Furthermore, the datalake and data preprocessor form a middle layer wherein IoT data is extracted,
transformed and then loaded into the database. Data extraction-transformation-loading (ETL) is
usually performed by ETL tools. For the scope of this thesis, an ETL tool won’t be modelled. However,
the process behind ETL tools (middle layer in the model) is as follows. ETL tools are software which
facilitate extraction of data from several sources, their cleansing, customization and insertion into a
data warehouse [60]. See Fig. 20 for the environment of an ETL process.
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Fig. 20: The environment of ETL processes [60, p. 14]

Data sources are typically relational databases and files [60]. In this case, the data sources are the
IoT-sensors which produce data stored in the datalake. Data from these sources are extracted by
extraction routines [60], see also top left of Fig. 20. Then, these data are propagated to the Data
Staging Area (DSA) where data transformation and cleaning is performed before being loaded into the
data warehouse [60]. In this case, The data preprocessor facilitates the data transformation, cleaning,
and loading. In this case, the database is wherein the processed data is loaded, instead of a data
warehouse.

FRQ5 is not illustrated by the initial enterprise architecture model of CAS, because it is not clear how
the ’CO2-accounting software’ processes data to calculate tCO2e values.

FRQ6 is illustrated by the initial enterprise architecture model by showing (in yellow business layer)
how SBTs are created and approved by the SBTi. When accepted, the SBT is recorded in the database
via an API. In 4.4 the SBT target is included in the JSON-data visualization of the carbon accounting
report.

FRQ7 is not illustrated by the initial enterprise architecture model, since security aspects are not
included.

FRQ8 is illustrated by the initial enterprise architecture model, since a cloud server with all relevant
components is modelled. What runs on the cloud server is: datalake, data pre-processor and database
(ETL-layer), and the Cronjob, CO2 accounting software and the API. The API is responsible for loading
data in the cloud server provided by the DBA and/or CSR-manager.

FRQ9 is not illustrated by the initial enterprise architecture model. Data lineage is provided by the
reference architecture of the OSDU, according to [IV8].

FRQ10 is illustrated by the initial enterprise architecture model and partially by 4.4. It is shown that
the API loads data objects into the database and how via an API reports can be retrieved through a
CSR-dashboard. The data format of the report is shown in 4.4.

FRQ11 is not illustrated by the initial enterprise architecture model. However, it is partially illustrated
that carbon accounting reports are stored in JSON-formatted data by 4.4.

NFRQ1 and NFRQ3 are not illustrated by the initial enterprise architecture model.

NFRQ2 is illustrated by the initial enterprise architecture model, by including Cronjob in the model.
For a Cronjob description, see 4.3, p.32.
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4.6 Conclusion
In chapter 4 activity three of the Design Science Research Methodology (DSRM) was addressed: "Create
an artefact that addresses the explicated problem and fulfills the defined requirements". SRQ3 needed to
be answered in order to produce an artefact that fulfills the requirements as in Table 19;

SRQ3: SRQ3: How can the identified requirements for a Carbon Accounting Solution (CAS) serve as a
building block for the development of CAS’s Enterprise Architecture Model (EAM)?

The initial architecture model of CAS was the result of SRQ3, which contains the following key elements:

• CGI-office as a smart-building wherein IoT-data is aggregated;

• IoT-sensors;

• A cloud server containing;

– Datalake (to store IoT-data)

– Data preprocessor (for data transformation, cleaning, and loading)

– Database

– API for loading data (also SBTs) in the database and to deliver carbon accounting reports
with the CSR-manager through a CSR-dashboard;

– CO2 accounting software (for calculating tCO2e values);

– Cronjob for scheduling monthly carbon accounting reports.

• A business layer showing the recording and tracking of SBTs which are stored in the database via
the API;

• A database update event.

The illustrated requirements by the initial architecture model of CAS are summarized in Table 15.

Table 15: Overview of covered requirements by initial enterprise architecture model of CAS.

Code Description Covered

FRQ1 The enterprise architecture model illustrates how the CSR managers are
facilitated in data to support the CSR-Reporting.

✓

FRQ2 The enterprise architecture model illustrates the practice of carbon accounting,
monitoring and quantification according to The Greenhouse Gas Protocol
Scope 2 standard.

✓

FRQ3 The enterprise architecture model illustrates the practice of carbon accounting,
monitoring and quantification according to the EN ISO 14064-1:2012 standard
for quantification and reporting of GHG emissions and removals at organization
level.

✓

FRQ4 The enterprise architecture model illustrates how data from IoT-devices can
be used to facilitate insight in a building’s electricity usage.

✓

FRQ6 The enterprise architecture model illustrates the recording and monitoring of
SBTs.

✓

FRQ8 The enterprise architecture model illustrates how carbon accounting data and
data from IoT-devices is stored through cloud data storage.

✓

FRQ10 The enterprise architecture model illustrates how an API handles requests
between the database and CAS by providing JSON-formatted data.

✓

NFRQ2 The enterprise architecture model illustrates how monthly carbon accounting
reports are generated

✓

In the next Chapter (5), activity four will be addressed, wherein the enterprise architecture will be
demonstrated, evaluated and improved.
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5 Enterprise Architecture Model Demonstration, Evaluation
and Improvement

In Chapter 5 activity four of the Design Science Research Methodology (DSRM) is addressed, which is
demonstration and evaluation of an artifact. Activity four was addressed by answering SRQ4:

SRQ4: "To what extent does the Carbon Accounting Solution (CAS)’s initial Enterprise Architecture
Model (EAM) comply with the requirements?"

SRQ4 is answered as follows. The initial Enterprise Architecture-model of CAS developed in Chapter 4,
p. 52 was evaluated by using the Evaluation Framework as in Appendix E.2. CGI-experts in the field
of ICT-Architecture provided feedback on the models in weekly Microsoft Teams sessions. In total, 7
sessions were held with the Dutch ICT-architects. Furthermore, 7 sessions were held with a Canadian
ICT-architect. For the list of CGI-experts and their roles, see Appendix E.1, Table E.1. The modeling
aspects that were evaluated by the CGI-experts are included in Appendix E.2, Table E.2. The feedback
from the CGI-experts was used to: edit the initial EAM, develop new EAMs, requirement evaluation,
and requirement coverage/translation by the new EAMs. For an overview of feedback received by
CGI-experts, see Appendix E.3, Table E.3.

According to F1a and F1b (in E.3, Table E.3) the EA of any ICT-solution/ICT-system should be
modelled in the correct ArchiMate layer in a specific order. Therefore Chapter 5 is split up in section;
5.1 (Enterprise Architecture Model Overview of CAS), 5.2 (Business Layer), 5.3 (Application Layer)
and 5.4 (Technology Layer). Every section will start with a rationale explaining the layer choice and
what the layer facilitates. The ArchiMate models will be described, and these will be evaluated by
verifying whether the requirements are covered and demonstrated in Section 5.5. Chapter 5 is concluded
in Section 5.6.

5.1 Enterprise Architecture Model Overview of CAS
Fig. 21 shows an overview of the Enterprise Architecture (EA) of Carbon Accounting Solution (CAS).
The (yellow) business layer shows the business services and functions at the heart of CAS. The (blue)
application layer shows application services, data objects and applications used to create carbon
accounting reports and insights in building usage data. The (green) technology layer shows the
infrastructure required to facilitate aforementioned. The models in subsequent sections show detailed
EA-models in the three views.
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Fig. 21: Enterprise Architecture (EA)-model of CAS.

5.2 Business Layer
The Open Group [61] stated that "Business Layer elements are used to model the operational organization
of an enterprise in a technology-independent manner". The Business Layer of ArchiMate is used to
model the business processes which are at the heart of what CAS should serve. Furthermore, the
models in the Business Layer serve as communication method between architects and management.
Finally, models in the Business Layer identify the functionalities, processes, services and actors which
are involved in CAS.

5.2.1 Business Process Overview of Carbon Accounting for CAS

The business process of carbon accounting facilitated by CAS is shown in Fig. 22. The business process
is grouped to the Data Supplier and CAS. In the Data Supplier group, the Electricity Supplier triggers
a business process ’Generate Invoice Process’. ’Generate Invoice Process’ triggers the business process
’Mail Invoice Process’. Between the aforementioned business processes is a data (usage data) flow
(shown by a dynamic flow relationship). The invoice generation business process ’accesses’ the ’Usage
data in kWh’ business object to establish the data flow.

Between the Data Supplier and CAS groups, the following happens. The ’Mail Invoice Process’ has
a data (Invoice representation) flow to the actor ’CGI’. CGI sends the following to CAS’s ’Data
Transformer’; Invoice data, IoT-data and the Science-Based Target (SBT). What furthermore is shown
in Fig. 22, is that the SBT is a product of both CGI’s input and the CDP’s input. For the business
process behind the formulation of a SBT, see 5.2.2, Fig. 23.

In the CAS group, the ’Data transformer to tCO2e’ receives through flow relationships the invoice data,
IoT-data, SBT, GWP-values from the IPCC and conversion factors from the conversion factor supplier.
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The ’Data transformer to tCO2e’ is represented as a business function. According to The Open Group
[61], a business function "represents a collection of business behavior based on a chosen set of criteria
(typically required business resources and/or competencies), closely aligned to an organization, but
not necessarily explicitly governed by the organization". The behavior of the business function is the
transformation of aforementioned data into tCO2es. Between business functions ’Data transformer to
tCO2e’, ’Report Generation’ and ’Report distribution’, the data objects ’tCO2e values’ and ’Carbon
accounting report’ are transported through ’flow relationships’. From the ’Report distribution’ business
function, through ’flow relationships’ carbon accounting reports flow to Regulatory bodies, Auditors
and CGI. The business function ’Data transformer to tCO2e’ is modelled further in 5.2.3, Fig. 24.

Fig. 22: Business Process of CAS.

5.2.2 Science-Based Target Formulation Business Process

In order to monitor environmental, social and governance (ESG)-progress, organizations need specific
targets which serve as a goal to achieve a reduction in Greenhouse Gas (GHG)-emissions. An official
target is the Science-Based Target (SBT), which is part of the Science Based Target Initiative (SBTi).
A SBT provides clear-defined pathways for organizations in order to reduce GHG-emissions to prevent
climate change and to enable future-proof business growth [38].

The formulation of Science-Based Target (SBT) as part of the SBTi is therefore a relevant business
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process, since SBTs need to be recorded in the database. Furthermore, the carbon accounting reports
in conjunction with the SBT serve as input for monitoring the progress of achieving the SBT and
ESG-progress. Organizations (CGI) report these targets to the CDP. The CDP is a not-for-profit
charity that runs the global disclosure system for investors, companies, cities, states and regions to
manage their environmental impacts [62]. For the business process behind formulating a SBT, see Fig.
23

Fig. 23: Business Process of Science-Based Target (SBT) formulation.

The CSR-department ’assigns’ the CSR-manager to ’trigger’ a business event ’Request new SBT’. The
Open Group [61] state that a business event "represents an organizational state change". Aforementioned
business process ’triggers’ the business function ’SBT formulation’, which groups the business processes
’Analyze current SBT and ’Formulate new SBT’. To analyze current SBTs, historical carbon accounting
reports are ’accessed’. This is to verify whether CGI is on track with meeting SBTs. Once current
SBTs are analyzed, this business process triggers ’Formulate new SBT’ which ’writes’ a new data
object ’SBT’. Once the business processes in the business function (SBT formulation) are completed,
the CDP is triggered to evaluate CGI’s SBT, which can either be approved or rejected. Once the SBT
is approved, it can be stored in the database.

5.2.3 Data transformation to tonnes of Carbon dioxide equivalent (CO2e)

The business function ’Data transformation to tCO2e’ is modelled more detailed in Fig. 24. The main
difference between Fig. 24 and Fig. 22 is the added business function ’Data merger’ before calculating
tCO2e values. Since the data comes from variable sources and has various formats, the Data merger
aggregates the data in a single dataset, represented by the ’carbon accounting data’ business (data)
representation. The ’carbon accounting data’, which then flows to ’Data transformer to tCO2e’, which
calculates tCO2e-values which are part of carbon accounting reports.
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Fig. 24: Business Process of Carbon Accounting Solution (CAS) data transformer.

5.3 Application Layer
The Open Group [63] states that "the Application Layer elements are typically used to model the
Application Architecture that describes the structure, behavior, and interaction of the applications
of the enterprise". For CAS, the structure of the solution is modelled, as well as the behavior (data
reading, writing, visualization, retrieval) and interaction (with an API) is modelled in Fig. 25.

Fig. 25: Application Layer model of Carbon Accounting Solution (CAS).

The ’carbon accounting User Interface (UI)’ both uses and is used by the ’Carbon Accounting and
Building Usage Application Programming Interface (API)’ and serves the CSR-Manager. Via the
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Carbon accounting UI data can be loaded into CAS, but also retrieved from CAS via CAS’s ’Carbon
Accounting and Building Usage Application Programming Interface (API)’. The ’Carbon Accounting
and Building Usage Application Programming Interface (API)’ uses and is used by two services; ’Carbon
Accounting Service’ and ’Building Usage monitoring Service’, which in turn are ’realized by’ the ’Carbon
accounting component’ and ’Building usage monitoring component’. Aforementioned components are
part of the Carbon Accounting Application. The Carbon Accounting Application is ’composed’ of
the aforementioned components. The ’Carbon accounting component’ aggregates data objects; SBT,
conversion factors, GWP values and Invoice data (kWh). Behind the ’carbon accounting component’,
equations 1 and 2 are executed, see below.

i=n∑
i=1

Li × CF i (1 revisited)

Where:

L: is the load in [kWh]

CFi: is the conversion factor in [kg CO2/kWh]

i: is consumption

kg CO2 × GWP (2 revisited)

Where:

kg CO2: is the amount of CO2 in [kg]

GWP : is the Global Warming Potential in [kg CO2e/kg CO2]

The carbon accounting component has as output ’carbon accounting data’. The building usage
monitoring component aggregates building usage data, which is accessed from extraction-transformation-
loading (ETL)-software (middle layer, see 4.5) which receives data via a flow relationship from IoT-
sensor(s). The carbon accounting application is composed of the carbon accounting and building usage
API. The IoT-data together with the carbon accounting data serve as input for correlation analysis.
For example, the carbon accounting data may show an increase in electricity consumption, which is
correlated with the (inefficient) use of Heating, Ventilation and Airconditioning (HVAC) equipment on
a specific floor shown by IoT-data.

5.4 Technology Layer
The Open Group [64] states that "the Technology Layer elements are typically used to model the
Technology Architecture of the enterprise, describing the structure and behavior of the technology
infrastructure of the enterprise". For CAS, the technical infrastructure is shown in Fig. 26.
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Fig. 26: Technology Layer model of Carbon Accounting Solution (CAS).

The cloud server is part of the back-end. Which cloud service is used (Azure, AWS, ..,) is beyond the
scope of this thesis. ’Cron’ (see 4.3 for description) triggers the ’Carbon accounting application’ which
is ’served by’ a ’Database Management System (DBMS)’. The DBMS serves the ’Carbon accounting
application’ by providing carbon accounting reports. The ’carbon accounting application’ is composed
of the ’carbon accounting and building usage API, which in turn communicates with the ’Carbon
Accounting UI’ via a private network. The ’Carbon Accounting UI’ serves the CSR-manager by
providing carbon accounting reports. The private network shows that the CSR-manager can connect
to CAS via the ’Carbon Accounting UI’ on a browser in a local device. Via a private network the
cloud server on which CAS runs is connected. How the cloud server is connected to further networks,
is beyond the scope of this thesis (network engineering problem). For example, it may be very well
possible that CGI uses multiple cloud servers located in different countries to run CAS. The networking
between CGI’s servers needs to be established on a Virtual Private Network (VPN). Such networking
challenges are beyond the scope of this thesis.
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5.5 Enterprise Architecture Demonstration and Evaluation
With the presented EAMs in Section 5.2, 5.3 and 5.4, the demonstration and evaluation of the EAMs
was done by using the requirements formulated in Chapter 4. The EAMs were demonstrated and
evaluated by verifying whether the requirements are met, which was done using feedback (listen in Table
E.3) from the ICT-Architects (listed in Table E.1) by assessing certain components (listed in Table
E.2) The requirements are summarized in Table 16 below, which is the same as the Table presented in
Chapter 4.

Table 16: Overview of covered requirements byEnterprise Architecture Model (EAM) of Carbon
Accounting Solution (CAS).

Code Description Demonstrated

FRQ1 The EAM shows how the CSR managers are facilitated in data to support the
CSR-Reporting.

✓

FRQ2 The EAM shows the practice of carbon accounting, monitoring and quantifica-
tion according to The Greenhouse Gas Protocol Scope 2 standard.

✓

FRQ3 The EAM shows the practice of carbon accounting, monitoring and quantifica-
tion according to the EN ISO 14064-1:2012 standard for quantification and
reporting of GHG emissions and removals at organization level.

✓

FRQ4 The EAM shows how data from IoT-devices can be used to facilitate insight
in a building’s electricity usage.

✓

FRQ5 The EAM shows how invoice data can be transformed to tonnes of CO2 per
month.

✓

FRQ6 The EAM shows the recording and monitoring of SBTs. ✓

FRQ7 The EAM shows user’s access to the data platform through a security and
authorization subsystem.

✗

FRQ8 The EAM shows how carbon accounting data and data from IoT-devices is
stored through cloud data storage.

✓

FRQ9 The EAM shows data lineage to ensure data traceability in the data platform
implementation.

✓

FRQ10 The EAM shows how an API handles requests between the database and CAS
by providing JSON-formatted data.

✓

FRQ11 The EAM shows how JSON is used to transport and store data within CAS. ✓

NFRQ1 The EAM shows modifiability of CAS ✓

NFRQ2 The EAM shows how monthly carbon accounting reports are generated ✓

NFRQ3 The EAM shows adaptability of CAS ✓

NFRQ4 The EAM shows modularity of the CAS (Additional NFRQ identified after
evaluation)

✓

FRQ1 is demonstrated by Figures; 21, 22, 25 and 26. Fig. 21 shows how the CSR-manager uses
a business service ’Carbon Accounting Service’ which is triggered by a business function ’Report
Generation Function’ and business event ’Request carbon accounting report’. The ’Report Generation
Function’ has as output a carbon accounting report. The ’Report Generation Function’ is shown in Fig.
22 with relation to other business functions of CAS and the data flows. Although Fig. 25 doesn’t show
the CSR-manager as an actor, it is shown how the carbon accounting application aggregates data, and
how via an API and carbon accounting UI data can be retrieved and loaded in the application. Via
the carbon accounting UI the CSR-manager communicates with the carbon accounting application,
demonstrated by Fig. 26.

FRQ2, FRQ3 and FRQ11 are demonstrated in Section 4.4. Fig. 27 shows how a CAS-user receives
carbon accounting data in JSON format.
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Fig. 27: Illustration of JSON formatted data wherein user receives carbon accounting data from CAS.

FRQ4 is demonstrated by Fig. 25. Fig. 25 shows how building usage data is collected from IoT-
equipment through ETL-middleware. The building usage data is aggregated by the carbon accounting
application, which realizes a building usage monitoring service connected to a dashboard (Carbon
accounting and building usage API). This dashboard is connected with the carbon accounting UI, which
can be used by the CSR-manager to retrieve data, see Fig. 26.

FRQ5 is demonstrated by Fig. 24, which shows how CAS uses the business functions ’data merger’ and
’data transformer to tCO2e’ to create carbon accounting data and tCO2e values which are inputs for
the ’report generation’ business function.

FRQ6 is demonstrated by Figures 22, 23 and 25. Fig 22 merely shows how CGI and the SBTi collaborate
to create an SBT, which is associated to a data flow entering CAS in the ’data transformer to tCO2e’
business function. Fig. 23 shows the entire process of formulating the SBT, for a full description see
5.2.2. Fig. 25 shows the SBT as a data object which is accessed by the ’carbon accounting application’
to generate ’carbon accounting data’ which is provided by a business service ’carbon accounting service’
that is used by a ’carbon accounting and building usage API’.

FRQ7 is not demonstrated by any EA-model. According to [EA1]: "Security and authorization
subsystems can not be properly modelled in ArchiMate". See also F7b in Table E.3.

FRQ8 and FRQ10 are demonstrated by Fig. 26. Fig. 26 shows how the carbon accounting application
runs on a cloud server, which furthermore includes the DBMS, Cron and the carbon accounting and
building usage API. The carbon accounting UI is used to connect with the API, to store all data on
the cloud server. The DBMS facilitates the storage of data in relational databases.

FRQ9 is not demonstrated by any model. However, according to [IV8]: "the data lineage concept is
facilitated by the OSDU-platform’s reference architecture". Meaning if CAS is developed on the OSDU
platform, the data lineage function will be an integral part of CAS provided by the OSDU’s reference
architecture. According to [EA1], EA-models are high level, and data lineage can not be modelled
as high level. [EA1] furthermore states that the requirement can be covered if the OSDU-platform
facilitates it.

NFRQ1; Modifiability is a sub-component of maintainability. According to ISO/IEC [65] maintainability
"represents the degree of effectiveness and efficiency with which a product or system can be modified
to improve it, correct it or adapt it to changes in environment, and in requirements". ISO/IEC [65]
furthermore state regarding modifiability; "Degree to which a product or system can be effectively and
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efficiently modified without introducing defects or degrading existing product quality". F2a in E.3,
Table E.3 mentions NFRQ1, which is shown in pink color in Fig. 28.

Fig. 28: Modifiability of Carbon Accounting Solution (CAS).

The model can be modified by adding a data object ’fleet usage data’ and a new component for electric
car management. This component should facilitate a calculation which converts kWh to tCO2e values.
Aforementioned component realizes an electric car management service, which is connected to the API.
Modifiability is demonstrated by adding a new data source (Fleet usage data), component (Electric car
management component) and application service (Electric car management service) which is connected
to the Carbon Accounting and Building Usage API. Adding aforementioned elements will not affect
the overall functionality of the EA-model and of the CAS. The relationship between adaptability and
modifiability is as follows. The adaptability pertains to how the CAS can be adapted for different usage
environments or evolving hardware. Whereas modifiability focuses on the CAS itself, by showing how
modifications can be done efficiently while having minimal impact on the CAS’s quality.

NFRQ2 is demonstrated by Fig. 26, which shows how Cron triggers the carbon accounting application
to generate a monthly report. This report is retrieved via the API and carbon accounting UI.

NFRQ3 mentions adaptability, which according to ISO/IEC [65] is the "degree to which a product or
system can effectively and efficiently be adapted for different or evolving hardware, software or other
operational or usage environments". NFRQ3 can be demonstrated as follows. The cloud server can use
different cloud services (Azure, AWS,..,), which shows a level of adaptability. Furthermore, a client can
use CAS only if there is a connection to the back-end (cloud server), see Fig. 29. In pink the front
end is now a different client, which uses a ’sustainability manager’ to communicate with CAS. [EA1]
mentions that adaptability is furthermore demonstrated by using a cloud server, because cloud servers
can be Linux servers, Windows servers, IBM servers etc. The cloud server provider which is variable
demonstrates adaptability, also because the model in Figures 26 and 29 mention a ’cloud server’. This
demonstrates that CAS can run on any server.
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Fig. 29: Adaptability of Carbon Accounting Solution (CAS).

After evaluation, it was identified that one more non-functional requirement is covered by the EAM.
[EA1] states that modularity is demonstrated by the EAM, which according to ISO/IEC [65] is the
"degree to which a system or computer program is composed of discrete components such that a
change to one component has minimal impact on other components". This non-functional requirement
which is now called NFRQ4 (The Enterprise Architecture Model (EAM) shows modularity of CAS), is
demonstrated by the layered modelling in ArchiMate. Changes in the application layer do not affect the
business nor technology layer. Changes in the business layer do not affect the application nor technology
layer. Changes in the technology layer do not affect the business nor application layer. Consider Fig. 28
again. By adding: data object ’Fleet usage data’, component ’Electric car management component’ and
service ’Electric car management service’, changes are made to the ’Carbon Accounting Application’
and the API in this specific layer. However, in the technology layer (Fig. 26) the ’Carbon Accounting
Application’ and API stay the same, also in terms of functionality and interface usage. There is no
impact on the components in the technology layer as a result of changes in the application layer.

5.6 Conclusion
Chapter 5 addressed the fourth activity in the Design Science Research Methodology (DSRM); demon-
stration and evaluation of an artifact. The artifact being the Enterprise Architecture Model (EAM).
To produce the EAM, SRQ4 was answered:

SRQ4: "To what extent does CAS’s initial enterprise architecture model comply with the requirements?"

The input for SRQ4 was the initial EAM presented in Chapter 4. Through evaluation sessions with
the ICT-Architects, the initial EAM was adapted and multiple more detailed EAM were developed.
These EAM were presented in Chapter 5 and complied with 93% of the requirements presented in
Table 16. FRQ9 could not be modeled with ArchiMate, however FRQ9 can be complied with if the
CAS is developed on the OSDU-platform. Furthermore, NFRQ4 was added later to the requirements,
since NFRQ4 was discovered by [EA1] after evaluation in feedback session 7 (see F7a in Table E.3)
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6 Conclusions And Reflection
Chapter 6 covers activity 5 of the DSRM; Communicate artifact. The objective was answering
the main research question (MRQ): "Which Enterprise Architecture Model (EAM) is needed for a
Carbon Accounting Solution (CAS) to facilitate carbon accounting, monitoring and quantification for
organizations?". The MRQ will be addressed in Section 6.1. Section 6.2 addresses how CGI can
implement a Carbon Accounting Solution (CAS) using the output of the research. The research
limitations are furthermore addressed in Section 6.2. Future research directions are elaborated upon in
Section 6.3. Finally, the link of the research to the study program Management of Technology (MoT)
is addressed in Section 6.4.

6.1 Main Research Question
The research objective was to develop a new ICT-artifact, which is an Enterprise Architecture (EA)-
model of a Carbon Accounting Solution (CAS) which shows the ICT-architecture of aforementioned
solution to facilitate carbon accounting, monitoring and quantification on an organizational level in
emission scope 2. To achieve the research objective, the following MRQ was formulated:

"Which Enterprise Architecture Model (EAM) is needed for a Carbon Accounting Solution (CAS) to
facilitate carbon accounting, monitoring and quantification for organizations?"

The research was conducted at the ICT- and Business Consulting Company CGI. By researching which
EAM was needed for carbon accounting in emission scope 2, a use case was executed for CGI. The
use case allowed for accessing empirical data by interviewing CGI-members with different expertise
in activities 2 (Requirements Elicitation), 3 (Design and Develop Artifact) and 4 (Demonstrate and
Evaluate Artifact). The MRQ was answered by using the Design Science Research Methodology
(DSRM). By following the DSRM’s activities, sub-research questions were answered which each gave
respective research outputs, which can be read in Subsection 6.1.1. The outputs of the DSRM together
created the EA-model (artifact) and furthermore answered the MRQ. See Table 17 for an overview of
the DSRM activities and in which Subsection the SRQs are covered.

Table 17: DSRM Activities, Sub-research questions (SRQ) and Subsections which address Activities.

Activity SRQ Addressed Subsection

1 Problem Identification and Motivation 1 6.1.1
2 Define Objectives of the Solution 2 6.1.2
3 Design and Develop Artifact 3 6.1.3
4 Demonstrate and Evaluate Artifact 4 6.1.4
5 Communicate Artifact MRQ 6.1.5

6.1.1 Problem Identification and Motivation

Activity 1 was addressed by answering SRQ1:

What is the knowledge base on which the development of an Enterprise Architecture Model (EAM) for a
Carbon Accounting Solution (CAS) should rely?

The knowledge base identified in activity 1 elaborated on concepts in order to develop an EAM for
a Carbon Accounting Solution. Since CGI wants do develop a CAS using the Open Source Data
Universe (OSDU)-Data Platform. Therefore, the first covered concept was data platform technology
and ecosystems. It was identified that data platforms can leverage development of new capabilities and
innovations. The elements of platform ecosystems were elaborated upon: the platform, applications,
ecosystems, interfaces and architecture. The ecosystem architecture consists of platform architecture
and the application microarchitecture. In this use case, the platform architecture is the OSDU’s
reference architecture and the application microarchitecture is the CAS’s architecture, which is modeled
by an EA-model.
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Carbon accounting as a concept was introduced. Carbon accounting refers to “the activity of measuring
[direct and indirect] carbon emissions and removals and retaining an ongoing inventory of operations-
based emissions” [5, p. 57]. The differences between emission scope 1, 2 and 3 were identified. Scope 1
entails direct emissions, scope 2 entails indirect emissions from imported utilities and scope 3 entails
indirect emissions that a site causes to occur but where it does not control the asset. Carbon accounting
and reporting standards such as the Greenhouse Gas Protocol and ISO 14064 were identified. Finally,
how Carbon dioxide equivalent (CO2e) values can be calculated using GWP values, conversion factors,
and activity data was identified.

6.1.2 Define Objectives of the Solution

Activity 2 was addressed by answering SRQ2:

What are requirements for a Carbon Accounting Solution (CAS) to develop an Enterprise Architecture
Model (EAM)?

The requirements were elicited through 13 expert interviews with CGI-members. Where needed,
scientific literature was used to formulate and assess the requirements. This resulted in a list of
functional and non-functional requirements (See Table 18), serving as the input for the initial EAM.

Table 18: Functional and non-functional requirements for the Enterprise Architecture Model (EAM) of
the Carbon Accounting Solution (CAS).

Code Description

FRQ1 The EAM illustrates how the CSR managers are facilitated in data to support
the CSR-Reporting.

FRQ2 The EAM illustrates the practice of carbon accounting, monitoring and quan-
tification according to The Greenhouse Gas Protocol Scope 2 standard.

FRQ3 The EAM illustrates the practice of carbon accounting, monitoring and quan-
tification according to the EN ISO 14064-1:2012 standard for quantification
and reporting of GHG emissions and removals at organization level.

FRQ4 The EAM illustrates how smart-data can be used to facilitate insight in a
building’s electricity usage.

FRQ5 The EAM illustrates how invoice data can be transformed to tonnes of CO2
per month.

FRQ6 The EAM illustrates the recording and monitoring of SBTs.
FRQ7 The EAM illustrates user’s access to the CAS through a security and autho-

rization subsystem.
FRQ8 The EAM illustrates how carbon accounting data and smart-data is stored

through cloud data storage.
FRQ9 The EAM illustrates data lineage to ensure data traceability in the CAS

implementation.
FRQ10 The EAM captures how an API handles requests between the database and

the CAS through exchanging JSON data
FRQ11 The EAM illustrates how JSON is used to transport and store data within

CAS.
NFRQ1 The EAM captures how monthly carbon accounting reports are generated in

an efficient manner.
NFRQ2 The EAM captures the use of CAS in different time intervals.

6.1.3 Design and Develop Artifact

Activity 3 was addressed by answering SRQ3:

How can the identified requirements for a Carbon Accounting Solution (CAS) serve as a building block
for the development of CAS’s Enterprise Architecture Model (EAM)?

Activity 3 had multiple outputs:
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1. Context-diagram;

2. Level 1 data flow diagram (DFD);

3. Initial Enterprise Architecture Model of the Carbon Accounting Solution.

Number 1 and 2 were developed after feedback of ICT-Architects. The context diagram shows the
inputs, outputs and actors of CAS, see Fig. 30.

Fig. 30: Context diagram of the Carbon Accounting Solution (CAS).
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For level 1 DFD, see Fig. 31.

Fig. 31: Level 1 DFD diagram of the Carbon Accounting Solution (CAS).
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The initial EA-model of the CAS is shown in Fig. 32

Fig. 32: Initial EA-model of the CAS.

The EA-model as shown in Fig. 32 was split up to multiple EAMs in the next activity with the use of
feedback from CGI’s ICT-Architects.

6.1.4 Demonstrate and Evaluate Artifact

Activity 4 was addressed by answering SRQ4:

SRQ4: "To what extent does the Carbon Accounting Solution (CAS)’s initial Enterprise Architecture
Model (EAM) comply with the requirements?"

The output of SRQ4 is a modified list of requirements (see Table 19) which is the input for several
Enterprise Architecture-models, which are summarized in Fig. 33. The requirements were evaluated
using the feedback of 7 ICT-Architecture sessions with 5 ICT-experts from CGI. The EA-models were
evaluated by the ICT-Architecture experts, see Appendix E for the evaluation framework used for
developing the EA-models.
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Table 19: Functional and non-functional requirements for the enterprise architecture model of the
Carbon Accounting Solution.

Code Description

FRQ1 The enterprise architecture model shows how the CSR managers are facilitated
in data to support the CSR-Reporting.

FRQ2 The enterprise architecture model shows the practice of carbon accounting,
monitoring and quantification according to The Greenhouse Gas Protocol
Scope 2 standard.

FRQ3 The enterprise architecture model shows the practice of carbon accounting,
monitoring and quantification according to the EN ISO 14064-1:2012 standard
for quantification and reporting of GHG emissions and removals at organization
level.

FRQ4 The enterprise architecture model shows how data from IoT-devices can be
used to facilitate insight in a building’s electricity usage.

FRQ5 The enterprise architecture model shows how invoice data can be transformed
to tonnes of CO2 per month.

FRQ6 The enterprise architecture model shows the recording and monitoring of SBTs.
FRQ7 The enterprise architecture model shows user’s access to the data platform

through a security and authorization subsystem.
FRQ8 The enterprise architecture model shows how carbon accounting data and data

from IoT-devices is stored through cloud data storage.
FRQ9 The enterprise architecture model shows data lineage to ensure data traceability

in the data platform implementation.
FRQ10 The enterprise architecture model shows how an API handles requests between

the database and the CAS by providing JSON-formatted data.
FRQ11 The enterprise architecture model shows how JSON is used to transport and

store data within the CAS.
NFRQ1 The enterprise architecture model shows modifiability of the CAS
NFRQ2 The enterprise architecture model shows how the CAS generates monthly

carbon accounting reports
NFRQ3 The enterprise architecture model shows adaptability of the CAS
NFRQ4 The enterprise architecture model shows modularity of the CAS (Additional

NFRQ identified after evaluation)

53



Fig. 33: Enterprise Architecture (EA)-model of CAS.

6.1.5 Communicate Artifact

Activity 5 was addressed by answering the MRQ:

Which Enterprise Architecture Model (EAM) is needed for a Carbon Accounting Solution (CAS) to
facilitate carbon accounting, monitoring and quantification for organizations?

The MRQ is answered using Fig. 33. The EAM of CAS in Fig. 33 enables CGI to develop a Software as
a Service (SaaS) which facilitates carbon accounting, monitoring and quantification on an organizational
level. Fig. 33 shows that the business function ’Report Generation’ triggers a business service ’Carbon
Accounting Service’ which uses and is used by the ’CSR-Manager’.

The ’Report Generation’ business function uses the application services ’Carbon Accounting’ and
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’Building Usage Monitoring’, which are realized by the ’Carbon Accounting Application’. The ’Carbon
Accounting Application’ aggregates data objects; Science-Based Target (SBT), conversion factors,
Global Warming Potential (GWP) values and Invoice data to generate ’Carbon Accounting Data’
through a ’Carbon Accounting Component’. The ’Building Usage Monitoring Component’ aggregates
’Building Usage Data’, which is offered by an extraction-transformation-loading (ETL) middleware
layer which structures data from the IoT-sensor(s). The aforementioned services use and are used by a
’Carbon Accounting and Building Usage Application Programming Interface (API)’, which in turn uses
and is used by a ’Carbon Accounting User Interface (UI)’.

Fig. 33 shows that the Carbon Accounting Application runs on a Cloud Server and that the Cloud
Server ’realizes’ the Carbon Accounting Application. The cloud server furthermore contains; the
Database Management System (DBMS) which controls storage of data in relational databases, Cron
to trigger monthly creation of carbon accounting reports, and the ’Carbon Accounting Application’
and ’Carbon Accounting and Building Usage Application Programming Interface (API)’. Via a private
network, the ’Carbon Accounting and Building Usage API’ is connected to a ’Carbon Accounting UI’,
which serves the corporate social responsibility (CSR)-Manager. The cloud server and components form
the back-end, the front-end is used by the CSR-manager to communicate with CAS via a local browser.

The EA-model of CAS covers and demonstrates 14/15 of the requirements as formulated in Table 19,
excluding FRQ7 (The enterprise architecture model shows user’s access to the data platform through a
security and authorization subsystem), due to ArchiMate’s limited ability to model such a requirement.

The findings of the research can be generalized to similar organizations such as CGI, i.e. office buildings.
The business processes, application architecture, and physical infrastructure for such buildings will not
vary much. Especially since CAS can run on a remote cloud server, and the interfaces can be accessed
through APIs via private networks. Policy wise, all organizations should report to the CDP and the
reporting standards of the Greenhouse Gas Protocol and ISO 14064 should be complied with. The
findings of the research can be generalized in lesser degree to energy intensive facilities, because the
IoT-component is more prominent in such facilities. The IoT-component in this research is simplified,
and serves as a basis for further development efforts of CAS.

Academic and Societal Contribution
The thesis adds to the academic body of knowledge because it is the first Enterprise Architecture Model
(EAM) which shows how carbon accounting can be facilitated on an organization level. Furthermore,
key business processes, policies, actors, application architecture and the architecture of physical
infrastructure were identified in the thesis. The thesis provides a comprehensive overview and shows
relationships between aforementioned. The elicited requirements for developing a Carbon Accounting
Solution (CAS) may serve as input for more advanced development of carbon accounting systems.

The societal contribution of the thesis consists of indirect environmental benefits the EAM will initiate
and facilitate. When (energy-intensive) organizations use the EAM to adopt a Carbon Accounting
Solution, more insight in current emissions will be generated through carbon accounts. Organizations
can act upon insights which are data-driven by adopting mitigating efforts to halt indirect emissions.
Finally, CAS enables monitoring the impacts organizational interventions have on the reduction of
CO2-emissions.

Compliance with Design Science Research Project Requirements
The requirements Design Science Research projects need to fulfill were listed on page 4. Johannesson
and Perjons [16, p. 8] mention the following: (1) rigorous research methods are required to produce
new knowledge of general interest, (2) the knowledge produced has to be related to an already existing
knowledge base, in order to ensure that proposed results are both well founded and original, and (3)
the new results should be communicated to both practitioners and researchers.

The rigorous research methods used in the thesis consists of: 13 semi-structured interviews, assessment
of interview findings with scientific literature, and the use of scientific literature to strengthen the
knowledge base. The knowledge produced (Enterprise Architecture Model) contributes to the existing
knowledge base of platform technology, enterprise architecture, and GHG-accounting. The results
were communicated with scientific peers and ICT-professionals through the thesis and public defense.
Furthermore ICT-architects were involved throughout development of the EAM, which resulted in
continuous communication. In short, the results were communicated to researchers (from the TU-Delft)
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and practitioners (from CGI).

6.2 Implementation Recommendations and Research Limitations
6.2.1 Implementation Recommendations

The following recommendations to implement CAS are presented. CAS is a SaaS developed on the
Open Source Data Universe (OSDU)-Platform. This means that CGI’s developers need to be mindful
of the OSDU’s reference architecture. Consider FRQ9: The EA model shows data lineage to ensure
data traceability in CAS. This requirement is not covered in the EA-models, since the OSDU facilitates
the data lineage concept provided that the application is developed on the OSDU-Platform. Therefore,
implementation of data audit trails is not the concern of CGI’s software engineers.

Following the EA-model of CAS as in Fig. 33 will allow CGI to develop a SaaS which is adaptable,
modular, and modifiable, due to the feature of adding components to the carbon accounting application,
which can realize different services (e.g Electric Car Management Service) that can be connected to the
already existing Carbon Accounting and Building Usage API. Modularity is provided by the EA-model
due to the layered modeling. This means that CGI’s software engineers should follow the EA-model
when developing CAS.

The final implementation recommendation pertains to the cloud server storage. The EA-model of CAS
does not specify which cloud server and which cloud service has to be used, since the functionality of
CAS is independent of the aforementioned. The same holds for the automatic scheduler Cron, which
can run on any cloud server using any cloud service. This provides CGI’s software developers and
clients with freedom regarding which cloud servers and cloud services to use.

6.2.2 Research Limitations

In this specific research, the objective was to develop an Enterprise Architecture Model of a Carbon
Accounting Solution which shows the ICT-Architecture needed to facilitate carbon accounting, mon-
itoring and quantification on an organization level. The limitation of this research lies in the latter
part of the research objective which specifies the organizational level, the organization being CGI
here. One component of the research and EAM is IoT-sensors to gain insight in building usage data.
It is debatable whether IoT-Technology is necessary and relevant for office buildings like CGI, since
such buildings do not have many energy usage fluctuations compared to energy intensive facilities (oil-
and gas facilities, (steel) production facilities). The IoT-data should facilitate correlation analysis for
CGI, by showing explanations for increase/decrease of tCO2e-values (as shown in carbon accounting
reports) with the use of IoT-data showing increase/decrease/(in)efficiencies in energy consumption of
for example Heating, Ventilation and Airconditioning (HVAC)-equipment. However, such correlation
analysis and IoT-data may be more fruitful for energy intensive facilities. There is a possibility that
the IoT-sensor data may not result in extra insights for CGI, which would actually mean that the extra
energy used for IoT-sensors and software is a waste, and the IoT-component of the EAM becomes
obsolete. The reason for including IoT-Technology in the research and EAM, is because this allows CGI
to use the EAM to develop a CAS which can be used for their respective clients. The IoT-components
in the models show a rather simplified view of what in general are complex systems. The point was
to show where data from IoT-devices comes from, how a middleware layer creates uniform data, and
how this data in conjunction with the carbon accounts can give insights in the effectiveness of emission
reducing interventions.

Another research limitation pertains to the modeling method language and tool (ArchiMate language
and ArchiMate tool). ArchiMate is strong in modeling the complete Enterprise Architecture (EA) by
making distinction between business, application and technology layers. However, ArchiMate’s weakness
lies in detailed data modeling. For example, detailed data modeling includes models of relational
databases. Database modeling, which includes class-diagrams and entity-relationship diagrams is not
facilitated by ArchiMate, however with Unified Modelling Language (UML) this can be facilitated.
Therefore, there should be considered whether a combination of ArchiMate and UML should be used
to provide more detail. The details that UML can facilitate in terms of database modeling, serves the
purpose of giving the software- and database engineers more complete information to develop the CAS.
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Finally, conversion factors or emission factors should always be up-to-date, so that the calculations
for Carbon dioxide equivalent (CO2e) are correct. Cloud server storage facilitates storage and usage
of continuously changing values (conversion factors), which results in up-to-date carbon accounting
reports.

6.3 Future Research Directions
6.3.1 Data Governance

Governance refers to what decisions must be made to ensure effective management and use of IT
(decision domains) and who makes the decisions (locus of accountability for decision making) [66]. Data
governance is a success "practice" to derive business value from data assets [66]. With the rather new
phenomenon of carbon accounting, new data assets are created within and across business domains.
Multiple actors need access to the data for their specific business goals. The data is furthermore an
asset for strategic decision making. Deciding who makes decision regarding the data and with the data,
is part of data governance. The following question can be formulated as basis for further research:
Which data governance strategy with respect to carbon accounting maximizes the business value?
Opportunities: A sound data governance strategy to utilize data as an organizational asset.

6.3.2 Enterprise Architecture-modeling for Carbon Accounting

In this research, the focus was creating an EA-model for a Carbon Accounting Solution (CAS) in
emission scope 2 on organizational level. However, the second most carbon intensive emission scope is
scope 3, which include indirect emissions from business travel. How does the EA-model change when
all emission scopes are included? Furthermore, in this research the input for calculating tCO2e-values
were kWh-values from the energy-supplier’s utility bills (invoice data). There needs to be a Carbon
Accounting Solution which calculates tCO2e-values when other primary data is the input (e.g. data
from gas utilities). The EA-model developed in this research may serve as input for a research which
covers all emission scopes and focuses on energy intensive facilities. The research question could be:
Which Enterprise Architecture (EA)-model is needed to facilitate carbon accounting in all emission
scopes for energy intensive facilities?
Opportunities: An EA-model which serves as a blueprint to develop a complete solution which facilitates
carbon accounting for all emission scopes.

6.4 Link to MoT program
According to TU Delft [67], the following criteria are set for an MoT Thesis:

• "the work reports on a scientific study in a technological context (e.g. technology and strat-
egy, managing knowledge processes, research & product development management, innovation
processes, entrepreneurship);

• the work shows an understanding of technology as a corporate resource or is done from a corporate
perspective;

• students use scientific methods and techniques to analyze a problem as put forward in the MoT
curriculum".

This research shows how platform technology in the form of a Software as a Service (SaaS) (Carbon
Accounting Solution (CAS)) can be used as an organizational resource, to facilitate carbon accounting,
monitoring and quantification in emission scope 2. When organizations use said technology as a
resource, this may result in competitive advantage because a sound carbon accounting reporting
strategy increases an organization’s credibility, therefore attracting more clients. The Design Science
Research Methodology (DSRM) is used to create an artifact (Enterprise Architecture (EA)-model)
which shows the ICT-Architecture which facilitates the aforementioned goal. Furthermore, in specific
phases of the DSRM, semi-structured expert-interviews were conducted.

It is noticeable that organizations (CGI) and industries are under increased pressure to become more
’green’. Furthermore, there is increased emphasis on being able to prove ’how green/CO2-neutral’ an
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organization is with the use of data. Therefore the Management of Technology (MoT)-program should
put more emphasis on environmental aspects by adopting these in the curriculum.
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Appendices
A Alternative terms for carbon accounting

Table A.1: Alternative terms used for carbon accounting. [4].

Scale Alternatively used terms

National
scale

Account for CO2 emissions, carbon emissions accounting, (GHG) emission accounting, CO2 (emis-
sion) accounting, carbon storage accounting, accounting for biospheric carbon exchange, biospheric
carbon accounting, carbon stock accounting, Canada’s national forest carbon . . . accounting, C
accounting, GHG inventory carbon accounting, (sub-) national emission accounting, (national)
carbon footprint accounting, accounting for climate change, full carbon (and GHG) account-
ing, accounting for greenhouse gas (GHG) emissions, consumption-based emission accounting,
accounting for ‘emissions from consumption’, greenhouse gas (GHG) accounting, accounting
for virtual carbon, carbon debt accounting, climate change accounting, accounting for carbon
and other GHG emissions, accounting for sulfur dioxide emissions, national GHG accounting,
physical carbon accounting, political carbon accounting, market-enabling carbon accounting,
financial carbon accounting, social/environmental carbon accounting, national and project level
carbon accounting, global-scale carbon accounting, national scale carbon accounting, accounting
for carbon stock changes, carbon and land use accounting, environmental accounting for GHG,
footprint accounting

Project
scale

Project-based greenhouse gas accounting, accounting for biospheric carbon stock changes, carbon
accounting system, accounting for carbon sequestration, (average) carbon stock accounting, trade-
based carbon sequestration accounting, carbon trade accounting, project level (carbon) accounting,
forest carbon accounting, greenhouse gas (GHG) mitigation accounting, green accounting, physical
carbon accounting, emissions accounting, GHG inventory accounting, accounting for carbon
sequestered, carbon flow accounting, accounting of non-CO2 gases, (full) accounting of forest
carbon stock changes, accounting of forest carbon sinks and sources, carbon tax accounting,
carbon credit accounting, GHG project accounting, Kyoto forest carbon accounting, accounting
emissions reductions, account for GHG reductions, carbon (C) accounting, forest management C
offset accounting, climate accounting, (carbon) offset accounting, greenhouse gas offset accounting,
carbon sequestration accounting, national forest carbon accounting, accounting of carbon stocks
and fluxes, greenhouse gas (GHG) accounting, accounting for carbon sinks, accounting for
emissions, full net–net carbon accounting

Organizational
scale

(Carbon) emissions accounting, accounting for emission rights, GHG project accounting, (corpo-
rate) greenhouse gas (GHG) emissions accounting, national and corporate emissions accounting,
carbon sinks accounting, accounting for greenhouse effect, CO2 (emissions) accounting, carbon
emission and sequestration accounting (CES accounting), carbon financial (statement) accounting,
accounting for emission allowances, carbon cost accounting, accounting for carbon, carbon data
accounting and reporting, accounting for carbon emission permits, accounting for the European
Union’s new emissions trading scheme, pollution offset accounting, ‘carbon footprint’ accounting,
carbon credit accounting, (corporate) greenhouse gas (GHG) accounting, supply-chain GHG
accounting, accounting for emission reductions, carbon business accounting, life cycle carbon
cost accounting, carbon strategic management accounting, emissions rights accounting, whole life
carbon accounting, corporate level (carbon) accounting, climate change accounting, CO2 account-
ing, carbon storage accounting methods, accounting for greenhouse gas emissions, ‘engineering
accounting’, greenhouse gas (GHG) foot-printing, carbon capture and storage, accounting for
carbon regulatory obligations, accounting for held emission credits and offsets, accounting and
assuring corporate GHGs, accounting for carbon commodities products, accounting of that permit,
accounting of GHGs, accounting for climate change, carbon-related accounting, non-financial
accounting and reporting framework with regards to carbon, accounting for CO2 flows, carbon
management accounting, monetary carbon accounting, physical carbon accounting, carbon capital
expenditure accounting, carbon flow accounting, carbon capital impact accounting, accounting
for externalities such as carbon pollution, accounting and reporting of carbon emissions

Product
scale

(GHG) emissions accounting, carbon flow accounting, CO2 accounting, forest biomass carbon
pools accounting, accounting for greenhouse gas emissions, climate accounting, accounting for
carbon footprints, greenhouse gas accounting, carbon accounting life cycle assessment, greenhouse
gas and carbon accounting
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B List of Interviewees for Requirements Elicitation

Table B.1: Interviewees for requirements elicitation.

Code Country Experience Level Job Title Role / Knowledge

IV1 NL Senior Consultant Data Engi-
neering

Data Science

IV2 NL Senior Consultant Data engineering
IV3 NL Senior VP Consulting Expert Sustainability Advisor
IV4 NL Senior CSR Manager Sustainability Reporter
IV5 SW Senior Consultant Sustainability
IV6 NL Senior Director Consulting Ser-

vices
Delivery / Data Uni-
verse

IV7 FI Senior Lead Consultant Regu-
latory Compliance and
Risk

ESG regulation

IV8 NL Senior VP Consulting Expert Advanced Analytics
IV9 DE Senior VP Consulting Internal Computer Science
IV10 NL Senior Consultant Software Architect; elec-

trical grids, IoT
IV11 NL Medior Consultant Game Design, Data vi-

sualisation
IV12 NL Senior Consultant IoT
IV13 DE Senior VP Consulting Expert CSR

66



C Interview Protocol For Requirements Elicitation - Architecture

Date:
Opening Statement
You are being invited to participate in a research study for a Master Thesis titled [Organizational
decarbonization: a data architecture model for carbon accounting, monitoring and quantification]. The
Master Thesis is conducted by Prashant Badaltjawdharie from Delft University of Technology.

The purpose of the research study is to develop a data architecture model, which captures how
organizations can use open source data platform implementations to foster carbon accounting, monitoring
and quantification in emission scope two. Scope two represents one of the largest sources of GHG
emissions globally: the generation of electricity and heat now accounts for at least a third of global
GHG emissions (source: https://ghgprotocol.org/sites/default/files/standards/Scope%202%20Guidanc
e_Final_Sept26.pdf). On both an academic as practical level there are many unknowns with regards
to carbon accounting, monitoring, and quantification facilitated by open source EA-model platform
implementations. I aim to identify requirements on several but not limited to the following aspects:
(a) data sources and types (b) data configurations (c) carbon accounting and reporting standards
(e.g. Greenhouse Gas Protocol and EN ISO 14064-2:2012) (d) automatic data conversion to carbon
equivalents (CO2e) (e) time intervals for carbon footprint display (e.g. monthly or (near) real-time).

Since CGI aims to become a net-zero carbon emissions organization by 2030, and aims to offer ICT-
services to clients with regards to decarbonization, I would like to interview several CGI members. Your
input is important for eliciting requirements for the EA-model. Your input may furthermore introduce
new aspects for data requirements. Eventually, the gained insights through this research study can
contribute to CGI’s business performance and innovativeness.

I would appreciate if you take the time to participate in the interview. The interview consists of 12
questions and is divided in two parts. Part one aims to identify what CGI’s current practices are for
carbon accounting. Part two focuses on eliciting requirements for the EA-model. The interview should
take approximately 30 - 45 minutes of your time. Your responses are voluntary and will be confidential.
All responses will be compiled together and analyzed as a group. I believe there are no risks associated
with this research study; however, as with any online related activity the risk of a breach is always
possible.

You will receive a copy of the master thesis after completion.
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Interview Questions Requirements Elicitation
Part one: Analysis of Existing Systems
A1. What is your role in the development of a tool for carbon accounting?
Part two: Requirements Elicitation EA-model
A2. For which stakeholders (both internal and external) is carbon accounting data relevant?
A3. To which standards for carbon quantification do you want the information system to

comply?
A3.1 To which standards for carbon monitoring do you want the information system to comply?
A3.2 To which standards for carbon reporting do you want the information system to comply?
A4. What functionalities should the data platform provide at the bare minimum?
Part two: Requirements Elicitation EA-model - Data Requirements
A5. In emission scope two, which data sources and types are most important to collect for

the data platform?
A6. Who should be able to access the data?
A7. How should data be stored?
A8. What is a reasonable time interval for the data platform to display carbon data?
A9. Do you foresee problems with sharing data between the electricity supplier and CGI?
A9.1. How can daily data sharing between electricity supplier and CGI be ensured? (i.e. hold

the electricity supplier accountable?)
A9.2. How can trustworthiness of data be ensured with regards to data exchange between

electricity supplier and CGI?
A9.3. In which format should data be shared with CGI?
A9.4. How can traceability of GHG emissions data be ensured in the data platform?
Interview Wrap-up
10. Do you have any final comments?
11. Do you recommend other CGI members whom I should interview?

Ending Statement
I sincerely thank you for participating in the interview. The results of the interview will be analyzed
to formulate requirements for the EA-model. The results will be shared with the interviewees. It is
possible that post-interview it is necessary to ask follow-up questions. Please indicate if you consent
with answering possible follow-up questions post-interview.
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D ArchiMate Elements and Description
D.1 Business Layer Elements

Fig. D.1: Business Layer Elements and Descriptions [61].
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D.2 Application Layer Elements

Fig. D.2: Application Layer Elements and Descriptions [63].
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D.3 Technology Layer Elements

Fig. D.3: Technology Layer Elements and Descriptions [64].
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D.4 Relationships

Fig. D.4: Relationships and Descriptions [68].
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E Evaluation Framework for Enterprise Architecture Modelling of CAS
E.1 List of ICT-Architects for Model Evaluation, Demonstration and Improvement

List of CGI’s ICT-Architects involved in model evaluation, demonstration and improvement. The code
EAx stands for Enterprise Architect1, 2, ..., n.

Table E.1: ICT-Architects involved in model evaluation, demonstration and improvement.

Code Country Experience Level Job Title Role / Knowledge

EA1 NL Senior Principal ICT-
Architect

ICT-Architecture

EA2 NL Senior Director Consulting
Expert

Agile, DevOps, Emerg-
ing Technologies

EA3 NL Senior Director Consulting
Expert

ICT-Architecture

EA4 NL Senior Senior Consultant ICT-Architecture
EA5 CA Senior Senior Consultant ICT-Architecture

E.2 Evaluation Aspects of Enterprise Architecture Model Components

Table E.2: Evaluation aspects of Enterprise Architecture components

Enterprise Architecture Com-
ponent

Evaluation Aspects

Requirements Completeness, correctness, quality
Coverage by models
Demonstration by models

Modelling Conform ArchiMate modelling language; relationships, correct ele-
ments
Separation of ICT-architecture in correct modelling layers
Business Process Modelling; correctness, coherence, readability
Application Modelling; relationships with data, data aggregation,
dashboarding
Technology Modelling; does the physical infrastructure support the
purpose?
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E.3 Overview of Feedback on Enterprise Architecture Model

In Table E.3 the feedback received from the ICT-Architects is summarized. The feedback was given in
7 sessions. Per session, the feedback is coded as Fna with n being the session number ranging from
[1 − 7] and a being the feedback ranging from [a, b, .., n].

Table E.3: Overview of Feedback on Enterprise Architecture Model

Session Code Feedback

1 F1a Split the components in the correct modelling layer, respecting ArchiMate’s
order of modelling (i.e. start with business modelling, then application mod-
elling, then technology modelling)

F1b ICT-solutions start with business processes, so model the business process first
F1c Consider modelling data flow diagram (DFD)s in ArchiMate
F1d Database update process can be deleted, it is ’obvious’ that this needs to

happen
F1e Does your text support the models? Keep asking yourself this.

2 F2a Show how your models change (modifiability) when CGI decides to add electric
cars/gas equipment to CAS

F2b Show how your models change (adaptability) when CGI decides to offer CAS
to a client

3 F3a Remove data stores from DFD, they don’t add to logical data flows
F3b emphasize that services, applications and functions are exactly that by typing

it out
4 F4a The dashboard in the app. layer is sufficient? Do we just look at a dashboard?
5 F5a DFDs have no starting point, call it data source/data origin.
6 F6a The models are far more readable and demonstrate the requirements for a big

part
7 F7a Modularity (which is a non-functional requirement) is also demonstrated by

your models due to ’gelaagdheid’ i.e. modelling in layers
F7b Security and authorization subsystems (FRQ7) can not be properly modelled

in ArchiMate
F7c Data lineage is demonstrated if you explain this is provided by OSDU’s

reference architecture.
F7d modifiability and adaptability are clearly demonstrated; by using cloud servers

adaptability is furthermore demonstrated, since cloud servers can run on
different systems (Windows, Linux)

F7e [EA1] states: "The models are sufficient for master level research work and
they cover about 90% of requirements"
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