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Abstract

Busbars are one of the most crucial components in the electricity grid and, as such, must always be

protected against all types of faults. The busbar differential protection is a protection scheme typically

utilized to protect the busbar system in high-voltage substations. Nevertheless, due to the vast number

of substations in the distribution level and the high cost of differential busbar protection, DSOs try

to implement more cost-effective protection schemes for the busbars. This includes using various

communication-based protection schemes, such as the reverse-blocking scheme that Stedin implements.

However, due to impedance grounding, the single-phase-to-ground short circuit current can reach small

values in magnitude in medium voltage distribution grids, making detecting it more challenging for

these protection schemes. That is the problem that Stedin experiences in its network. In this thesis, a

novel communication-based protection scheme is proposed as a solution to this problem. The protection

scheme utilizes the IEC 61850 standard and the currently available infrastructure Stedin owns. The

scheme can be considered a distributed protection scheme. The grid is modeled in RTDS, and a HiL

simulation is carried out to test the protection scheme. The extensive simulations show that this scheme

can detect single-phase-to-ground busbar faults in impedance earthed networks. Some limitations of

the proposed scheme are also seen in the simulation results. Furthermore, a centralized approach for

busbar protection is discussed. Two algorithms are developed based on GOOSE and SV messages,

respectively. HiL simulations are carried out for these centralized algorithms too. The advantages and

the considerations for implementing centralized protection are discussed. These findings can serve as a

basis for further research for Stedin in the domain of centralized protection.

Keywords: busbar protection, IEC 61850, distributed protection scheme, centralized protection, RTDS

testing
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1
Introduction

1.1. Introduction to power system protection
The electrical power system serves to generate and supply electrical energy to consumers in a reliable

way. As such, it needs to operate in a safe and reliable manner at all times. Even though electrical

power systems operate with a high level of reliability, they are still vulnerable to severe disturbances

resulting from a variety of faults and other contingencies like sudden disconnection of heavily loaded

lines, lightning or sudden outage of components.

The protection system aims not to prevent the occurrence of faults completely but to detect the faults

and take corrective actions to ensure personnel safety and limit the possible system and equipment

damage.

The four most important requirements for the protection (also known as the 4S) are:

• Speed : the protection device must detect the fault and take corrective actions in a fast manner in

order to decrease the damage that is caused. Usually, the times are in the order of milliseconds.

• Selectivity : the protection device must interrupt only the faulted components, thus disconnecting

only the minimal part of the network. Coordination of the protection devices (with operating or

timing characteristics) is essential in achieving selectivity.

• Sensitivity : the protection device needs to be sensitive enough in order to detect abnormal

conditions and initiate corrective actions for every fault in their zone of protection.

• Security : the protection device must not operate improperly for any fault type outside their

respective protection zones or for normal grid conditions.

Prompt and reliable operation of the protection is necessary in order to achieve the required reliability

of the power system. To accomplish this, the system is normally divided into protection zones (which

can overlap), each one of which has its own protection scheme that monitors the voltage and current in

it for any abnormalities. One possible way of dividing the system in protection zones is presented in

Figure 1.1, where the different colours represent different protection zones. In this figure (from left to

right), one can see: a feeder protection zone, busbar zone, another feeder and one more busbar zone, a

transformer protection zone, and finally a generator protection zone.

1



1.2. Symmetrical components 2

Figure 1.1: Possible division of a grid in protection zones [1]

In case of a fault, the protection system that is nearest to the fault will operate and disconnect its

zone, thus providing selectivity of the protection. Zones are intentionally made to overlap, in which

way it is guaranteed that no part of the network is left unprotected.

1.2. Symmetrical components
Any set of three unbalanced phasors of a three-phase system can be decomposed into a set of three

balanced systems of phasors [2].

The new set of the three balanced systems will consist of three positive-sequence quantities,

three negative-sequence quantities and three zero-sequence quantities. The first of which is equal in

magnitude and symmetrically displaced by 120
◦

(electrical degrees) in the same direction as the phase

displacement of the original set of unbalanced phasors. The second ones are also equal in magnitude

and symmetrically displaced by 120
◦
, however the phase displacement is in the opposite direction than

the phase displacement of the original set of phasors. Finally, the zero-sequence quantities are equal in

magnitude and phase [3]. Graphically this is presented in Figure 1.2.

Figure 1.2: Decomposition of an unbalanced system in symmetrical components

If we assume that the phasors shown in the above figure are voltage phasors 1, then for the initial set

of phasors we can write:

𝑉𝑎 =
1√
3

(𝑉1

𝑎 +𝑉2

𝑎 +𝑉0

𝑎 ) , (1.1)

𝑉𝑏 =
1√
3

(𝑉1

𝑏
+𝑉2

𝑏
+𝑉0

𝑏
) , (1.2)

𝑉𝑐 =
1√
3

(𝑉1

𝑐 +𝑉2

𝑐 +𝑉0

𝑐 ) . (1.3)

1the same principle is used for the current phasors as well



1.3. IEC 61850 standard 3

If one follows the above-mentioned correlation between the positive-sequence, negative-sequence,

and zero-sequence components, and the operator a is introduced as 𝑎 = 𝑒 𝑗2𝜋/3
, the following conversion

matrix between the unsymmetrical phasors and the set of symmetrical components is derived:


𝑉𝑎

𝑉𝑏

𝑉𝑐

 =
1√
3


1 1 1

1 𝑎2 𝑎

1 𝑎 𝑎2



𝑉0

𝑎

𝑉1

𝑎

𝑉2

𝑎

 . (1.4)

For calculating the other way around, from unsymmetrical to symmetrical components, the following

equation can be used 2: 
𝑉0

𝑎

𝑉1

𝑎

𝑉2

𝑎

 =
1√
3


1 1 1

1 𝑎 𝑎2

1 𝑎2 𝑎



𝑉𝑎

𝑉𝑏

𝑉𝑐

 . (1.5)

By decomposing the three-phase unbalanced system by the method of symmetrical components,

the unsymmetrical components can be treated in the same manner as the symmetrical ones, which

means that solving them becomes an easier task. This makes the method of symmetrical components

an attractive tool for protection engineers. Since some of the symmetrical components can be treated as

signature values for specific types of faults (i.e., the zero-sequence component is mainly related to single

phase-to-ground faults), an increasing number of protection functions are operating solely based on the

symmetrical values [3].

1.3. IEC 61850 standard
Nowadays, Intelligent Electronic Devices (IEDs) are the backbone of the protection schemes [4]. They

receive a set of signals from the Current Transformer (CT) and the Voltage Transformer (VT) or

non-conventional instrument transformers (NCIT) and act based on the implemented protection logic.

These devices use digital signal processors (DSP) optimised for real-time signal processing, which

are running the mathematical algorithms for the different protection functions [1]. The digitisation

of these devices also implies that communication among IEDs is easier to be achieved. In order to

facilitate communication in substations, the IEC 61850 communication standard was developed [5].

This provides a standardized communication protocol within substations, which provides a powerful

user-defined programming and a state-of-the-art communication platform [6]. As a result, this standard

allows for interoperability and communication between IEDs independent of their vendor since they all

support the IEC 61850 protocol . As such, it is a prerequisite for intelligent applications and empowers

the use of new, more custom-designed communication-based protection schemes, making them more

feasible and easy to implement [7].

Some of the specific communication service mappings [8], are:

• Generic Object Oriented Substation Event (GOOSE), which serves for transmitting circuit breaker

statuses, blocking and tripping commands, interlocking, and other commands which are binary in

nature. It can be seen as a Publish-Subscribe model, where there is at least one GOOSE sending IED

and one or more GOOSE receiving IEDs. The message is sent to all of the IEDs that are connected

to that network, however only the subscribing IEDs are actually retrieving this information and

getting the required data.

• Sampled values (SV), which serve for transmitting measured values (voltages, currents, frequency)

from the network to the IEDs. These measured values on the primary side are analog signals,

which then are converted to digital before being processed and communicated.

2this is the power-invariant transformation, while also a power-variant transformation is possible as presented in [2]
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1.4. Problem definition
Stedin is a Distribution System Operator (DSO) in the provinces of South Holland, Utrecht, and Zeeland.

It is responsible for the operation of the sub-transmission and distribution network. A standardized

operational grid topology according to the policy of Stedin is shown in Figure 1.3.

Figure 1.3: One-line diagram of a typical 10kV substation in Stedin’s network

This part of the network is a 10 kV substation fed from the 50 kV sub-transmission grid through two

power transformers in YNd connection. In some operating scenarios, one of the power transformers can

be switched off and serve as a hot backup, which means that the substation will be powered by only one

power transformer.

The grid is grounded through a high resistance in order to limit the magnitude of the short-circuit

faults compared to a directly grounded grid. On the other hand, it also decreases the magnitude of

the transient over-voltages during faults compared to an isolated network, helps to minimize the effect

of ferroresonance, and makes it possible for the short-circuit to be located [9] when compared to an

isolated network. As the substation is connected to the delta side of the transformer, it means that

there is no star-point available for the grounding, therefore a solution by making use of a zig-zag (ZZ3)

transformer is used. The ZZ transformer is a special type of transformer used to provide a star-point

in delta networks through which the network can be grounded [10]. The one-line schematic of the

connection of the ZZ transformer, along the zero-sequence current distribution in it, can be seen in

Figure 1.4.

3in the rest of the thesis, the abbreviation ZZ will always be used for the zig-zag transformer
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Figure 1.4: Schematic of the connection of a ZZ transformer

The resistance through which the ZZ transformer star point is earthed is chosen in such a way

that it limits the zero-sequence current that passes through the ZZ transformer itself, in a case of a

single-phase-to-ground fault, to 1000 A. According to this criterion, for 10kV substations, a resistance of

18Ω is used. Additionally, Stedin’s policy requires that only one ZZ transformer can be connected at all

times, meaning that one of them is only serving as a reserve. That can be seen from Figure 1.3, where

the feeder that connects the ZZ transformer 2 to the busbar is switched off.

The outgoing feeders represent all the outgoing connections to other substations or to the customers,

and in this scheme, for simplicity, they are presented as only one outgoing feeder. In reality, there are

multiple outgoing feeders on both Section 1 and Section 2 of the busbar system.

The protection scheme of the substation is as follows:

• The transformers 1 and 2 are protected by using the transformer differential protection function.

• The incoming feeders, the outgoing feeders, the bus coupler, and both of the feeders through

which the ZZ transformers are connected are protected by using non-directional and earth-fault

over-current IEDs.

• The busbar system is protected with a combination of all of the over-current IEDs by utilizing the

so-called reverse-blocking scheme (explained in Section 3.1).

In case of a short-circuit occurring on any of the outgoing feeders, only the IED on that outgoing

feeder needs to take corrective actions (i.e., to trip the circuit breaker (CB) of that feeder), meaning that

the rest of the network can continue its operation undisturbed. On the other hand, in the case of a

short-circuit on the busbars, the IEDs on the incoming transformer feeders need to operate according to

the logic of the reverse-blocking scheme and disconnect the busbar from the incoming source of power.

However, according to Stedin experience, single-phase-to-ground faults on the busbar are not detected.

This prolonged duration of the short-circuit current can pose a danger to the system or the components

of the system, as experienced by Stedin in two such independent failures in the recent past - in 2021 and

2022.

1.5. Research questions
As mentioned in Section 1.4, a single-phase-to-ground fault occurring on the busbar is not detected in this

grid topology, which affects network operation in a safe and reliable manner. In the initial stage of this
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project [11], the reasons for this protection malfunction were examined, and a new protection scheme4

was proposed to solve the existing protection blinding . It should be pointed out at this point that

placing a differential busbar protection would solve the problem of detecting the single-phase-to-ground

fault as well. The differential protection scheme operates on Kirchoff’s current law, which states that

the sum of all of the currents entering a node is equal to the sum of all the currents leaving a node

[12]. Since a busbar can be treated as a node in the network, this protection scheme is applicable as

busbar protection. However, it requires that measurements from all of the outgoing feeders have to be

passed to the busbar differential IED. That requires another set of IEDs to be installed on every feeder,

which will communicate their values to the differential busbar IED. This, in return, makes the busbar

differential protection an expensive and complex solution. That is why one of Stedin’s preferences for

solving this problem was to use the currently available infrastructure, and the process of designing the

new algorithm was in line with that constraint. This new protection scheme is considered a distributed

protection scheme since the protection of one element and the decision-making is distributed among

several IEDs.

The primary goal of this thesis is to expand further on busbar protection in medium voltage

distribution grids. This includes more extensive testing of the earlier proposed algorithm in dynamic

grid conditions (various operational topologies) and various fault conditions (various inception angles

and fault resistances). The results from the tests will also show the limitations and shortcomings of

the proposed protection scheme. Furthermore, the second objective of the thesis is to investigate the

possibility of introducing centralized protection as busbar protection in distribution networks.

These objectives are then divided into several research questions in order to make it easier to be

comprehended and achieve it:

1. Is the newly proposed scheme successfully clearing single-phase-to-ground busbar faults without

endangering the system’s integrity?

2. Do different fault characteristics (point of inception, fault resistance) influence the operation of the

scheme?

3. What are the limitations of the proposed scheme in different operational scenarios?

4. Is centralized protection viable for overcoming the shortcomings of the proposed scheme?

5. What are the changes that DSOs need to carry on in order to facilitate centralized protection

concept?

1.6. Thesis outline
Chapter 1 : Introduction
This introductory chapter introduces the basic principles of power system protection and the new

developments in the protection devices and the communication that allow for more custom-based

protection algorithms. The principle of symmetrical components, later used in the thesis, is also

elaborated. Furthermore, the motivation for investigating the busbar protection is given, and the

research objective is defined. Finally, the outline of the thesis is presented.

Chapter 2 : Overcurrent protection
The second chapter introduces the basics of overcurrent protection in power systems. The basic principle

of operation is explained, and the differences between directional and non-directional overcurrent

protection are briefly elaborated. Different time-current characteristics of the overcurrent protection

devices are described. Finally, earth-fault and negative-sequence overcurrent protection are introduced

as particular types of overcurrent protection.

Chapter 3 : Zero-sequence tripping scheme
In this chapter, the existing protection scheme that Stedin uses for its busbar systems is explained, and

further explanation is given on why this scheme fails to detect single-phase-to-ground busbar faults.

The behaviour of the short-circuit current is investigated, and the signature values of the single-phase-

to-ground fault are extracted. A novel protection scheme for detecting single-phase-to-ground busbar

4in the rest of the thesis denoted as zero-sequence tripping scheme
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faults in medium voltage impedance-earthed networks is presented, and its scheme of operation and

some critical observations are also presented.

Chapter 4 : Real-time testing in RTDS and results
In Chapter 4, the entire process of the real-time testing of the proposed scheme in RTDS is explained.

Firstly, the modeling of the grid in the RSCAD software is presented, and the setup of the Hardware-in-

the-Loop testing is clarified. The procedure for enabling the proper communication between the IED and

the RTDS is also elaborated. Finally, the different case scenarios for the simulations are explained, and

the results of those simulations are presented. Meaningful conclusions from the obtained simulations

are drawn.

Chapter 5 : Centralized protection
Chapter 5 gives an overview of the centralized protection and control concept, and the motivation

behind its implementation. Different approaches and topologies for achieving redundancy are examined

and different characteristics are explained. Furthermore, a step is taken into suggesting a centralized

approach toward protecting the busbar system against single-phase-to-ground faults in impedance

grounded networks. Two different algorithms are explained and tested with RTDS. Finally, conclusions

and remarks are drawn with regard to the implementation of a centralized protection concept, and its

robustness in terms of expanding DSO’s infrastructure.

Chapter 6 : Conclusions and recommendations
Chapter 6 serves to summarize the work accomplished by the thesis. The main conclusions and results

are discussed. Furthermore, some recommendations for continuing and improving this work are given.



2
Overcurrent protection

The protection of the power system components is of essential importance for the overall functioning of

the power system. This protection can be achieved through a variety of different methods which are

implemented in the IEDs. The measurements from the grid, which the IEDs usually require as inputs,

are the system’s currents, voltages, and frequency. Based on the protection scheme implemented, the

IEDs can require more than one of these measurements. One of the most straightforward protection

schemes is overcurrent protection, which generally requires only the system’s currents as inputs. This

chapter serves to give a basic introduction to overcurrent protection. Different types of time-current

characteristics are presented, along with their benefits and drawbacks. Finally, it is explained how

the input currents can be processed to achieve an overcurrent protection for specific symmetrical

components.

8
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2.1. Introduction of overcurrent protection
Protection against very high currents was naturally the first one to be developed [1]. Overcurrent relays

are the most common protection devices to deal with these very high currents. They are primarily

intended to protect only against excessive fault currents and not to serve as an overload protection

[13]. The overcurrent relays measure only one of the system variables, namely the current. Because the

current measurement does not indicate the current direction, these relays are considered non-directional.

A directional overcurrent relay is achieved if the system voltage is added as an additional measurement

input. Based on the difference between the angles of the appropriate currents and voltages, it can be

concluded whether the fault is in the forward or the reverse direction. However, directional overcurrent

relays are out of the scope of this research; thus, no further investigation will be carried out about them.

Further information about achieving directionality in different network topologies can be found in [1].

Different operating characteristics can be created with the variable time and current. Based on their

operating characteristics, the relays can be classified into definite-time, and inverse-time relays.

2.2. Definite-time overcurrent relays
The definite-time characteristic of an overcurrent relay can be seen in Figure 2.1. The relays with this

characteristic operate when the fault current exceeds the current threshold (𝐼>) after the expiration of

the appropriate time delay (𝑡>). The time delays can also be set to zero, which means that the relay will

operate instantaneously in this situation.

Figure 2.1: Definite time operating characteristic of an overcurrent relay

The time delays can be adjusted so that the IED closest to the fault will react in the fastest time,

and the remaining IEDs are reacting in succession, with increasing time delays, moving back to the

source. The difference between the time delays of two consecutive IEDs for the same current magnitude

is called time discrimination. The time-discrimination of the IEDs allows for a greater selectivity of

this protection, which is shown in Figure 2.2. One big drawback of this operating characteristic is that

faults near the source will be cleared in a relatively long period of time, and those faults usually result

in higher currents.
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Figure 2.2: Overcurrent protection selectivity by time-grading

Furthermore, the IEDs allow for more than one time-definite characteristic to be implemented in

their logic. In that way, multiple stages of operation of the overcurrent relay can be achieved, as shown

in Figure 2.3.

Figure 2.3: Example of two stages of definite-time overcurrent protection

As one can see, two stages of the definite-time characteristic are present in this relay. The first stage

has the settings 𝐼> and 𝑡>, while 𝐼>> and 𝑡>> are the settings of the second stage. The first stage usually

operates for lower currents but with a greater time delay. It usually serves as backup protection for

the following elements of the grid. In contrast, the second stage has a higher current threshold, but it

operates with a shorter time delay. This stage is usually the primary protection of the protected element.

2.3. Inverse-time overcurrent relays
An inverse-time overcurrent relay denotes a relay that operates within a time inversely proportional to

the fault current. This allows for much shorter tripping times in case of very high currents, without

risk for the protection selectivity. Based on the characteristic curve, which indicates the operation

speed, inverse time IEDs can be inverse (SI), very inverse (VI), or extremely inverse (EI). This division is

according to the IEC60255 standard, and the different characteristic curves can be seen in Figure 2.4.

Information about obtaining these curves can be found in [1]. The inverse-time relays are out of the

scope of the thesis research, so they will not be further considered.
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Figure 2.4: Inverse time characteristics according to IEC 60255 [14]

2.4. Earth-fault protection and negative-sequence overcurrent pro-
tection

A relay that responds only to the residual current of the system can provide a greater sensitivity against

earth faults. This is because a residual component only appears in the system when fault current flows

to earth. As such, the earth fault relay is entirely unaffected by the load currents. This implies that the

threshold is limited only by the grid topology and the leakage/capacitance currents to the ground. This

is crucial since the earth faults can be of very low magnitude, so the current threshold will usually have

to be set to a small value. Overall, this allowed low settings for earth fault relays are very useful, as the

earth faults are often greatly limited by the neutral earthing impedance. The residual component of the

current can be extracted by connecting the CTs in parallel, as presented in Figure 2.5. Another possibility

is by directly computing the residual current in the IED itself, based on the theory of symmetrical

components.

Figure 2.5: Connection of CTs for extracting residual component

Detection of earth fault currents in insulated networks can pose a challenge. This is because a

single-phase-to-ground fault in a system like this would cause an earth fault current with a magnitude

very close to zero. This problem can be solved by using a sensitive earth fault protection. This protection

type is out of the scope of this research, and more information about it can be found in [1].

The digital and numerical relays offer the possibility for digitally extracting the symmetrical

components of the currents. This allows for extraction of the negative-sequence component of the

current, which can be used for detection of single-phase and two-phase faults. The same principles

that were explained for the definite-time overcurrent protection are valid for the negative-sequence

overcurrent protection too.



3
Zero-sequence tripping scheme

The busbar system is one of the most crucial components in the electrical network since it is a junction

point for incoming and outgoing feeders of the grid. Any fault on the busbar with a long duration (of

several hundreds of milliseconds) causes a lot of stress on the other components of the grid and/or may

leave a part of the grid without energy supply. That is why the busbar protection has to act promptly

and clear the faults as soon as possible, thus achieving greater reliability in the network operation.

With the vast number of substations, distribution system operators (DSO), such as Stedin, implement

alternatives to the busbar differential protection, which are cheaper, and at the same time, as reliable

as the classical busbar differential protection. For a large part of their grid, Stedin makes use of the

reverse-blocking scheme as busbar protection. However, research showed that this protection scheme

fails to detect single-phase-to-ground faults. That is the reason why a new protection scheme had to

be devised in order to help with the detection of these faults [11]. This novel algorithm fully utilizes

the possibilities that the IEC 61850 offers in terms of fast communication (GOOSE messages) between

multiple IEDs. This chapter gives an overview of this algorithm and the logic behind its implementation.

12
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3.1. Current busbar protection in Stedin
Currently, in the medium-voltage grid of Stedin, the reverse-blocking scheme is applied to provide

protection against busbar faults. The principle of operation of this protection scheme can be explained by

Figure 3.1 and 3.2, where a simplified representation with only one incoming feeder and one outgoing

feeder is presented.

Figure 3.1 shows the case of a fault that occurs in the busbar protection zone.

Figure 3.1: Reverse blocking scheme - fault on the busbar

In this case, the 𝐼>> setting of IED 1 will detect the fault current, and after the time expiration 𝑡>>,

will send a trip command to the relevant circuit-breaker CB1, to clear the busbar fault.

However, when the fault is on the outgoing feeder (Figure 3.2), the tripping of the whole busbar

system should be prevented, and priority should be given to the outgoing feeder IED to trip its

circuit-breaker CB2. In order to achieve that, communication between the IEDs is required. When the 𝐼>
setting of IED 2 is activated (it is not waited for 𝑡> to expire), a blocking signal is sent to the 𝐼>> setting

of IED 1. In this way, the 𝐼>> setting of the incoming feeder IED is blocked throughout the time interval

the outgoing feeder detects the fault current. This implies that the outgoing feeder IED will clear the

fault, after which the 𝐼>> setting of the incoming feeder IED is again put into operational mode.
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Figure 3.2: Reverse blocking scheme - fault on the outgoing feeder

This is the basic principle behind the operation of the reverse-blocking scheme, which is used to

protect and clear busbar faults. However, this protection scheme fails to operate for single-phase-to-

ground faults occurring in the impedance earthed medium-voltage distribution network of Stedin. In

the following section, the explanation behind the failure of the protection scheme to detect single-phase-

to-ground faults is elaborated.

3.2. Single-phase-to-ground busbar fault current distribution
To explain the reasons behind the protection failure, firstly, the current distribution during a single-

phase-to-ground fault on the busbar should be investigated. For this purpose, the simplest case is taken,

with only one incoming feeder connected and one ZZ transformer 1, as shown in Figure 3.3. In order to

find the symmetrical components of the short-circuit current, the power-invariant transformation is

used, and the base power 𝑆𝑏 is chosen to be 30MVA. A base voltage 𝑈𝑏1 of 50kV is used for the external

grid and the power transformer, while for the ZZ transformer and the outgoing feeder, a base voltage

𝑈𝑏2 of 10.5kV. Following that, we have two sets of base currents and base impedances:

𝐼𝑏1 =
𝑆𝑏
𝑈𝑏1

=
30

50

= 0.6𝑘𝐴 , (3.1)

𝑍𝑏1 =
𝑈𝑏1

2

𝑆𝑏
=

50
2

30

= 83.33Ω , (3.2)

𝐼𝑏2 =
𝑆𝑏
𝑈𝑏2

= 2.857𝑘𝐴 , (3.3)

𝑍𝑏2 =
𝑈𝑏2

2

𝑆𝑏
=

10.52

30

= 3.675Ω . (3.4)

1the overall conclusion does not depend on the grid’s topology
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Figure 3.3: Simplified grid topology to explain the current distribution during a single-phase-to-ground busbar fault

According to the data provided by Stedin, the short-circuit power 𝑆𝑘
”

of the external grid is 500MVA.

Based on this, the impedance 𝑋𝑒 𝑔 that the external grid brings into the network can be computed as:

𝑋𝑒 𝑔 =
𝑈𝑏1

2

𝑆𝑘
”

=
50

2

500

= 5Ω = 𝑗0.06𝑝.𝑢. (3.5)

For the power transformer, the rated power is 𝑆𝑟𝑎𝑡𝑒𝑑 = 30𝑀𝑉𝐴, the voltage ratio is 50/10.5𝑘𝑉 and

the short-circuit voltage is 𝑢𝑘 = 12.7%. The impedance of the transformer 𝑋𝑡𝑟 can be calculated as :

𝑋𝑡𝑟 = 𝑢𝑘(%) ∗ 𝑈𝑏1

2

𝑆𝑏
=

12.7

100

∗ 50
2

30

= 10.583Ω = 𝑗0.127𝑝.𝑢. (3.6)

Finally, for the ZZ transformer, the grounding resistance is:

𝑅𝑔𝑟𝑜𝑢𝑛𝑑𝑖𝑛𝑔 = 18Ω = 4.898𝑝.𝑢. (3.7)

Stedin chooses the value of 18Ω in compliance with their policy for the 10kV level, which states that

in a case of a single-phase-to-ground fault, the maximum current that is allowed to flow through the ZZ

transformer grounding is 1000A. Since only a zero-sequence current will pass through the grounding

resistance, it is evident that all phases will carry the same current. This implies that each phase is

allowed to carry a maximum of 333A. Following that requirement, the grounding resistance can be

found by simply dividing the phase voltage by the maximum allowed phase current. The winding

resistance can be neglected due to its small value compared to the grounding resistance. According to

that, Stedin uses the following equation to calculate the required resistance:

𝑅𝑔𝑟𝑜𝑢𝑛𝑑𝑖𝑛𝑔 =
𝑈𝑙√
3 ∗ 𝐼0

=
10500√
3 ∗ 333

= 18.2Ω , (3.8)

where 𝑈𝑙 is the nominal line-to-line voltage of the busbar where the ZZ transformer is connected.

By applying the theory of symmetrical components, the equivalent positive, negative and zero

sequence circuits can be constructed, as shown in Figure 3.4 - 3.6. It is assumed that the positive

sequence values are equal to the negative sequence ones, as it is often the practice when working with

symmetrical components. As seen in Figure 3.4, in the positive-sequence circuit, we have the positive
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impedances of the external grid (𝑋𝑒 𝑔), transformer 1 (𝑋𝑡𝑟1), and incoming feeder 1 (𝑋𝑖𝑛1). However,

𝑋𝑖𝑛1 << 𝑋𝑡𝑟1, so it can safely be neglected. This means that the positive sequence impedance seen from

the fault location can be computed as:

𝑍1 = 𝑋𝑒 𝑔 + 𝑋𝑡𝑟 = 𝑗0.06 + 𝑗0.127 = 𝑗0.187𝑝.𝑢. (3.9)

Figure 3.4: Positive-sequence circuit for a single-phase-to-ground busbar fault

The negative-sequence circuit is the same as the positive-sequence circuit, and only the voltage

source is omitted from this circuit (Figure 3.5). Again, because of the same reason 𝑋𝑖𝑛1 is neglected.

Based on the assumption that the positive and negative sequence parameters are equal for all of the

components, we have:

𝑍2 = 𝑍1 = 𝑗.0187𝑝.𝑢. (3.10)

Figure 3.5: Negative-sequence circuit for a single-phase-to-ground busbar fault

Finally, in Figure 3.6, the zero-sequence circuit is shown based on the zero-sequence representation

of the transformer groups (Appendix A). It can be seen that only the grounding in the ZZ transformer

(𝑅𝑔𝑟𝑜𝑢𝑛𝑑𝑖𝑛𝑔) and the impedance of this transformer (𝑋0𝑧𝑧_𝑡𝑟) are being seen as an impedance from the

fault location. Again, 𝑋0𝑧𝑧_𝑡𝑟 << 𝑅𝑔𝑟𝑜𝑢𝑛𝑑𝑖𝑛𝑔 , so the zero-sequence impedance of this transformer can be

neglected. Consequently, for the zero-sequence impedance, we have:

𝑍0 = 𝑅𝑔𝑟𝑜𝑢𝑛𝑑𝑖𝑛𝑔 = 4.898𝑝.𝑢. (3.11)

Figure 3.6: Zero-sequence circuit for a single-phase-to-ground busbar fault
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From the theory of symmetrical components, we have that to find the total impedance seen from the

point of the fault location, the positive, negative, and zero-sequence circuits need to be connected as

shown in Figure 3.7. From this, the total impedance can be calculated as :

𝑍 𝑓 = 𝑍1 + 𝑍2 + 𝑍0 = 2 ∗ 𝑗0.187 + 4.898 = 4.9𝑒 𝑗4.37 . (3.12)

Figure 3.7: Complete circuit for the calculation of a single-phase-to-ground busbar fault

Finally, for the currents it can be derived:

𝐼1 = 𝐼2 = 𝐼0 =
𝐸𝑒 𝑔

𝑍 𝑓
=

1𝑒 𝑗30

4.9𝑒 𝑗4.37

= 0.204𝑒 𝑗25.63𝑝.𝑢.2 (3.13)

From this, for the fault current in the faulted phase on the fault location (busbar) we have:

𝐼𝐴 =
√

3 ∗ 𝐼0 = 0.3256𝑒 𝑗25.63𝑝.𝑢. = 1.007𝑒 𝑗25.63𝑘𝐴 . (3.14)

As seen in Figure 3.7, the zero-sequence impedance of incoming feeder 1 - 𝑋𝑂𝑖𝑛1 is not connected to

the fault circuit, meaning that there is no zero-sequence current component that passes through the

incoming feeder. In contrast, current positive and negative sequence components pass through the

incoming feeder. From this, by using Equation 1, the current that passes through incoming feeder 1 in

the faulty phase can be calculated as:

𝐼𝐴_(𝑖𝑛𝑐𝑜𝑚𝑖𝑛𝑔 𝑓 𝑒𝑒𝑑𝑒𝑟) =
1√
3

∗ (𝐼1 + 𝐼2) = 0.2356𝑒 𝑗25.63 = 0.673𝑒 𝑗25.63𝑘𝐴 . (3.15)

As noted, this current is too low to activate the 𝐼>> setting on the incoming feeder IED, which

explains why the reverse-blocking scheme fails to detect the single-phase-to-ground busbar faults in

medium voltage impedance earthed networks.

2the voltage is displaced for a phase of 30
◦

in order to compensate for the transformer ratio - YNd11
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3.3. Zero-sequence tripping algorithm
The transformers through which the busbar is connected to the higher voltage level grid (50kV) are in

YNd11 connection, with the delta side connected to the busbar in the substation. Based on the theory of

symmetrical components, there is no zero-sequence in-feed from the external grid. The only “source” of

the zero-sequence component is the ZZ transformer [10] through which the substation is earthed. The

fact that there is only one “source” of zero-sequence current, along with the fact that the zero-sequence

component can be seen as a “signature” for the single-phase fault, makes the zero-sequence component

a suitable choice to serve as the basis for detecting the single-phase-to-ground busbar faults. The

distribution of the zero-sequence component of the current in the case of a single-phase-to-ground fault

on an outgoing feeder and on the busbar can be seen in Figure 3.8 and 3.9 respectively. The capacitive

zero-sequence currents from the cables are neglected because of their low magnitude.

Figure 3.8: Zero-sequence current distribution for a fault on an

outgoing feeder

Figure 3.9: Zero-sequence current distribution for a fault on the

busbar

As it can be seen, for a fault on the outgoing feeder (Figure 3.8), both the IED on the outgoing feeder

and the feeder where the ZZ transformer is connected will detect a zero-sequence component of the

current. In contrast, for a single-phase-to-groud fault on the busbar (Figure 3.9), only the ZZ feeder

IED will detect a zero-sequence current.3 The new algorithm was based on this knowledge, and it

implements the benefits of the IEC 61850 standard.

As discussed, during a single-phase-to-ground fault on an outgoing feeder or a fault on the busbar, a

zero-sequence current will be detected by the ZZ transformer IED. As a result, a single-phase-to-ground

fault on both the busbar and an outgoing feeder will cause this IED to issue a trip command. However,

when a fault occurs on the outgoing feeder, only the IED on that feeder should trip its CB to preserve

selectivity. This requires that the trip command from the ZZ transformer IED should be blocked in this

case. The signal used to do that is the 𝐼𝑒> .𝑆𝑡𝑟 signal from the outgoing feeder IED. In other words, for a

single-phase-to-ground fault on an outgoing feeder, the ZZ feeder IED is prevented from sending its trip

command as long as the outgoing feeder IED is detecting a sufficient zero-sequence current. Contrary,

when the fault is on the busbar, the outgoing feeder will not detect a zero-sequence current; thus, the

ZZ transformer IED will not be blocked. After the time setting 𝑡𝑒>> expires, the ZZ IED will issue a trip

command. However, the trip command is not sent to its CB but is communicated as a GOOSE message

to the incoming feeder IED.

In order to achieve a greater selectivity, in terms of disconnecting only a minimal section of the

busbar (when possible), the tripping signal of the ZZ feeder IED is not the only condition necessary

for the incoming feeder IED to issue a trip signal to the respective CB. An additional condition will

be that the incoming feeder IED will also need to detect a substantial presence of the zero-sequence

voltage, set to 30% of the nominal voltage Un. The check for a zero-sequence voltage presence is added

to distinguish between the faulty and the healthy section when the bus coupler is open. This second

condition also increases the certainty that an actual single-phase-to-ground fault occurred and that

3a small capacitive current from the cable will also pass through the outgoing feeder IED, but it can safely be neglected

because of its small magnitude
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the 𝐼𝑒>> .𝑂𝑝 signal from the ZZ feeder IED is not due to a malloperation or unwanted trip due to

maintenance operation. The value of 30% is chosen in such a way that it is high enough so only a

single-phase-to-ground fault event would trigger this threshold, but at the same time low enough so

even high-impedance faults will be detected. The addition of this second condition in the scheme

requires the implementation of a simple AND logic in the incoming feeder IED. This implies that the

incoming feeder IED will send a tripping command to the CB only when it receives a trip command

from the ZZ IED and, simultaneously, detects a presence of zero-sequence voltage. This way, selectivity

of the protection is provided, and the single-phase-to-ground busbar faults can be cleared quickly.

The basic principle of operation and communication in the scheme is presented on the flowchart in

Figure 3.10.

Figure 3.10: Principle of operation of the zero-sequence current tripping scheme

The sequence of operation is as follows:

• A fault on the outgoing feeder causes the 𝐼𝑒> .𝑆𝑡𝑟 signal from this IED to change its value to 1. As

a consequence, the operation of the ZZ IED is blocked. After the appropriate time setting expires,

the outgoing feeder sends the tripping command (𝐼𝑒> .𝑂𝑝) to the CB, which clears the fault.

• A fault on the busbar does not cause a flow of zero-sequence current through the outgoing feeder.

As a result, the 𝐼𝑒> .𝑆𝑡𝑟 signal stays at a value of 0, which implies that the ZZ IED will not be

prevented from operating. After the appropriate time expires, the ZZ IED sends the 𝐼𝑒>> .𝑂𝑝
signal to the incoming feeder IED.

• When the incoming feeder IED receives the 𝐼𝑒>> .𝑂𝑝 signal with a value of 1 from the ZZ IED,

a check is done to determine the presence of zero-sequence voltage. If zero-sequence voltage is

determined, a tripping signal is sent to the incoming feeder CB. When no zero-sequence voltage is

detected, the CB is not tripped.

The performance of the algorithm has been demonstrated on a network topology represented in

Figure 3.11.
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Figure 3.11: Test grid for testing the zero-sequence tripping algorithm

This test network consists of two sections of the busbar system. A ZZ transformer and an incoming

feeder are connected to each section, and an outgoing feeder is connected only to Section 1. The bus

coupler can be manually operated to connect or disconnect the two sections of the busbar system.

Additionally, manual switching of the two ZZ transformers and the two incoming feeders is allowed to

create different topologies.

The algorithm works in the same manner as it is explained above, however the 𝐼𝑒>> .𝑂𝑝 command

from the ZZ transformer IED is now sent to the IEDs on both of the incoming feeders. These IEDs

detect the presence of the zero-sequence voltage on their respective sections and, based on these two

conditions, issue the necessary trip command to their CBs. The selectivity that is provided with the

second condition (𝑈0 > 0.3 ∗𝑈𝑛) in this case is easily explained with the two following figures. In

Figure 3.12, we have the situation when the bus section coupler is closed, meaning that the two busbar

sections are connected. When a single-phase-to-ground short circuit takes place on one of the busbar

sections, the ZZ IED with its 𝐼𝑒>> setting sends a TRIP signal to the IEDs on both of the incoming feeders.

Additionally, both IEDs on these bays will detect a zero-sequence voltage, meaning that both conditions

are met. According to the above-explained protection scheme, both feeders will be disconnected.
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Figure 3.12: Operation of the scheme when the bus section coupler is closed

On the other hand, in Figure 3.13, we have the situation when the bus section coupler is open,

meaning that the two sections of the busbar are functioning independently, being powered through the

two different power transformers. An assumption is made that a single-phase-to-ground fault occurs in

Section 1 of the busbar system. In this case, the IED of the feeder through which the ZZ transformer

1 is connected will detect the zero-sequence current and, after the respective time delay, will send a

trip signal to the IEDs on both incoming feeders. However, only for Section 1 the condition about the

presence of zero-sequence voltage will be fulfilled, meaning that only Section 1 will be disconnected

from the power supply. In contrast, Section 2 would continue to operate uninterrupted. In that sense,

the selectivity principle is provided in the case when the two sections of the busbar are operating

independently.

Figure 3.13: Operation of the scheme when the bus section coupler is open

Despite being out of the scope of the original problem, it was found that the ZZ feeder is also not

protected in case a single-phase-to-ground fault occurs on it. The reason is that during an event like that,

the short-circuit current is too low to be detected by the 𝐼>> setting of the IED on that feeder. At the same

time, a great part of the current’s zero-sequence component originates from the ZZ transformer and
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does not pass through the CT whose outputs are used in the IED of this feeder. The only zero-sequence

current detected from this IED is the capacitive current being fed from the other outgoing feeders, as

shown in Figure 3.14.

Figure 3.14: Currrent distribution for a single-phase-to-ground fault on the ZZ feeder

Nevertheless, this current has a very small magnitude (30-40 A4) in order to trip the 𝐼𝑒> setting of the

respective IED. That is why it was decided to use the negative-sequence current component to protect

this feeder, which requires the implementation of 𝐼𝑛𝑒 𝑔> setting in the IED.

The settings for the example of a typical substation are shown in Table 3.1, where the newly added

settings, along with their operating times, are colored red.

Outgoing feeder IED Incoming bay IED ZZ feeder IED

𝐼> [A] - t[s] 360 - 0.9 2800 - 1.8 /

𝐼>> [A] - t[s] 1500 - 0.3 5200 - 0.2 1500 - 0.3

𝐼𝑒> [A] - t[s] 150 - 0.9 / 150 - 5

𝐼𝑒>> [A] - t[s] / / 250 - 0.3

𝐼𝑛𝑒 𝑔> [A] / / 75 - 0.3

𝑉0 [kV] / 1.7 /

Table 3.1: Protection settings for a medium-voltage substation

As it can be seen from the table, the only new settings that need to be implemented (on the top of

the ones that are already in use in the grid of Stedin) are located in the IED on the feeder connecting

the ZZ transformer, namely the 𝐼𝑛𝑒 𝑔> and the 𝐼𝑒>> setting. None of the already existing settings or

timings were changed, and the time for the newly introduced settings was chosen to be 0.3 seconds.

The time for the 𝐼𝑛𝑒 𝑔> was chosen to be 0.3 seconds to correspond to the already used protection for

4the magnitude varies with the network topology
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that feeder (also, no selectivity issues arise in this part, so the protection setting did not need to be

time-graded with the rest of the network). The situation is a bit more complex for the time setting of the

𝐼𝑒>> setting, since it effectively trips the busbar, so time-grading and selectivity had to be considered.

The first consideration that was taken into account is that even a fault on the 10.5 kV side of Transformer

1, but before CT on the incoming feeder (Figure 3.15) would cause the 𝐼𝑒>> setting of the ZZ transformer

1 IED to send a trip command to the Incoming feeder 1 IED.

Figure 3.15: Zero-sequence current distribution for a fault between the secondary side of the transformer and the current

transformer

However, because of the selectivity principle, the transformer differential protection should clear

this fault prior to the busbar protection operation. The transformer differential protection operates in

around 50 ms, and taking into account the maximum opening time of the used NX PLUS C CB of 80 ms

(Appendix B), results in the fact that the time for the 𝐼𝑒>> setting of the ZZ feeder IED can be safely set

to 200 ms, and the selectivity upon a fault in the transformer protection zone will still be satisfied. One

should note that the zero-sequence component will also appear in the case of a two-phase-to-ground

fault that occurs in the substation zone. The two-phase-to-ground fault has a magnitude that is sufficient

enough to be detected by the 𝐼>> settings of the incoming feeders and bus coupler IEDs. In this case, an

advantage should be given to the bus section coupler CBs to separate the two sections and thus provide

selectivity to a certain extent between the healthy and the faulty zone. The time of the 𝐼>> setting of the

bus coupler IEDs is 100 ms, which along with the CB opening time of 80 ms, makes it very close to 200

ms, thus giving a small time margin. Because of this reason, it was decided to increase the time 𝑡𝑒>> of

the operation of the 𝐼𝑒>> setting of the ZZ IED to 300 ms.

3.4. Testing the protection scheme by Omicron RelaySimTest
In order to validate the scheme, initially, it was tested by making use of the Omicron RelaySimTest

toolkit. It is a package that allows for simulating short circuit events in a grid, after which the simulated

currents and voltages can be passed to Omicron amplifiers, which are afterward used as analog inputs

in the IEDs. The IEDs are part of the MOTA 5 environment, which is Stedin’s standardized modular

system for designing, testing, and acceptance of protection and control functions. This environment

can be seen as a test substation, where all of the standard protection functions and schemes that are

5Modulair Ontwerpen, Testen en Accepteren - Modular Design, Test, and Acceptance
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being used in Stedin’s grid are implemented. All IEDs are connected through Ethernet to the same

sub-network, so a GOOSE communication between them is enabled.

The simulated version of the grid is presented in Figure 3.16, and it can be noted that it has the same

characteristics as already explained typical 10kV substation of Stedin, where for all of the simulations

that are later presented, the ZZ transformer 2 was disconnected.

Figure 3.16: Simulated grid in Omicron RelaySimTest

The setup for testing the protection scheme with the Omicron RelaySimTest software and amplifiers

is shown in Figure 3.17.

Figure 3.17: Test setup for the offline testing with Omicron in the MOTA environment

Five currents and two voltages from the grid are passed to the Omicron amplifiers, which are then

fed into the respective IEDs. The currents that are passed are the currents that pass through both

incoming feeders (denoted with 𝐼𝐼𝑁1 and 𝐼𝐼𝑁2), the outgoing feeder (𝐼𝑂𝑈𝑇), ZZ transformer 1 feeder

(𝐼𝑍𝑍1) and the current that is on the high voltage (50kV) side of Transformer 1 (𝐼𝑡𝑟1_𝐻𝑉 ). The currents

𝐼𝐼𝑁1, 𝐼𝐼𝑁2, 𝐼𝑂𝑈𝑇 , and 𝐼𝑍𝑍1 are fed as inputs to the respective IEDs - BUS1 IED, BUS2 IED, Out IED, and

ZZ1 IED. TR1 IED is a transformer differential protection IED, so both currents 𝐼𝑡𝑟1_𝐻𝑉 and 𝐼𝐼𝑁1 are

fed to it as inputs. The voltage measurements from both sections (𝑉𝑠𝑒𝑐𝑡𝑖𝑜𝑛1 and 𝑉𝑠𝑒𝑐𝑡𝑖𝑜𝑛2) are passed as

inputs only to the incoming feeders IEDs (BUS1 IED and BUS2 IED), as only they require voltage inputs

for their decision-making.

Several tests were accomplished with this setup, and only a few of them are presented here. Firstly,

we have the case when the fault is in the outgoing feeder. As we can see in Table 3.2, the outgoing feeder
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IED sends its TRIP signal around 913ms from the fault’s appearance, which is in correlation to the set

time delay of 900ms6.

Table 3.2: Simulation results from Omicron for a fault on the outgoing feeder

Out Ie>start Out Ie>trip

13.0 ms 912.9 ms

What is also important to note in this figure is that the value of Out Ie> start is only 13ms. This

means that the time needed for the outgoing feeder IED to detect the fault and send the block signal to

the ZZ transformer feeder IED is 13ms. This is a large time-margin of safety that for an outgoing feeder

fault, the ZZ feeder IED will be blocked before it can send its trip command 7.

In Table 3.3, the tripping times can be seen for a case when the fault is on the busbar, and the bus

section breaker is open.

Table 3.3: Simulation results from Omicron for a fault on section 1, when the bus coupler is open

ZZ1 Ie>> BUS1 trip BUS2 trip

308.9 ms 312.6 ms +∞

As it can be seen, the ZZ feeder IED sends its trip command only after 309ms (which means it

can detect the fault in just 9ms from its start). The incoming feeder IED sends its trip command after

312.6ms, which shows that there is practically no delay because of the communication. Additionally, it

is important to notice that the incoming feeder 2 IED is not sending a trip signal because the second

condition of 𝑈0 > 0.3 ∗𝑈𝑛 is not satisfied, which means that the scheme is operating according to the

expectation.

Finally, the case when the fault is between the secondary side of the transformer and the CB on the

same feeder is analyzed, which means that the fault is in the transformer protection zone. The tripping

times for this simulation case are shown in Table 3.4.

Table 3.4: Simulation results from Omicron for a fault in the transformer protection zone

TR1 trip BUS1 trip BUS2 trip ZZ1 trip

40.1 ms 310.9 ms 312.4 ms 5008.1 ms

The differential protection is the first to be tripped after around 40ms, which means that selectivity

is satisfied. The tripping time of the differential protection is short enough to be guaranteed that there

will not be any overlapping with the busbar protection trip.

From the last figure, we can see that although the transformer differential protection is the first one to

send the trip signal, trip signals are also sent from the incoming transformer feeders (busbar protection

scheme) and the ZZ feeder IED (𝐼𝑒> setting). This is because this way of testing is offline, which does not

fully replicate the real-life interaction between the grid, the IEDs, and the CBs. This means that this way

of testing can serve for testing the protection functions and schemes implemented in the IEDs. However,

the tripping signals sent from these IEDs do not influence the rest of the simulation, meaning that the

integrity of the grid and the protection scheme cannot be tested simultaneously. In order to have more

precise testing of this protection scheme and realize whether it causes some possible problems for the

grid integrity, it was decided to perform real-time Hardware-in-the-Loop (HiL) testing of this protection

scheme. A HiL testing enables real-time testing to see how the hardware, IED in this case, reacts in

real time to realistic virtual inputs. This way of testing allows the protection scheme to be tested to see

how it affects the grid and simultaneously test the real physical IEDs. The RTDS (Real-Time Digital

Simulator) was chosen for this purpose since it is a tool that allows for this kind of testing.

6this is the time for the actual trip command to be sent, the CB operation time is not included

7even with the worst-case scenario, with a latency of 4ms for the GOOSE message to reach its destination, the time is less than

20ms



4
Testing the algorithm in RTDS

Testing the protection algorithms by various testing platforms is crucial before being implemented

for actual applications. Most simulation packages used for protection testing are normally for offline

simulation, which does not consider the interaction between the protection IED and the simulated grid.

This means that we can either test the device itself or the grid operation, however, simultaneously both

cannot be tested. The RTDS, on the other hand, allows for real-time simulation and HiL testing, in which

the interaction between the simulated grid and the connected physical IED is also taken into account.

This means that both the physical IED and the integrity of the network can be tested simultaneously.

In this section, the complete procedure to prepare the closed-loop testing of the proposed scheme is

elaborated. Finally, the simulation scenarios are presented, and the results are discussed.

26
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4.1. Modeling the grid in RSCAD
The power network model and the algorithm were implemented and simulated in RTDS, which allows

for simulating real-time power system events. It ensures the accuracy of the testing results, and it

allows for hardware-in-the-loop (HiL) testing, at the same time offering the possibility of different

communication protocols. In order to run a HiL simulation with the RTDS, the network should firstly

be simulated in the RSCAD software, a power system software used for interfacing with the RTDS

hardware.

Therefore, the test network was modeled in RSCAD and verified by the one simulated in PowerFactory.

The parameters of the cables, the transformers, the external grid, and the ZZ transformer are summarised

in Appendix C. CTs on the outgoing feeder, the ZZ transformer feeders and the bus coupler are modeled

by a transformer ratio of 600/1, and on the incoming transformer bay, with a ratio of 2500/1. The rest of

the parameters of the CTs are left the same as the nominal values of the CT model provided by RTDS

library. VT models are also installed on both busbar sections, and their ratios are 10500/110. Figure 4.1

presents the grid’s one-line diagram.

Figure 4.1: Model of the substation in RSCAD

The signals that are later used in the simulations, alongside their explanation, are the following:

• BUS1_TRIP - trip signal from BUS1_IED to trio CB_IN1

• BUS2_TRIP - trip signal from BUS1_IED to trip CB_IN2

• Out_TRIP - trip signal from OUT_IED to trip CB_Out

• Out_𝐼𝑒> .𝑆𝑡𝑟- start signal from the 𝐼𝑒> setting of Out_IED

• ZZ1_𝐼𝑒>> .𝑆𝑡𝑟 - start signal from the 𝐼𝑒>> setting of ZZ1_IED

• ZZ1_𝐼𝑒>> .𝑂𝑝 - operating signal from the 𝐼𝑒>> setting of ZZ1_IED

• ZZ1_𝐼𝑛𝑒 𝑔> .𝑆𝑡𝑟 - start signal from the 𝐼𝑛𝑒 𝑔> setting of ZZ1_IED

• ZZ1_𝐼𝑛𝑒 𝑔> .𝑂𝑝 - operating signal from the 𝐼𝑛𝑒 𝑔> setting of ZZ1_IED

• ZZ2_𝐼𝑒>> .𝑆𝑡𝑟 - start signal from the 𝐼𝑒>> setting of ZZ2_IED

• ZZ2_𝐼𝑒>> .𝑂𝑝 - operating signal from the 𝐼𝑒>> setting of ZZ2_IED

The protection functions are simulated by the virtual IEDs available in the RSCAD library, which

already have the over-current logic implemented. Part of such a virtual IED can be seen in Figure 4.2,
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which represents the IED on the outgoing feeders. The part that is shown is used for the earth-fault

current protection. As it can be seen, the IED requires the secondary currents from the respective CT

connected to the outgoing feeder (𝐼𝑎_𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔, 𝐼𝑏_𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔, and 𝐼𝑐_𝑜𝑢𝑡𝑔𝑜𝑖𝑛𝑔). One can see that

voltage inputs (VA, VB, and VC) are also required by the default RSCAD over-current IED. However,

since the IED operates as non-directional, these voltage inputs are not later used by the IED logic. As

outputs, the IED provides the Trip signal, which is used as a command to trip the CB on the outgoing

feeder. The Start (pickup) signal is also provided, and it is later used as a blocking signal for the 𝐼𝑒>>
settings of both ZZ transformer IEDs.

Figure 4.2: Model of the outgoing feeder IED in RSCAD

Table 4.1 shows which settings are entered for this part of the IED (the pickup current is entered in

secondary value).

Table 4.1: Settings of the outgoing feeder IED in RSCAD

Directional control OFF

Operating curve type DEFINITE

Start Value (pickup) 0.25 A

Operate time delay 900 ms

Reset Time Delay 100 ms

As mentioned before, Stedin’s requirements for the operation of their CBs allow for a maximum

opening time of 80ms. That is why this time was given as the needed time for the virtual CBs in the

RSCAD environment to open their contacts and clear the fault.

For the HiL testing, it was decided that the IED from the type Sprecher C1 placed on the feeder

connecting the ZZ transformer 1 to the busbar will be tested. This is because this IED is the one most

involved in the whole protection scheme since it is responsible for detecting single-phase faults in the

first place and, is also included in sending and receiving the GOOSE messages.

In the following section, the connection of the Sprecher IED to the RTDS and setting up the

communication is explained in more detail. The details of setting up the internal logic of the Sprecher

IED can be found in Appendix D.

4.2. Communication between the Sprecher IED and the RTDS
Figure 4.3 illustrates the setup through which the HiL testing is supposed to be carried.
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Figure 4.3: Illustration of the HiL test setup for testing the zero-sequence tripping scheme

As it can be seen, the Sprecher IED receives both analog and digital inputs from the RTDS. The

analog values that are passed to the IED are, in fact, the secondary currents of the respective CT. These

values are sent as analog signals since the applied Sprecher IED (with the current firmware that Stedin

uses) is not capable of using Sampled Values (SV). The simulated values from the secondary side of

the CT are firstly passed to the GTAO (Gigabit Transceiver Analogue Output) card. As an output, the

GTAO card produces voltage signals in the +/- 10V range, which are passed as inputs to the Omicron

CMS - 156 amplifier. The conversation ratio of the CMS - 156 states that 1 V of input will produce a

current output with a magnitude of 5 A (Appendix E). The outputs of the CMS - 156 are then fed as

inputs to the Sprecher IED, which then uses them in its internal protection logic. The output currents

from the Omicron CMS - 156 must correspond precisely to the simulated secondary currents in the

RTDS, as it is explained in [15].

The digital inputs requested from the Sprecher IED (the blocking signal) are communicated as

GOOSE messages by utilizing the IEC 61850 standard. The GOOSE communication between the RTDS

and the Sprecher IED is achieved through the GTNETx2 card, which is the standard component for

interfacing an external device with the RTDS [16]. In order to set up this communication properly, the

ICT configuration tool must be used.

To communicate GOOSE messages from and back to the RTDS, a virtual component needs to

be created in the ICT configuration tool, which is then linked to the RSCAD draft variables by the

GTNET-GSE component. In this way, it is allowed for draft variables to be sent as GOOSE messages to

external devices, for internal use, but also it is possible that GOOSE messages from external devices

can be used as draft variables in the RSCAD environment. This virtual component is set to provide

blocking GOOSE signal from the outgoing feeder (explained in Section 3). At the same time, this

virtual component is subscribed to two tripping signals from the external Sprecher IED (𝐼𝑒>> .𝑇𝑟𝑖𝑝 and

𝐼𝑛𝑒 𝑔> .𝑇𝑟𝑖𝑝), which are then used as draft variables in the simulation process. Even though, in reality,

the publisher and subscriber would be three different devices (outgoing feeder IED, incoming bay IED,

and ZZ feeder CB), in the ICT Configuration Tool, we simulate them as one component since it does not

have any influence on the simulation itself. The GOOSE messages that are sent or received are linked

with their designated draft variable name, so it is not essential from which virtual component in the ICT

Configuration Tool they originate. In order to be able to use the GOOSE messages from the external

Sprecher IED, the Configured IED Description (CID) file of this IED has to be imported into the ICT
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configuration tool. In this way, it is enabled for the external IED GOOSE commands to be published in

RTDS environment. One of the crucial parameters that need to be set in the ICT configuration tool is the

MAC addresses of the publishing signals, which have to correspond to the address to which the external

IED is configured for receiving messages. The explanation of how to properly set the publishers and

subscribers in the ICT Configuration Tool is provided in [8] in more detail.

However, due to unforeseen circumstances with the connection of the Sprecher IED to the TU

Delft network, the setup had to be adjusted. This adjustment is needed only for the part of the

GOOSE communication, meaning that the connections for the analog current inputs to the Sprecher

IED remain the same as shown in Figure 4.3. In Figure 4.4, only the adjusted part regarding the

GOOSE communication is shown, whilst the part regarding the analog currents is omitted since there is

practically no change made in that segment.

Figure 4.4: Adjustment of the IEC 61850 communication test setup

The first change is that the GOOSE messages from the Sprecher IED are not going through the

network switch but are directly connected to the RTDS. Furthermore, the GOOSE messages from the

RTDS are still going through the network however, they are now subscribed to Omicron ISIO 200

box instead of the Sprecher IED. The Omicron ISIO 200 box is a flexible binary I/O terminal with an

integrated IEC 61850 interface 1. This terminal is subscribed to the GOOSE message published from

the RTDS and, based on the value of this message, is passing a binary output (110 V) to the Sprecher

IED. This voltage signal is used to block the 𝐼𝑒>> .𝑂𝑝 command of this IED, substituting effectively the

𝐼𝑒> .𝑆𝑡𝑟 GOOSE signal, which was supposed to be used for blocking. With these minor adjustments, the

IEC 61850 GOOSE communication was resolved, and the HiL testing of the scheme was made possible.

4.3. HiL simulation
After the draft file is successfully compiled, the Runtime window from the RSCAD software is where

the simulation is run. The simulation process will be explained by making use of Figure 4.5.

1https://www.omicronenergy.com/en/products/isio-200/
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Figure 4.5: One-line diagram of the simulated grid in RSCAD

As it can be seen, for the simulation of the protection scheme faults will be placed on five different

locations:

• Section 1

• Section 2

• Bus coupler

• Outgoing feeder

• ZZ transformer 1

They are activated through the respective push buttons placed in the simulation window. Also, through

a slider, it is allowed to control at which point on the wave of the sinusoidal voltage the short circuit

takes place (e.g., it can be chosen that the fault happens on the zero-crossing of the voltage). The CBs on

the incoming feeders 1 and 2, the CBs on the bus coupler, and the CBs on both ZZ transformers can

also be manually opened and closed. This possibility allows for creating different operational scenarios

in which the algorithm will be tested. As discussed with Stedin, there are four common operational

topologies in their grids, as presented in Figure 4.6 -4.9. In all topologies, the red square denotes that

the CB is closed, while an empty square represents an open CB.
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Figure 4.6: Topology 1 - sections disconnected

Figure 4.7: Topology 2 - One incoming feeder and one ZZ

transformer

Figure 4.8: Topology 3 - Two incoming feeders and one ZZ

transformer

Figure 4.9: Topology 4 - Two incoming feeders and two ZZ

transformers

As we can see, cases 1 to 4 differ in whether the bus coupler is closed or not, and on the number of

incoming feeders and ZZ transformers that are currently switched in. Topology 1 represents a scenario

when both sections of the busbar system work independently, i.e., the bus coupler is open. In all of the

other scenarios (Topology 2 to 4), the bus coupler is closed, and the sections are connected. Topology 2

represents an operating scenario where the substation is fed from only one incoming feeder, and the

network grounding is provided through only one ZZ transformer. In Figure 4.7, it can be seen that only

incoming feeder 1 and ZZ transformer 1 are connected, while the incoming feeder 2 and ZZ transformer

2 are switched off. However, it must be pointed out that the results will be the same for any combination

of one incoming feeder and one ZZ transformer. Topology 3 again represents a scenario where only one

ZZ transformer is switched in, but the substation is powered through both of the incoming feeders,

as shown in Figure 4.8. Once more, the results will be the same regardless whether ZZ transformer 1

or ZZ transformer 2 is switched in. These three cases are the ones in which the 10kV grids are only

allowed to operate according to Stedin’s policy.

Nonetheless, sometimes for a short time, the grid topology can be presented as in Figure 4.9, in which

both of the incoming feeders are connected, the bus coupler is closed, and both of the ZZ transformers

are connected. That is why even though this topology is not in accordance with Stedin’s policy, it

was also decided to be part of the investigation. For all of these 4 cases, simulations were carried out

with faults simulated on the five locations listed above (one fault at a time). All simulated faults are

single-phase-to-ground faults on phase A, with a fault resistance of 0.001Ω, and the results from the

simulations are presented in the following section.

4.4. Simulation results
In the following section, the results of some of the simulations are discussed. The presented simulations

are chosen in such a way that they offer an insight into the most crucial aspects of this algorithm.



4.4. Simulation results 33

Case 1 : Fault on an outgoing feeder
The first simulation results discussed are for the case of a single-phase-to-ground fault on the outgoing

feeder when the grid is operating as described in Topology 3, as presented in Figure 4.10.

Figure 4.10: Case 1: Fault on an outgoing feeder in Topology 3

Figure 4.11 presents the simulation results for this case. As seen in the figure, the fault occurs at the

time instance of 20.6 ms. It can be noted that the current in phase A, as discussed, has an insufficient

magnitude in order to active the over-current protection of the IED on the outgoing feeder - Out IED.

However, it can be seen that the zero-sequence current that passes through this IED is sufficient enough

to activate the earth-fault protection setting. The IED requires around 7ms to detect the fault, after

which the ‘Out_Ie>.Str’ signal is activated. At this time, a timer starts, which is compared to the time

delay 𝑡𝑒 >, which for this IED is 900ms. After the time expiration, the Out IED sends the tripping

command, as shown in Figure 4.11. The fault is finally cleared around 970ms from its beginning. The

signal ‘Out_Ie>.Str’ is sent as a GOOSE message to the ZZ1 IED to prevent the operation of its 𝐼𝑒>>
setting. One can notice that the blocking is done successfully, as the 𝑍𝑍1_𝐼𝑒>> .𝑂𝑝 signal remains at a

value of zero during the entire fault duration. These simulation results prove the selectivity and the

desired operation of this protection scheme in the case of a single-phase-to-ground fault on the outgoing

feeder.
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Figure 4.11: Simulation results for a fault on an outgoing feeder in Topology 3

Case 2: Fault on Section 1 of the busbar system, with the bus bus section breaker
being opened
The second case discussed here is when a fault occurs on Section 1 of the busbar system when the

network is operating according to Topology 1. A schematic of this scenario is presented on Figure 4.12.
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Figure 4.12: Case 2: Fault on Section 1 in Topology 1

The results from this simulation can be observed in Figure 4.13, where only the necessary signals for

the observations are included. The single-phase-to-ground fault occurs at time t=9.95ms. As discussed,

the current Ia_in1, that is, the current flowing through incoming feeder 1, is too low to trip the 𝐼 >>
setting of BUS1 IED. The fault current is picked up by the ZZ1 IED after around 5 ms. After the time

𝑡𝑒>> expiration, ZZ1 IED sends the tripping command to BUS1 and BUS2 IED, which happens at

time t=318.95s. However, as seen in Figure 4.13, only in section 1 there is a sufficient presence of a

zero-sequence voltage, while in section 2, the magnitude of the zero-sequence voltage is almost zero. As

a result, the second condition is only satisfied for BUS1 IED, and it issues a trip signal to its CB (CB_IN1).

In contrast, no trip command is sent by the BUS2 IED as the zero-sequence over-voltage condition is not

satisfied. The fault is finally cleared after around 390ms from its appearance.

It should be noted that the timings for the signals 𝑍𝑍1_𝐼𝑒>> and BUS1_TRIP are the same since the

GOOSE messages (according to the previously explained test setup) from the Sprecher IED are directly

connected to the RTDS. This means that no network latency is introduced. In reality, there will be some

small latency, but according to the standards, it is limited to 4ms, which means that that delay will not

influence the basic principle of operation of this scheme.

This simulation case proves the selectivity brought to the scheme by adding the second condition

𝑈0 > 0.3 ∗𝑈𝑛. The same results are obtained in the case when the fault is taking place on Section 2 of

the busbar system.
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Figure 4.13: Simulation results for a fault on Section 1 in Topology 1
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Case 3: Fault on Section 1 of the busbar system, with the bus bus section breaker
being closed
The following case is again when a fault occurs on Section 1 of the busbar system. However, the bus

coupler is now closed, meaning that the network operates according to Topology 3 - Figure 4.14, and the

results from it are accordingly presented in Figure 4.15.

Figure 4.14: Case 3: Fault on Section 1 in Topology 3

Similar to the previous case, the fault occurs at time t = 20.1 ms and is picked up by the ZZ1 IED

after around 4 ms. After the time 𝑡𝑒>> expiration, ZZ1 IED sends the tripping command to BUS1 and

BUS2 IED, which happens at time t=329.9s. As seen in Figure 4.15, now on both sections, there is a

zero-sequence voltage detected by BUS1 IED and BUS2 IED, respectively. This means that the two

conditions are satisfied for both BUS1 IED and BUS2 IED, which results in both of the IEDs sending

tripping commands. This implies that both of the incoming feeders will be disconnected at time t =

400,6 ms. A similar conclusion is drawn from the results when the fault occurs on Section 2 and the bus

coupler, respectively. The same behavior is obtained in the case when the ZZ transformer 2 is switched

in while ZZ transformer 1 is disconnected.
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Figure 4.15: Simulation results for a fault on Section 1 in Topology 3

It can be seen that the scheme is not fully selective in terms of disconnecting only the faulted section.

However, the tripping of both incoming feeders in situations like these was decided in consultation with

Stedin as a stakeholder. The reason is that creating a fully selective algorithm with the decentralized

protection of IEDs will require a much more complicated logic than the one presented before, which

will be more error-prone. That is why, to prevent mall operations of the protection scheme during

normal conditions and during maintenance, it was decided that the safer option is to fully de-energize

the whole busbar system in case of a fault on any of the sections.

Case 4: Fault on the feeder connecting the ZZ transformer 1 in Topology 3
The following case is when the grid operates according to Topology 3, and a single-phase-to-ground

fault occurs on the ZZ transformer 1 feeder (after the CT). The described situation is shown in Figure

4.16. This case’s results are presented in Figure 4.17.
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Figure 4.16: Case 4: Fault on ZZ transformer 1 feeder in Topology 3

Figure 4.17: Simulation results for a fault on the ZZ transformer 1 feeder in Topology 3

As shown in Figure 4.17, the fault occurs at time t = 18.5ms.As expected, in this case, the 𝐼𝑒>> .𝑂𝑝
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signal from the ZZ1 IED is not activated since that IED detects practically no zero-sequence current.

This implies that no tripping commands will be issued by BUS1 IED and BUS2 IED. However, from

the shape of the phase currents presented in Figure 4.17, it is evident that the system of currents is not

symmetrical. As a result, there is a sufficient magnitude of the negative-sequence current to activate

the 𝐼𝑛𝑒 𝑔> setting. One can see that the fault is picked up around 20ms after its occurrence. After the

expiration of approximately 300ms (time according to the settings explained in Table 3.1), the 𝐼𝑛𝑒 𝑔> .𝑂𝑝
command is activated, and a trip signal is sent to the respective CB_ZZ1. The fault is selectively cleared

at time t = 418ms. The same results are obtained for all Topologies 1 to 3, regardless of which ZZ

transformer is connected.

Case 5: Fault on the feeder connecting the ZZ transformer 1 in Topology 4
Finally, the case when the grid is operating according to Topology 4, and a fault occurs on the feeder

connecting the ZZ transformer 1, as shown in Figure 4.18 is presented. Even though this topology is not

in compliance with Stedin’s policy, for a brief time, it can happen that the grid will be working according

to this topology. That is why it was considered when evaluating the algorithm, and the results from this

test case are shown in Figure 4.19.

Figure 4.18: Case 5: Fault on ZZ transformer 1 feeder in Topology 4

The single-phase-to-ground fault takes place at time t = 22.4ms. In contrast to the above-mentioned

case, both a zero-sequence component and a negative-sequence component of the current are detected

from the ZZ1 IED, as seen in Figure 4.19. The same zero-sequence current is seen by ZZ2 IED also, as

ZZ transformer 2 is the “source”. The negative-sequence current activates the 𝐼𝑛𝑒 𝑔> setting of ZZ1 IED

after around 4 ms, while the zero-sequence current activates the 𝐼𝑒>> setting of both ZZ1 and ZZ2 IED

after around 7ms. After the respective time settings expire, the tripping commands are sent from ZZ1

and ZZ2 IEDs. The 𝐼𝑛𝑒 𝑔> .𝑂𝑝 trip from ZZ1 IED is sent at time t=323.25 ms to the CB_ZZ1. Almost

simultaneously, with a delay of just 2.5 ms, ZZ1 and ZZ2 IED send the trip command to BUS1 and BUS2

IED. As both of these IEDs detect a zero-sequence voltage, tripping commands are given to CB_IN1

and CB_IN2, respectively. As a result, non-selective tripping of the busbar system is taking place, and

the algorithm is not working as desired. The reason for this undesired operation can be explained by

observing the distribution of the negative and the zero-sequence components of the fault currents, as

presented in Figure 4.20. The positive-sequence component is omitted from the single-line diagram as it

does not play any role in the algorithm’s explanation and operation.
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Figure 4.19: Simulation results for a fault on the ZZ feeder in Topology 4
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Figure 4.20: Current distribution for a fault on the ZZ feeder in Topology 4

As it can be seen, the negative-sequence component of the current (𝐼2) is being fed from the two

incoming feeders, passing through the IED that is connected to the ZZ transformer feeder 1, which

explains the activation of the command 𝐼𝑛𝑒 𝑔> .𝑂𝑝 from the same IED. The zero-sequence component

of the current (𝐼0) is fed from two different sources: ZZ transformer 1 and ZZ transformer 2. The

zero-sequence current being fed from the ZZ transformer 1 is not passing through any of the CTs on its

way to the fault location; thus, it is not responsible for tripping any of the IEDs. On the other hand,

the zero-sequence current, whose source is the ZZ transformer 2, is passing both through the CT on

the ZZ transformer 2 feeder and through the CT on the ZZ transformer 1 feeder on its way to the fault

location. This means that this current is activating the command 𝐼𝑒>> .𝑂𝑝 from the IEDs on the ZZ

transformer feeder 1 and ZZ transformer feeder 2. As a result of that, both the incoming feeders are

tripped. Even though this grid topology can be in service only for a short time, the chaotic behavior of

the protection scheme if a single-phase fault on the ZZ transformer feeder occurs in that situation can

pose a considerable problem for Stedin.

One way of solving this problem is to block the tripping command sent to the incoming feeders IEDs

on both of the ZZ transformer feeder IEDs whenever one of them detects a negative-sequence current

above the set threshold. This means that when the 𝐼𝑛𝑒 𝑔> .𝑆𝑡𝑟 is activated; it will block the 𝐼𝑒>> .𝑂𝑝 on

ZZ transformer feeders 1 and 2 IED, providing selectivity as shown in Figure 4.21. As seen in this figure,

for the same fault, now only ZZ1 IED is sending a tripping signal, which selectively clears the fault.
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Figure 4.21: Simulation results for a fault on the ZZ feeder in Topology 4, after the improvement of the protection scheme

This would require that the logic for blocking the 𝐼𝑒>> .𝑂𝑝 of the ZZ transformer IED should

be expanded with one more element in parallel. In other words, an 𝐼𝑒> .𝑆𝑡𝑟 signal of any of the

outgoing feeders or an 𝐼𝑛𝑒 𝑔> .𝑆𝑡𝑟 signal of a ZZ transformer will be used to block the 𝐼𝑒>> .𝑂𝑝 of the ZZ

transformer IED. From a technical aspect, this would require expanding the already used OR logic, so it

should not pose a challenge.

Another possible solution is to time grade the 𝐼𝑛𝑒 𝑔> .𝑂𝑝 and the 𝐼𝑒>> .𝑂𝑝 of the ZZ feeder IED. This

would mean the time-setting for the 𝐼𝑛𝑒 𝑔> .𝑂𝑝 could remain to be 300ms, but the time-setting for the

𝐼𝑒>> .𝑂𝑝 will need to be increased to 600ms. This would mean that for the above-discussed situation, the

ZZ feeder 𝐼𝑛𝑒 𝑔> .𝑂𝑝 setting will have a priority in clearing this fault, and selectivity will be provided.

Although this is a more straightforward solution from a technical point of view, it is worsening (longer

clearing times) the overall operation of the protection scheme. Because of this long operating time, a

decision was made that the first presented option is the better solution to solve this problem.

4.5. Conclusion
After discussing and explaining some of the more characteristic cases in this chapter, some conclusions

are drawn from the simulation results. In Table 4.2, the operation of the proposed algorithm in the

different topologies and for various fault locations is presented. The different columns of this table
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represent the different fault locations, while the different grid topologies are assessed in the rows. With

the letter ‘S’ it is denoted that the scheme is operating selectively, meaning that only the minimal faulty

part of the grid is disconnected. On the other hand, with ‘O’, it is denoted that the algorithm performs

according to the desired scheme, but the disconnecting of the faulty elements is not fully selective.

Nevertheless, this is expected and acceptable for Stedin at the current time. Finally, the notation ‘S*’ for

a ZZ feeder fault in Topology 4 denotes that the algorithm will be selective only with the necessary

adjustment explained in Case 5. However, as a fault on the ZZ feeder in Topology 4 is highly unlikely,

this adjustment can be considered unnecessary by Stedin. In that case, the notation will have to be

changed to ‘X’, meaning that the algorithm is not operating according to the desired tripping scheme.

The notation ‘NA’ denotes that this fault location is not applicable in the given topology.

Table 4.2: Operation of the zero-sequence tripping algorithm for different fault locations in different grid topologies

Fault location /
Network Topology

Section 1 Section 2 Bus coupler Outgoing feeder ZZ feeder

Topology 1 S S NA S S

Topology 2 O O O S S

Topology 3 O O O S S

Topology 4 O O O S S*

Extensive simulations were carried out with varying the inception point of the fault, which proved

that the inception angle is not playing any significant role in this protection scheme. The fault resistance

was also varied, and it was observed that every fault on the busbar could be detected in the range

of 13Ω. Faults with higher resistance are not being detected. That is not a problem since 13Ω is a

very high value for fault resistance, and Stedin is usually not experiencing that kind of faults in their

cable networks. However, if high resistance faults are to be expected, the criteria for detecting the

zero-sequence over-voltage can be lowered, which will make the protection scheme more sensitive.

When this condition is lowered to 0.2 ∗𝑈𝑛, this scheme detects the faults until the 18Ω resistance, which

is a substantially high fault resistance. The tripping results for the IEDs were closely correlated to those

obtained with the offline testing using the Omicron RelaySimTest. Furthermore, it is noticed that this

protection scheme is not causing any bottlenecks or endangering the system integrity since all faults are

cleared as intended, without causing any unwanted CB trips (after the necessary adjustments of the

algorithm).

It is worth pointing out that selectivity between the different sections is provided only in the case

when the bus section coupler is opened (Topology 1). This means that when the bus section coupler is

closed, and both sections are connected, selectivity is not provided in terms of disconnecting only the

faulty section, but the whole busbar is disconnected instead. In theory, an algorithm can be implemented

which will also consider the grid topology and the currents that are “entering” and “leaving” the

bus section breaker and, in that way, know exactly where the fault is located - on Section 1 or Section

2. This will require an operation of the IEDs based on logic tables, where multiple conditions will

have to be examined. This added logic can cause trouble for the installation and/or the maintenance

team, resulting in unnecessary trips from this protection scheme. This can pose a bigger problem than

non-selectively tripping off both the sections since it will be uncontrolled and thus present a more

significant challenge for the grid and the grid operator itself. That is why it is proposed to allow the

non-selective2 clearing of the fault to prevent possible more extensive damage.

For the time being, this way of clearing the busbar faults is acceptable for Stedin, and it is not

expected to be causing any problems in the grid operation. However, in the future, the trend is that

the currently passive distribution networks will change to operate as active distribution networks [17],

which means that greater reliability will be required from the distribution networks in general. This

will require a bigger selectivity in clearing the faults, meaning that the non-selective approach between

faults on a different section of the busbar system will no longer be the desired practice. Along with that,

the requirements for the protection will become more extensive, meaning that the backup protection

2the non-selectivity applies only to the sections itself and not to the busbar as the element
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will also have to react in shorter times than what is used now. Additionally, the fault current levels

can decrease. They will depend on the grid topologies and the power output from the intermittent

Distributed Energy Resources (DERs), meaning that the decentralized protection will become more

challenging to coordinate. Centralized protection is becoming a hot topic these days as a possible

solution that can outcome this kind of problem. As part of this thesis, further investigation was done in

the domain of centralized protection, which is presented in the following section.



5
Centralized protection

For the past decades, the decentralized protection systems were the system of choice for all the power

system utilities. This was on a grand scale influenced by the lack of adequate communication and

processing capabilities of the used devices. The grid was also not prone to drastic shifts in its operation,

so the utilities did not find an incentive to change a scheme that was already operating adequately.

Nonetheless, with the significant increase in the processing and communication powers of the new

generation of numerical IEDs and the fact that the grids tend to be more active in the future, meaning

that a faster and more reliable operation of the protection schemes will be required, the centralized

protection principle is a highlight in the power system world these days. Contrary to the traditional way

of operating the distribution networks, with the additional increase of Distributed Energy Resources

(DERs), the distribution systems will also tend to operate as active networks so that the centralized

protection concept will become of interest to them too. This chapter firstly explains a definition of

the centralized protection system and some possible architectures on how to achieve it. Furthermore,

two proposals are made for a centralized scheme for busbar protection against single-phase faults in

medium voltage impedance earthed substations. The principle of operation of this scheme is explained

in this section, along with requirements that would need to be implemented in real life for a centralized

protection scheme like this to work properly.

46
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5.1. Background
The idea of a centralized protection and control (CPC) system dates back to the 1970s. It coincides with

the beginning of the wide use of computers for business purposes [18]. However, it has not been widely

applied and/or investigated due to the lack of hardware, software, and communications technologies

[19]. In recent years, the signal processing capabilities of the IEDs and Merging Units (MUs)1 are rapidly

increasing and, along with that, acceptable communication standards (e.q. IEC 61850, IEEE 1588) are

available for substations, which contributes to making the centralized protection a popular topic again.

Centralized protection and control is a concept that combines several IEDs in a single hardware

platform, which should allow for more efficient use of the processing power, but at the same time, will

not compromise the stability and reliability of the conventional decentralized solution 2[20].

As explained in [21], there are multiple ways in which a CPC architecture can be achieved, along

with the redundancy of the system.3 The most straightforward way is to have a fully centralized and

redundant CPC, as shown in Figure 5.1 and Figure 5.2.

Figure 5.1: CPC connected with MUs directly through point-to-point process bus architecture [21]

1Merging Units are devices that are digitizing the analog outputs from the CTs and VTs

2separate IEDs for every component

3a remark has to be made that this redundancy is in terms of hardware/device redundancy and not communication

redundancy
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Figure 5.2: CPC connected to MUs through Ethernet LAN architecture [21]

In both of these architectures, the CPC has the role of both primary and backup protection, and

depending on the substation, more than two CPC are possible. The current and/or voltage values are

measured from the respective CTs and VTs (MUs) and then handed to the CPC, which, based on its

programmed logic, decides whether protection actions are needed. The only difference is how these

values are sent to the CPC. In the first case (Figure 5.1), the MUs are directly connected to the CPC, and

the connection is a Point-to-Point connection. On the other hand, in the architecture shown in Figure

5.2, the communication between the MUs and the CPC is achieved over a process bus LAN network,

which means that the MUs are multicasting SV and GOOSE messages, and the CPC is subscribed to

those messages. Similarly, the CPC is multicasting its GOOSE messages (tripping commands), and the

respective IEDs are subscribed to the relevant messages. This fully utilizes the implementation of the

IEC 61850 standard. However, fully switching to completely centralized protection is a step that is too

big for the utility companies at this point. This is because the current protection operation relies entirely

on the IEDs, which serve as a backbone for decentralized protection. This implies that entirely replacing

the already existing protection architecture will be an expensive and time-costly process. Furthermore,

what is more important is that it will also require time for the protection engineers to develop new

methods of testing and maintaining this new protection architecture since the already existing ways

will not be able to be fully implemented. As it is a relatively new technology, it also requires extensive

testing and time for the engineers to fully trust its implementation and work.

That is why implementing a hybrid protection scheme is proposed for the initial stage of the shift

towards centralized protection, consisting of the already used decentralized protection schemes and

IEDs in addition to the new CPC concept. Possible examples of this hybrid substation protection scheme

are shown on Figure 5.3 and 5.4.
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Figure 5.3: IEDs take values through copper wires and are interfaced with the CPC [21]

Figure 5.4: IEDs and CPC connected to MUs over point-to-point process bus architecture [21]

In both cases, the IEDs function as primary protection (in the same manner as they are operating

now), and the CPC is used to provide backup protection. The difference between the schemes consists

in the way the information (current and voltage values, CB status, tripping signals) is conveyed between

the IEDs and the CPC. In the architecture presented in Figure 5.3, the IEDs are connected with the

process level equipment (instrument transformers and switching devices) over copper wires and then

communicate SV and GOOSE messages to the CPC. On the other hand, the architecture presented

in Figure 5.4 uses the concept of MUs, which digitize the current and voltage measurements and

then transmit them to both the IEDs and the CPC through a dedicated point-to-point connection. An

alternative to this architecture is presented in Figure 5.5, where the data from the MUs is communicated

to the IEDs and the CPC over Ethernet LAN connection via the so-called process bus, which requires

that a publisher-subscriber communication is established.
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Figure 5.5: IEDs and CPC connected to MUs over Ethernet LAN connection [21]

5.2. Design of a centralized protection
As part of this thesis project, a design for centralized protection is also proposed and tested. The

proposed design is based on the hybrid architecture, where the already installed IEDs play the role of

the primary protection, while the centralized platform provides the backup protection. As explained

later, the centralized platform also adds some extended functionalities for the protection schemes. The

current and voltage transformers pass the currents/voltages via copper wires to the MUs, where this

data is digitized and passed to the IED and the centralized platform. The process bus communicates

the current and voltage measurements to the CPC. Additionally, GOOSE messages are communicated

between the IEDs and the centralized platform in two-way communication. This design intends to test

whether a setup like this can provide the backup busbar protection faster than the already applied one,

without any influence on the IEDs that will serve as the primary protection. Also, the possibility of

overcoming the selectivity problem (explained in Section 4.5) with the centralized approach is examined.

The proposed centralized protection schematic is presented in Figure 5.6. Two of the seven IEDs used

for the simulation testing will be physical IEDs - Siemens 7SA86, while the rest are virtual over-current

IEDs from the RSCAD library. The two Siemens 7SA86 IEDs are used to simulate their primary task of

the feeder protection, as well as to stream SV and/or GOOSE messages to the centralized protection.

It was decided that the two Siemens IEDs will represent the IEDs connected to the ZZ transformer 1

feeder and the incoming feeder 1. Further explanation of how to properly set the Siemens IEDs can be

found in Appendix F.
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Figure 5.6: Proposed hybrid centralized protection scheme

The algorithm for the centralized protection is implemented in MATLAB, which is then run as a

Software-in-the-Loop (SiL) simulation in combination with RTDS, in a similar manner as explained

in [22]. This requires the PC, where the MATLAB code is being run, and the RTDS to be connected

through the local area network (LAN). Then, using the TCP socket protocol, the data from the RSCAD

software is transmitted to the MATLAB script, where the algorithm is run, and the appropriate tripping

commands will be transmitted back from MATLAB to RSCAD. Graphically, this is presented in Figure

5.7.

Figure 5.7: Communication setup for testing the centralized protection algorithms

The backup protection functionalities of the centralized protection are related to the protection

of the busbar sections. Since this centralized protection will initially serve only as a backup, it has

to be time-graded with the primary protection, in this case, the reverse-blocking scheme with the

addition of the newly proposed zero-sequence tripping scheme. As mentioned in Chapter 3, the current

requirements for opening the CBs are 85 ms, meaning that a time margin of 300ms will guarantee

time-selectivity between the primary and backup protection. That is why for the operation time of the
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busbar backup protection, a time of 600ms was decided to be set.

Furthermore, an added functionality in the centralized busbar protection will be detecting a fault on

the section coupler. By providing this functionality, for a single-phase-to-ground fault on this location,

only the bus coupler CBs will be tripped off. In contrast, the bus section(s)4 will continue to be energized.

In this case, the centralized protection cannot be seen as the backup protection, but as the primary one,

in the sense that it has to operate before the de-centralized protection can trip the whole busbar system.

This is why a time delay of 100ms was chosen, allowing a time margin of 200ms for the CB to trip, again

guaranteeing the selectivity principle.

Two algorithms for detecting single-phase-to-ground faults on the busbar system in a centralized

manner were designed and tested using the above-explained setup. The difference between the

algorithms is mainly based on the data they use to detect the fault. The first algorithm is based solely

on GOOSE messages from the IEDs, which means that the IEDs need to detect the disturbance in the

system, and the centralized protection based on their messages is being able to locate the fault 5. The

second algorithm is based solely on the SV messages gained from the IEDs/MUs, which means that it

is the algorithm’s task to detect whether there is a fault occurrence and, based on the current and/or

voltage measurements, to issue the appropriate tripping signals. The principle of operation of these

algorithms is explained in the following sections.

5.3. GOOSE based algorithm
5.3.1. Principle of operation
The first algorithm that is explained is the one that operates based on the GOOSE messages received

from the IEDs. The MATLAB code for the operation of this algorithm, alongside its explanation, can be

found in Appendix G. This algorithm is operating on the 𝐼𝑒> .𝑆𝑡𝑟 signals of all of the IEDs (i.e., it takes

into account which of the IEDs are detecting a zero-sequence current) and, based on that, determines

the location of the fault. Additionally, the detection of a zero-sequence over-voltage at the busbar IEDs

is also taken into account, as well as the negative-sequence current detection from the IEDs on both of

the ZZ transformers.

This means that it operates on the same basis as the zero-sequence tripping distributed protection

scheme explained in Section 3, with the difference that the decision is made on a centralized level

instead of on a decentralized level. Using a centralized platform to make the tripping decisions makes

it much easier to achieve selectivity between a fault on the different sections and a fault on the bus

section coupler. The test case network is shown in Figure 5.8. As noted from the figure, the network

consists of one outgoing feeder, two incoming transformer feeders, and two zig-zag transformers, which

can be switched in and out manually with a push button, thus enabling the four topologies that were

previously described in Chapter 4.3. The fault is again simulated in five different locations.

The first thing that needs to be mentioned is that if the outgoing feeder detects a zero-sequence

current (i.e., the signal from the outgoing feeder IED 𝐼𝑒> .𝑆𝑡𝑟 is equal to 1), the tripping signal to both of

the incoming feeders’ CBs (on Section 1 and 2) is disallowed until the signal changes its value to zero. In

this way, priority is provided to the IED on the outgoing feeder to clear the fault in its zone.

Similarly, if a ZZ transformer IED detects a negative-sequence current (𝐼𝑛𝑒 𝑔> .𝑆𝑡𝑟 is equal to 1), the

tripping signal to both incoming feeders CBs is disallowed. This is done to prevent false tripping when

the two ZZ transformers are switched in, and a fault occurs on the feeder connecting one of them to the

busbar, as explained in 4.4.

Finally, when the 𝑉0> .𝑆𝑡𝑟 signal of the IED on Section 1 is equal to zero (meaning that the busbar

IED is not detecting the presence of zero-sequence voltage), the CB on Section 1 is prevented from

tripping, and the same logic is applied to Section 2 also. This again serves as a safety mechanism to

prevent false trips from the protection scheme due to maintenance or maloperation.

Three locations are possible for a fault on the busbar system: a fault on Section 1, a fault on Section

2, and a fault between the bus section CBs. The zero-sequence current distribution for a fault on the

bus coupler (when only ZZ transformer 1 is switched in) can be seen in Figure 5.9. The zero-sequence

current is detected by only one of the bus coupler IEDs (the one closer to section 1), while the other

one is not detecting it. In case of the ZZ transformer 2 being switched in (while ZZ transformer 1 is

4depends on the network’s topology

5the location is meant in terms of element and not in terms of the exact location on a specific element
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disconnected), the situation will be almost the same, with the difference that now the bus coupler IED

that is closer to section 2 would detect a presence of a zero-sequence current, while the other would not.

Figure 5.8: Test case network for the centralized protection

Figure 5.9: Distribution of the zero-sequence current for a fault on the bus coupler in Topology 3

This means that the necessary condition for detecting a single-phase-to-ground fault in this location

is that only one of the bus coupler IEDs must detect a presence of a zero-sequence current. This criterion

requires that for the GOOSE signals from these two IEDs, an XOR logic must be implemented, as shown

in Table 5.1. The signal ‘Cent_BC_TRIP’ is the tripping signal issued from the centralized platform and

serves to open the bus coupler CBs.
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Table 5.1: Logic table for the GOOSE algorithm when a fault occurs on the bus coupler, with only one ZZ transformer switched in

Incoming GOOSE messages

Ie>.Str (Out IED) 0 0

Ineg>.Str (ZZ1 IED) 0 0

Ie>.Str (ZZ1 IED) 1 0

Ie>.Str (ZZ2 IED 0 1

Ie>.Str (BC1 IED) 1 0

Ie>.Str (BC2 IED) 0 1

V0>.Str (BUS1 IED) 1 1

V0>.Str (BUS2 IED) 1 1

Outgoing commands

Cent_BC_TRIP TRIP TRIP

Cent_BUS1_TRIP NO TRIP NO TRIP

Cent_BUS2_TRIP NO TRIP NO TRIP

As explained before, the centralized protection algorithm is the primary protection for this fault

location. Hence the reaction time should be as fast as possible, and for the above-explained reasons

was chosen to be 100ms. The results for a simulated single-phase-to-ground fault on the bus coupler in

Topology 3 (both incoming feeders connected and only one ZZ transformer switched in) are presented

in Figure 5.10.
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Figure 5.10: Tripping times from the centralized GOOSE algorithm for a fault on the bus coupler in Topology 3

As it is seen, the fault happens at time t = 23.3ms. The centralized protection sends the tripping

command to the bus coupler CBs (‘Cent_BC_TRIP’) at time t = 147.3ms, while the tripping commands

to the incoming feeder IEDs (‘Cent_BUS1_TRIP’ and ‘Cent_BUS2_TRIP’) are both with a value of zero,

meaning no tripping action is being taken. This shows that the centralized protection successfully

distinguishes between a fault on one of the sections and the fault on the bus section coupler. The fault is

selectively cleared by opening the bus coupler CBs at t = 218.5ms. What is worth mentioning is also that

the bus coupler CBs are tripped before the primary protection of the incoming feeders (‘BUS1_TRIP’

and ‘BUS2_TRIP’) has enough time to react. This proves that centralized protection can be the primary

protection for a fault on the bus section coupler to provide complete selectivity and prevent tripping the

whole busbar system.

The next cases analyzed are when a single-phase-to-ground fault occurs in Section 1 or Section 2 of

the busbar system, assuming the bus coupler is closed, and only one ZZ transformer is switched in.

First, the case when only the ZZ transformer 1 is connected is examined. On Figure 5.11 and 5.12, the

distribution of the zero-sequence component for both of the fault locations is given.
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Figure 5.11: Distribution of the zero-sequence current for a fault on Section 1, with only ZZ transformer 1 connected

Figure 5.12: Distribution of the zero-sequence current for a fault on Section 2, with only ZZ transformer 1 connected

As shown in Figure 5.11, for a fault in section 1, when only ZZ transformer 1 is connected, only the

IED on the ZZ transformer 1 feeder is detecting a zero-sequence current, while none of the other IEDs

are detecting it. On the other hand, from Figure 5.12, it can be noted that when the fault is on section 2,

the ZZ transformer 1 IED detects a zero-sequence current, but also both of the IEDs on the bus coupler

will be detecting it. As explained above, when the outgoing feeder IED is detecting a zero-sequence

current or the ZZ feeder is detecting a negative-sequence current, the tripping of the incoming feeders

will be prevented. Accordingly to the previously explained logic, when only one of the bus coupler

IEDs detects a zero-sequence current, only the bus coupler will be switched off. The merging of these

conditions about the tripping signals to the bus coupler and/or incoming feeders CBs, in the case when

ZZ transformer 1 is connected, can be seen in Table 5.2.
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Table 5.2: Logic table for the GOOSE algorithm when the ZZ transformer is connected on Section 1

INCOMING GOOSE MESSAGES

Ie>.Str (Out IED) 1 0 0 0 0

Ineg>.Str (ZZ1 IED) 0 1 0 0 0

Ie>.Str (ZZ1 IED) 1 0 1 1 1

Ie>.Str (ZZ2 IED) 0 0 0 0 0

Ie>.Str (BC1 IED) 0 0 1 0 1

Ie>.Str (BC2 IED) 0 0 0 0 1

V0>.Str (BUS1 IED) 1 1 1 1 1

OUTGOING COMMANDS

Cent_BUS1_TRIP NO TRIP NO TRIP NO TRIP TRIP NO TRIP

Cent_BUS2_TRIP NO TRIP NO TRIP NO TRIP NO TRIP TRIP

Cent_BC_TRIP NO TRIP NO TRIP TRIP TRIP TRIP

This logic was validated by running simulations in RTDS. The results for a fault in Section 1 and

Section 2 are shown in Figure 5.13 and Figure 5.14 respectively, where the signals ‘Cent_BUS1_TRIP’

and ‘Cent_BUS2_TRIP’ are the centralized signals to trip incoming feeder 1 and incoming feeder 2

respectively. The signal ‘Cent_BC_TRIP’ is the trip that is sent to the bus coupler CBs. The first thing

that must be pointed out is that centralized protection operates as backup protection for the bus sections.

As explained before, the operational timings are set to 600ms, which corresponds to what we see in the

figures. This time setting implies that the tripping signals from the IEDs (‘BUS1_TRIP’ and ‘BUS2_TRIP’)

operate faster than the centralized protection. That is why these tripping signals are indeed being sent

from the IEDs but are not connected as tripping commands to any CB. As it can be seen from Figure

5.13, the centralized protection is successful in detecting that the fault is happening in Section 1. As

expected, tripping commands are sent only to the incoming feeder 1 CB and the bus coupler CBs to

fully disconnect section 1 from any power supply. We can see that without the centralized protection,

both of the incoming feeders would have been tripped.
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Figure 5.13: Tripping times from the centralized GOOSE algorithm for a fault on Section 1 in Topology 3

The same conclusion can be drawn for a fault in Section 2 by looking at the results from Figure 5.14.
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Figure 5.14: Tripping times from the centralized GOOSE algorithm for a fault on Section 2 in Topology 3

If the ZZ transformer is connected to Section 2, the logic for tripping the bus section CBs remains the

same, while the logic for tripping the separate sections must be reversed. In other words, when the

IED on this ZZ feeder detects a sufficient magnitude of the zero-sequence current, and both of the bus

section IEDs also detect the zero-sequence current - the conclusion is that the fault is in Section 1. On

the other hand, if the ZZ feeder IED is again detecting the zero-sequence current, but none of the bus

section IEDs are detecting it, the conclusion is that the fault is in Section 2. This logic is presented in

Table 5.3.
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Table 5.3: Logic table for the algorithm when the ZZ transformer is connected on Section 2

INCOMING GOOSE MESSAGES

Ie>.Str (Out IED) 1 0 0 0 0

Ineg>.Str (ZZ2 IED) 0 1 0 0 0

Ie>.Str (ZZ1 IED) 0 0 0 0 0

Ie>.Str (ZZ2 IED) 1 0 1 1 1

Ie>.Str (BC1 IED) 1 0 0 1 0

Ie>.Str (BC2 IED) 1 0 1 1 0

V0>.Str (BUS1 IED) 1 1 1 1 1

V0>.Str (BUS2 IED) 1 1 1 1 1

OUTGOING COMMANDS

Cent_BUS1_TRIP NO TRIP NO TRIP NO TRIP TRIP NO TRIP

Cent_BUS2_TRIP NO TRIP NO TRIP NO TRIP NO TRIP TRIP

Cent_BC_TRIP NO TRIP NO TRIP TRIP TRIP TRIP

By combining the logic schemes for the two ZZ feeders in the centralized algorithm, selective tripping

can be achieved regardless of which section the ZZ transformer is connected to. This was tested by

simulating all the different combinations with one ZZ transformer switched in, and one or two incoming

transformers switched in, with the bus section CBs closed in all the simulation cases. For all of the cases,

selectivity was achieved.

Again, a case that needs special attention is the case when both of the ZZ transformers are switched

in, meaning that the grid is operating according to topology 4, which is a case in which a selectivity issue

can arise. In Figure 5.15, the distribution of the zero-sequence current during a single-phase-to-ground

fault in section 1, when the grid is operating according to topology 4, can be seen. In this case, both the

ZZ transformers’ IEDs and the bus coupler IEDs detect a presence of a zero-sequence current.

Figure 5.15: Distribution of the zero-sequence current for a fault on Section 1, with both ZZ transformers connected

It can easily be deducted that regardless of the fault location (Section 1, Section 2, or on the bus

section coupler), all four abovementioned IEDs will still be detecting the zero-sequence current. That

makes it practically impossible to achieve selectivity between a fault on the sections and the bus coupler
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(when the grid operates in this topology) based on the 𝐼𝑒> .𝑆𝑡𝑟 signals of the IEDs. That is why, for

this case, an extra logic was implemented in this algorithm to trip both the incoming feeders CBs and

the bus coupler CBs when the fault occurs anywhere on the busbar system. Namely, if both the ZZ

transformer IEDs are detecting a zero-sequence current (meaning that both of them are switched in) and

both of the bus coupler IEDs are also detecting the zero-sequence current (meaning that the bus coupler

CBs are closed and the two sections of the busbar systems are connected), a simultaneous tripping

command is being sent to both of the incoming feeders CBs and the bus sections coupler CBs. The

test results for the case when both of the ZZ transformers are switched in and the bus coupler CBs are

closed, and a fault occurs on the bus coupler are shown in Figure 5.16. As it can be seen, the scheme is

working according to the expectations and is tripping off the whole busbar system (‘Cent_BUS1_TRIP’,

‘Cent_BUS2_TRIP’ and ‘Cent_BC_TRIP’ are all changing their value to 1 simultaneously). Further notice

is that even without the centralized protection scheme, the IEDs would send a tripping command to

both of the incoming feeders (‘BUS1_TRIP’ and ‘BUS2_TRIP’), and again the whole busbar system

would be left de-energized. This means that even though the centralized scheme is not fully selective in

this situation, it is not degrading the already existing busbar protection scheme.

Figure 5.16: Tripping times from the centralized GOOSE algorithm for a fault on the bus coupler in Topology 4
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Finally, a critical case to be examined is when the grid functions according to topology 4 again.

However, now the single-phase-to-ground fault is taking place on the feeder connecting ZZ transformer

1 to the busbar. As shown in Figure 4.20, in this case, both of the incoming feeders IEDs and both of the

bus coupler IEDs are detecting zero-sequence current. However, in this case, the 𝐼𝑛𝑒 𝑔> .𝑆𝑡𝑟 from the

ZZ transformer feeder IED where the fault occurs will prevent sending of the tripping commands to

the incoming feeders and the bus coupler CBs. An additional safety margin is that the ZZ transformer

operates on the negative-sequence over-current setting (𝐼𝑛𝑒 𝑔> .𝑂𝑝) with a time delay of 300ms. In

comparison, the time delay of the tripping commands to the incoming feeders from the centralized

protection scheme is 600ms. This insinuates that even time selectivity is achieved in this case. This

means that the fault will be cleared only by the ZZ transformer IED, while the centralized protection

algorithm will not send any unwanted trips, as seen in Figure 5.17. It is noticeable that only the ZZ

transformer 1 sends a tripping signal to its respective CB, while the rest of the signals remain at zero.

Figure 5.17: Tripping times from the centralized GOOSE algorithm for a fault on ZZ transformer 1 feeder in Topology 4

5.3.2. Conclusion for the GOOSE-based centralized algorithm
Table 5.4 presents the results obtained after the extensive simulations of single-phase-to-ground faults

on different fault locations while the grid operates according to different operational topologies. Again,

all simulated faults are single-phase-to-ground faults occurring in phase A with a resistance of 0.01Ω.

The table’s layout is exactly the same as explained for Table 4.2.
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Table 5.4: Operation of the GOOSE based centralized algorithm for different fault locations in different grid topologies

Fault location /
Network Topology

Section 1 Section 2 Bus coupler Outgoing feeder ZZ feeder

Topology 1 S S NA S S

Topology 2 S S S S S

Topology 3 S S S S S

Topology 4 O O O S S

As seen from the table, when the grid is operating according to topology 1 (the bus coupler being

switched off and the sections disconnected), there is a fully selective algorithm, just as the one presented

in Section 3.3. However, during the active topologies 2 and 3 (only one ZZ transformer switched in and

the bus coupler closed), it was concluded that the centralized algorithm based on GOOSE messages

is fully selective, meaning that it can fully distinguish between a fault on Section 1, Section 2 and the

bus coupler. This, compared to the zero-sequence tripping algorithm, improves the protection scheme,

as only the faulty part of the busbar is getting disconnected, and the rest of the grid can continue to

have a power supply. The only selectivity problem can arise when both zig-zag transformers are in

operation (topology 4), as seen in Table 5.4. In this case, as explained above, the algorithm cannot

distinguish between a fault on Section 1, Section 2 or the bus coupler, so a tripping signal is sent to both

the incoming feeders CBs and the bus coupler CBs. Even though this behavior is not fully selective, its

operation is like the zero-sequence tripping scheme, meaning that no downgrading is introduced with

this algorithm. Furthermore, it is intended that the centralized protection will initially function only

as backup protection, so the criteria for selectivity can also be looser. From the results presented, it

is evident that by using GOOSE messages from the already existing IEDs and centralized platform to

run an algorithm that would process these messages and, based on that, make the necessary tripping

decisions, much greater selectivity can be achieved than with the decentralized algorithm based on

the zero-sequence tripping scheme. Furthermore, let us consider the centralized protection only as

backup protection initially. It is noticeable that faster response times can be obtained than the currently

necessary time for the backup protection to act.

It must be noted that this centralized protection cannot be defined as centralized backup protection in

terms of independently detecting and clearing the faults. It is still dependent on the proper functioning

of the already existing IEDs. However, it can be used more effectively as a centralized platform for

running distributed protection schemes. It was proven that it could improve the overall busbar protection

scheme and, at the same time, serve as an initial step for Stedin towards its learning experience with

centralized protection. The reason for this is that this centralized protection is working explicitly by

using GOOSE messages. This data type is already standard in Stedin’s operation of the grids and

for which the communication network is already suited. This means that in a case where Stedin

requires a greater selectivity for the busbar faults, this algorithm can be implemented more quickly

than a fully centralized protection scheme with only SV as inputs. In practice, this would require a

processor/centralized platform that is IEC 61850 compatible and tested, without much processing

capability since the algorithm runs on simple mathematical calculations. Special attention will have to

be paid to configuring that the tripping messages from the centralized controller will be adequately

mapped to the substation network, so a proper operation of the protection scheme can be guaranteed.

A recommendation would also be that in a case of a GOOSE communication failure (one or more

GOOSE messages are not being sent/received), the centralized algorithm would have to be disabled,

thus providing greater security against unwanted trips.

5.4. SV based central protection
A genuine (centralized) backup protection should not rely on the proper operation of the primary

protection (the IEDs) and must operate independently. This requires that the backup protection will be

getting the current and/or voltage measurements from the instrument transformers and, solely based

on its protection logic, will be issuing the correct tripping commands. In compliance with the IEC

61850 standard, the centralized protection will be subscribed to the SV messages published from the
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respective MUs. As part of the thesis research, an algorithm based on this principle was developed.

The test case grid is again the same as the one used for the GOOSE-based centralized algorithm.

However, this time instead of the GOOSE messages from the IEDs, the currents from all the current

transformers are being communicated to the centralized platform. The SV rate is chosen to be the

standard rate of 80 samples/cycle, which in the 50Hz systems would translate to a rate of 4000Hz. The

SVs from the virtual devices were created by sampling the analog values of the CTs at a rate of 4000Hz.

However, due to technical limitations of the GTNETx2 card, sending the data with a rate of 4000Hz

from the RTDS to MATLAB is not possible. Additionally, most relays use the 4000Hz rate only for fault

and disturbance recording. In contrast, the protection algorithms operate at a much slower rate, usually

in the vicinity of 4 to 8 samples per cycle [23]. Following this logic, it was decided that streaming the SV

to the centralized MATLAB platform at 400Hz is sufficient. This requires that the SV data should first

be pre-processed in RTDS and down-sampled to 400Hz. Only afterward the RTDS sends this data to

MATLAB. The pre-processing of the data is shown in Figure 5.18.

Figure 5.18: Pre-processing of the data for the SV-based centralized algorithm

The example shown in this figure is for the current in phase A of the outgoing feeder; however, the

procedure is the same for all currents. The signal ‘I_A_out’ is the analog current on the secondary side

of the CT on the outgoing feeder for phase A. As seen, this analog current is passed to a sampler, which

samples the current at a rate of 4000Hz, thus, effectively creating SV data. For the SV messages from the

Siemens IEDs, this step is skipped, as they are already sampled at 4000Hz. Before being sent to the

MATLAB centralized algorithm, this data needs to be further processed. First, the SV data is buffered

into a moving average filter, which creates an average value from ten consecutive data points. After that,

the output of this average filter is down-sampled at a rate of 400Hz. The value of 400Hz corresponds

to 8 samples/cycle for the power system frequency of 50Hz. After the final processing of the data, it

is passed to the MATLAB code which runs the algorithm. The code of the algorithm is explained in

Appendix H.

The algorithm, in its basics, operates on the same principle as differential protection. Three zones of

protection were created: section 1, section 2, and the bus coupler. For every zone, it is detected whether

the sum of the currents entering the zone equals the currents leaving the zone. If the sum difference is

above an established threshold, a decision is made that a fault has occurred in the respective zone, and

appropriate trip signals are sent. The threshold has to be set so that the protection will be sensitive

enough to detect a fault in its zone but not over-sensitive to cause maloperations. The threshold was set

to 200A (primary value), as it is a value that guarantees the sensitivity of the algorithm. Zone 1 covers

section 1, which means that the sum of the currents from the incoming feeder 1, ZZ transformer 1, the

outgoing feeder, and the bus coupler must be considered 6. Similarly, for Zone 2, the currents from

the incoming feeder 2, ZZ transformer 2, and the bus coupler must be considered. Finally, for Zone

3, the currents on both sides of the bus coupler are considered. The CTs polarity is considered when

calculating the difference in the currents for each zone. The three different zones, alongside the currents

taken into account, are shown in Figures 5.19 - 5.21.

6the current from the CT that is on the side where the bus coupler is connected to section 1
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Figure 5.19: Zone 1 of the SV-based centralized algorithm

Figure 5.20: Zone 2 of the SV-based centralized algorithm

Figure 5.21: Zone 3 of the SV-based centralized algorithm

Again, this centralized protection is devised as backup protection with some added functionalities.

In accordance with the previous centralized algorithm, the times for zone 1 and zone 2 are set to 600ms,

while the operating time for a fault in zone 3 is set to 100ms. The fault locations and the possible network

topologies are the same as the previously described ones. When the network operates according to

topologies 1-3 (only one ZZ transformer is connected), full selectivity is provided with this algorithm.

The results for single-phase faults when the network operates according to these three topologies are

not further described here. The reasoning is that the same selectivity is achieved with the GOOSE-based

algorithm, so no improvement is introduced for these topologies in terms of selectivity. However,
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improvement is achieved when the network operates per topology 4 - both ZZ transformers are switched

in. In this case, selectivity between faults in different zones can be achieved with this SV-based algorithm,

which is an improvement compared to the GOOSE-based centralized algorithm. Figure 5.22 shows the

results for a fault on the bus coupler when the network operates according to topology 4.

Figure 5.22: Tripping times from the SV-based algorithm for a fault on the bus coupler in Topology 4

As seen, the fault occurs at time t = 11.45 ms. A fault on the bus coupler will result in inequality of

the currents that “enter” and “leave” the bus coupler. The directions of whether a current “enters” or

“leaves” the protected zone are arbitrary, as only the magnitude of the difference is of interest. This

inequality is presented in Figure 5.22, where ’I_diff’ represents the difference of the currents seen by BC1

and BC2 IED, respectively. It has to be pointed out that this difference will have a value different than

zero only in the case of a fault on the bus coupler. In every other case, the difference will be zero as the

same current would pass through both the IEDs. One can notice that the magnitude of this difference is

higher than the defined threshold, which means that the fault will be detected. A tripping signal is sent

after approximately 120 ms from the fault occurrence. Because of the selectivity provided with this

method, we can see that the tripping signal is sent only to the bus coupler CBs. Around 180ms after the

occurrence of the fault, the fault is cleared. The same behavior is observed for a fault in sections 1 and

2. It can be concluded that the algorithm is entirely selective for all fault locations during all network

topologies.

5.4.1. Conclusion for the SV-based centralized algorithm
Table 5.5 shows the results from the operation of the SV-based centralized algorithm for faults on

different fault locations during different network topologies.
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Table 5.5: Operation of the SV based centralized algorithm for different fault locations in different grid topologies

Fault location /
Network Topology

Section 1 Section 2 Bus coupler Outgoing feeder ZZ feeder

Topology 1 S S NA S S

Topology 2 S S S S S

Topology 3 S S S S S

Topology 4 S S S S S

As explained, full selectivity is achieved with this kind of algorithm. Additionally, it functions

entirely independently from the primary protection and the IEDs. This means that it does not depend

on the proper operation of the protection IEDs. Thus, it can act as proper backup protection if they

fail to operate. However, the implementation of this kind of centralized protection is technically more

challenging for Stedin (and other DSOs). There are several reasons behind this statement.

Firstly, SV streaming should be possible for the protection devices in the substation if an algorithm

like this is operational. This requires using MUs or IEDs with MUs capabilities, which are not standard

equipment types in the Stedin network. Furthermore, a process bus network is necessary to support this

data type communication. An implication is that further investment and expansion in the communication

network will be needed. Another difference is that SV messages are streamed continuously, and unlike

GOOSE messages, they are not prioritized. Based on the number of devices streaming the SV data, the

data can get buffered, and packets can get lost, as shown in [24]. The possibility of lost data and the

latency limit has to be accounted for, as it may cause an improper algorithm operation. Further research

in this direction will be required to assess the risks from this problem and possible solutions for its

mitigation.

A proprietary consequence of using SV messages is the substation time-synchronization with

increased accuracy. The method for time synchronization of the SV data uses the IEEE 1588 PTP protocol

over the communication network [20]. By using a PTP time synchronization, a time-stamping that is

synchronized for all substation devices can be achieved. This means that a PTP time-synchronization

will be crucial in the network if SV-based centralized protection is to operate.7 Furthermore, if the PTP

synchronization fails, the algorithm will no longer be operational. This implies that redundancy in the

PTP time-synchronization should be considered a possibility. This will prevent the SV data from being

completely blocked in case of the PTP clock failure, as there will be another PTP clock to substitute it.

Another consideration that needs to be taken into account is CT saturation. This phenomenon occurs

when a very high current passes through the CT, which saturates the CT core to its maximum point.

This implies that the secondary current of the CT does not match the primary current input (divided by

the CT ratio) once the CT gets saturated [25]. As a result, the IED will register a current smaller than the

actual one, which can cause possible protection maloperations. The currents that pass through the CTs

in the case of single-phase faults are too low to cause CT saturation. However, in a case of a two-phase or

three-phase fault, the currents can reach a magnitude that could cause CT saturation. As this algorithm

depends on the accurate detection of currents, the CT saturation can pose a big problem for its proper

operation. A solution is to use the principle already implemented in the state-of-the-art IEDs. The

modern IEDs 8 are required to detect a presence of fault before the minimum time to saturation of the CT

expires. The minimum time to saturation of a CT is the time for which it is guaranteed that no saturation

happens in the CT. They can also have a saturation detector, requiring the CT only to transform until

saturation is detected [26]. If the centralized platform detects the fault according to this principle, then

the saturation should not threaten the proper operation of the protection. In this direction, faster and

smarter fault detection algorithms would have to be investigated and developed. Another possibility is

that in the future, to utilize the IEC 61850 standard more efficiently, conventional CTs can be replaced

by non-conventional instrument transformers. An example of such a non-conventional instrument

transformer is the Rogowsky Coil. As the Rogowsky Coil is constructed over a nonmagnetic core, as a

result of the linearity of the core, it does not experience saturation [27]. Using Rogowsky Coil as an

7local time synchronization is sufficient for the busbar protection scheme, and absolute synchronization is not required

8saturation is mainly a problem for the differential and distance protection
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instrument transformer can make the saturation problem neglectable and improve the efficiency of this

algorithm.

All of the considerations mentioned above make the implementation of the SV-based centralized

algorithm a trickier task for the DSOs. Additionally, new testing and maintenance methods will have to

be developed, as well as preparing the personnel for the logic behind the protection operation. However,

the benefits of a more selective and faster protection algorithm, along with more optimal utilization of

digital data, outweigh the challenges and make the concept of centralized protection worth exploring.



6
Conclusions and Recommendations

6.1. Conclusions
This thesis presents the implementation of a novel busbar protection scheme, which fully implements

the IEC 61850 standard. This busbar protection scheme serves to protect against single-phase-to-ground

faults in impedance earthed distribution grids. The first part of the thesis focuses on a protection

scheme that uses the already available Stedin’s infrastructure. The part of the grid under investigation

is modeled in RTDS. A HiL simulations were carried out with a Sprecher IED. From the simulation

results, the following conclusions can be made:

• The IEC 61850 communication protocol enables more efficient utilization of distributed protection

schemes. In this way, protection problems or protection blinding can be tackled with the currently

available IED infrastructure.

• The proposed zero-sequence tripping scheme can properly detect and switch off single-phase-to-

ground busbar faults. No false trips were experienced during the simulation runs.

• The selectivity that can be achieved with the current IED infrastructure of Stedin is limited. This

limitation does not allow for a distinction between a fault in section 1 and section 2 in some of the

grid topologies. However, it is not considered a significant drawback according to the current

needs of Stedin as a stakeholder.

• The simulations show that the operation of this protection scheme does not endanger the system’s

integrity.

• The delay introduced in the scheme’s operation as a result of the communication between the IEDs

is negligible. This results from the strict time latency allowed for GOOSE messages according to

the IEC 61850 standard.

• The solution is ready to be implemented as a plug-and-play solution in Stedin’s network in order

to solve the problem of the current busbar protection blinding for single-phase-to-ground faults.

The second part of the thesis explores the possibilities for a centralized approach to achieve busbar

protection. The same RTDS network is used, and two Siemens IEDs are utilized for the HiL simulation.

The algorithm for running the centralized protection is implemented in MATLAB, and is then run as a

SiL simulation with RTDS. Two centralized approaches are discussed, operating on GOOSE and SV data.

From the simulation results, it could be seen that the centralized approach has an increased performance

compared to the decentralized approach. The conclusion obtained from running simulations with the

centralized approach are the following :

• Implementing the logic behind the zero-sequence tripping scheme at a centralized level increases

the selectivity of the algorithm. This requires only the communication of GOOSE messages; thus,

no significant communication latency is introduced in the protection scheme.

• The infrastructure of Stedin is already adjusted for the communication of GOOSE messages, which

means that no significant investments in the communication network are required. This centralized

approach can provide a good learning experience for DSOs such as Stedin to understand the

possibilities and problems of centralized protection.
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• Utilizing centralized protection as backup protection in the initial stage of its implementation can

significantly decrease the operational times compared to the currently used backup protection.

• A centralized protection that operates only on the grid measurement (SV messages) is entirely

independent of the IEDs and offers complete selectivity.

• The SV-based centralized approach requires further investment in the communication network

and the measuring devices. Further research is needed to thoroughly understand this approach’s

risks and how to mitigate them.

• Communication is a discipline that is becoming increasingly entangled with power system

protection.

6.2. Recommendations
The zero-sequence tripping scheme can be tested against intermittent faults, which usually occur in cable

networks. Systematic testing could be carried out by varying the frequency and duration of the impulses

to detect any false operation of the protection scheme when an intermittent earth fault occurs on one of

the outgoing feeders. Further study should be carried out in the domain of communication reliability in

power system protection, as it will play a vital role if a centralized protection concept is implemented.

For that purpose, a more in-depth analysis could be carried out to see the best communication practices

and how to optimally achieve communication network redundancy in the substation. Research should

be conducted to determine how to fully implement the IEC 61850 standard resilient and robustly in

the distribution substations. The interoperability of devices from different vendors can be tested to

see whether it complies with the IEC 61850 standard. Additionally, it should be tested whether the

MUs and IEDs from different vendors react in the same manner to data and/or time-synchronization

loss. New, more intelligent algorithms for fault detection and localization based on SV data are also

encouraged to be investigated. This could help to utilize the digital data optimally and produce more

selective and faster clearing of the faults.
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A
Transformer groups in zero-sequence

representation

Representation of the different transformer groups in the zero-sequence equivalent circuits [28].
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B
NX PLUS C datasheet
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C
Network parameters

External grid

f (Hz) 50

Z1 (Ohm) 5

phi1 (degrees) 84.3

Z0 (Ohm) 5

phi0 (degrees) 84.3

Power transformer

f (Hz) 50

Rated power (MVA) 30

Transformation ratio (kV/kV) 50/10.5

Connection ratio Ynd11

Leakage inductance (p.u) 0.1269

Copper losses (p.u) 0.0056

phi0 (degrees) 84.3

Cables

f (Hz) 50

R1 (Ohm) 0.194

X1 (Ohm) 0.083

Xc1 (MegaOhms) 0.0096

R0 (Ohm) 2.46

X0 (Ohm) 0.13

Xc0 (MegaOhms) 0.0159
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ZZ transformer

R0 (Ohm) 18

L0 (Henry) 0.001



D
Sprecher IED setting

Firstly, the correct settings need to be implemented in the IED, which is done through the Sprecon

E-engineering software, as shown in the following figures.
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Important to be noted while filling in these parameters are that the timings are entered in seconds,

while the standard entries for the operating currents are in secondary values (with the CT having a

ratio of 600/1, as explained before). The next thing is to configure the trip signals in the IED, i.e., under

which conditions should the IED send a tripping signal to the respective CB.

As seen, the OR logic is applied, meaning a trip signal will be sent regardless of which condition is

fulfilled.

It is also important to notice that the 𝐼𝑒>> is missing from this list because it is not used to trip the

CB on the ZZ feeder but only passes as information to the IED on the incoming bay. This information

still needs to be communicated as a GOOSE message, so it must be set in the GOOSE publishing tab.
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Finally, the subscribing GOOSE messages need to be configured for the IED. As explained, the 𝐼𝑒>>
of this IED is blocked upon receiving the appropriate signal from any of the outgoing feeders. The logic

is set to OR since any of the outgoing feeders’ inputs will block this overcurrent setting. A GOOSE

message from only one outgoing feeder is presented to point out that the blocking command is the 𝐼𝑒>
start of the outgoing feeder.
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E
CMS - 156 Datasheet
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F
Siemens IEDs setting

Firstly, the correct settings need to be implemented in the IED through the DIGSI 5 software. In

the following figure, the implementation of the earth-fault protection setting in the IED on the ZZ1

transformer is shown. The current thresholds are to be entered in their secondary values.

Similarly, as for the Sprecher IED, the second stage of the earth-fault protection (𝐼𝑒>>) is not used to

trip the CB on the ZZ feeder. This signal must be removed from the circuit breaker interaction table, as

shown in the following figure.

The following thing to be done is to configure the GOOSE messages that need to be communicated.
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This is done through the IEC 61850 System Configurator, which runs as a standalone module in

coordination with DIGSI 5. An important thing for properly configuring the IEC 61850 communication

is to ensure that all of the involved devices belong to the same sub-network. Afterward, all of the devices

can be found in the GOOSE tab. This is where it is chosen which signals are transmitted as GOOSE

messages from the sources and what their destination is. An example of this is shown in the following

figure.

The proper communication and network protocols for SV streaming must be chosen in the appropriate

communication module. The IEC 61850-9-2 communication protocol has to be chosen, as well as the

time-synchronization network protocol IEEE 1588, as shown in the following figures.

Finally, in the Merging-unit routing tab, it can be chosen which measurements it is required to be

streamed. Additionally, this tab contains the identification of the particular SV stream.



G
MATLAB centralized platform based on

GOOSE messages

At the beginning stage of the algorithm, communication has to be established between MATLAB and

RTDS through the TCP protocol, as shown in the figure below. After that, the tripping signals’ initial

conditions are set to zero. Three tripping signals are being sent from the MATLAB centralized algorithm:

• CB_trip(1) - trip signal to incoming feeder 1 and to the bus coupler CBs

• CB_trip(2) - trip signal to incoming feeder 2 and to the bus coupler CBs

• CB_trip(3) - trip signal only to the bus coupler CBs

The sums used to track the time during which a condition is true are also set to zero at the program’s

initial start. The sums, as well as the conditions for which they are used, are the following:

• sum_BUS1_1 - condition: Fault is in section 1, only ZZ transformer 1 is connected

• sum_BUS1_2 - condition: Fault is in section 1, only ZZ transformer 2 is connected

• sum_BUS2_1 - condition: Fault is in section 2, only ZZ transformer 1 is connected

• sum_BUS2_2 - condition: Fault is in section 2, only ZZ transformer 2 is connected

• sum_BC - condition: Fault is on the bus coupler, only one ZZ transformer

• sum_all - condition: Fault is on the busbar system, two ZZ transformers are connected

• breaker_reset - condition: a tripping signal has been issued
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After that, a while cycle is started, which runs until it manually receives a command to stop or until

the data from the RTDS is no longer received. The data from the RTDS is received in the data type

unsigned integer of 8 bits (‘uint8’), after which is conversed to a data type unsigned integer of 32 bits

(‘uint32’) before it is further processed. After that, internal variable names are given to all the messages

received from the RTDS. The translation table of how these variables coincide with the GOOSE signals

from the IEDs can be seen in the following table:

MATLAB variables GOOSE signals

ZZ_Ie_1 𝐼𝑒>> .𝑆𝑡𝑟 (ZZ1 IED)

ZZ_Ineg_1 𝐼𝑛𝑒 𝑔> .𝑆𝑡𝑟 (ZZ1 IED)

ZZ_Ie_2 𝐼𝑒>> .𝑆𝑡𝑟 (ZZ2 IED)

BC1_Ie 𝐼𝑒> .𝑆𝑡𝑟 (BC1 IED)

BC2_Ie 𝐼𝑒> .𝑆𝑡𝑟 (BC2 IED)

V0_bus1 𝑉0> .𝑆𝑡𝑟 (BUS1 IED)

V0_bus2 𝑉0> .𝑆𝑡𝑟 (BUS2 IED)

out1_Ie 𝐼𝑒> .𝑆𝑡𝑟 (Out IED)

The first condition that is checked is whether the outgoing feeder is detecting a zero-sequence

current or whether the ZZ transformer is detecting a negative-sequence current. If any of these two

conditions is true, the 𝐼𝑒 >> .𝑆𝑡𝑟 signals from both of the ZZ transformers are set to zero. This is done

with the help of new variables ‘ZZ1_Ie’ and ‘ZZ2_Ie’, which are used internally in MATLAB. These two

signals later in the algorithm will represent the new 𝐼𝑒 >> .𝑆𝑡𝑟 signals of the ZZ transformers. If none

of the above-mentioned conditions are true, then the signals ‘ZZ1_Ie’ and ‘ZZ2_Ie’ coincide with the

signals ‘ZZ_Ie_1’ and ‘ZZ_Ie_2’, respectively.
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After this, the first condition that is checked is whether the fault is on the bus coupler. If this

condition is true, ‘sum_BC’ is increased by one, and if not, it is restored to zero. In this way, the time

during which this condition is true is effectively measured. The same protection scheme logic is also

applied for the case when only ZZ transformer 1 is switched in or only the ZZ transformer 2 is switched

in.
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Finally, the logic in the situation when both of the ZZ transformers are switched in, and a fault is

detected on the busbar system is programmed. At the end of each iteration cycle, all sums are checked

to see whether any of the conditions were true for longer than the allowed time. The sums are checked

based on the fact that we know that the frequency with which the data is transmitted from RTDS to

MATLAB is 400 Hz. This means that if 400 consecutive data points have the value of 1, in reality, this

signal has the value of 1 for 1 second. By using this logic, we can calculate the thresholds for the sum

comparison as :

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 𝑡𝑖𝑚𝑒_𝑠𝑒𝑡𝑡𝑖𝑛𝑔 ∗ 400 (G.1)

, where the 𝑡𝑖𝑚𝑒_𝑠𝑒𝑡𝑡𝑖𝑛𝑔 is equal to the tripping time we want, expressed in seconds.
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Finally, it is checked whether any trip command has been sent. If a trip command is being sent, it is

allowed after a specific time for the tripping commands to be reset, thus allowing for another simulation

case to be tested. After the while cycle is stopped, and with that, the whole centralized algorithm, a

command is issued to stop the communication between RTDS and MATLAB.



H
MATLAB centralized platform based on

SV messages

At the beginning stage of the algorithm, communication has to be established between MATLAB and

RTDS through the TCP protocol, as shown in the figure below. After that, the tripping signals’ initial

conditions are set to zero. Three tripping signals are being sent from the MATLAB centralized algorithm:

• CB_trip(1) - trip signal to incoming feeder 1 and to the bus coupler CBs

• CB_trip(2) - trip signal to incoming feeder 2 and to the bus coupler CBs

• CB_trip(3) - trip signal only to the bus coupler CBs

The sums used to track the time during which a condition is true are also set to zero at the program’s

initial start. The sums, as well as the conditions for which they are used, are the following:

• sum_BUS1A - condition: Fault is in Section 1, in phase A

• sum_BUS1B - condition: Fault is in Section 1, in phase B

• sum_BUS1C - condition: Fault is in Section 1, in phase C

• sum_BUS2A - condition: Fault is in Section 2, in phase A

• sum_BUS2B - condition: Fault is in Section 2, in phase B

• sum_BUS2C - condition: Fault is in Section 2, in phase C
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• sum_sectBC_A - condition: Fault is on the bus coupler, in phase A

• sum_sectBC_B - condition: Fault is on the bus coupler, in phase B

• sum_sectBC_C - condition: Fault is on the bus coupler, in phase C

• breaker_reset - condition: a tripping signal has been issued

After that, a while cycle is started, which runs until it manually receives a command to stop or until

the data from the RTDS is no longer received. The data from the RTDS is received in the data type

unsigned integer of 8 bits (‘uint8’), after which is conversed to a data type ‘single’ before it is further

processed. The translation of how these variables coincide with the network currents is the following :

• Bus1_A - current that is flowing in phase A of incoming feeder 1

• Bus2_A - current that is flowing in phase A of incoming feeder 2

• section1_A - current that is flowing in phase A of the bus coupler, entering from Section 1

• section2_A - current that is flowing in phase A of the bus coupler, entering from Section 2

• out_A - current that is flowing in phase A of the outgoing feeder

• zz_A - current that is flowing in phase A of ZZ transformer 1

• zz_2_A - current that is flowing in phase A of ZZ transformer 2

The same notation is also used for the currents in phases B and C. The difference in current is

calculated in the primary values; thus, firstly, the received currents are multiplied by their respective CT

ratio. By doing that, all of the currents are transferred to their primary value.
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Afterward, the differential current that exists in all of the three zones is computed. The signs of the

currents are taken according to the polarity of the respective CTs in RTDS.

For each zone, it is checked whether the differential current exceeds the threshold. This check is

performed for each phase separately. If the differential current exceeds the threshold, the respective

sum is increased by 1. This sum is used to keep track of the time for which the condition is true.



92

If any sum exceeds the specified threshold (for different zones, different times apply), tripping

signals are sent to the respective CBs.
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Finally, it is checked whether any trip command has been sent. If a trip command is being sent, it is

allowed after a specific time for the tripping commands to be reset, thus allowing for another simulation

case to be tested. After the while cycle is stopped, and with that, the whole centralized algorithm, a

command is issued to stop the communication between RTDS and MATLAB.


	Preface
	Abstract
	Nomenclature
	Introduction
	Introduction to power system protection
	Symmetrical components
	IEC 61850 standard
	Problem definition
	Research questions
	Thesis outline

	Overcurrent protection
	Introduction of overcurrent protection
	Definite-time overcurrent relays
	Inverse-time overcurrent relays
	Earth-fault protection and negative-sequence overcurrent protection

	Zero-sequence tripping scheme
	Current busbar protection in Stedin
	Single-phase-to-ground busbar fault current distribution
	Zero-sequence tripping algorithm
	Testing the protection scheme by Omicron RelaySimTest

	Testing the algorithm in RTDS
	Modeling the grid in RSCAD
	Communication between the Sprecher IED and the RTDS
	HiL simulation
	Simulation results
	Conclusion

	Centralized protection
	Background
	Design of a centralized protection
	GOOSE based algorithm
	Principle of operation
	Conclusion for the GOOSE-based centralized algorithm

	SV based central protection
	Conclusion for the SV-based centralized algorithm


	Conclusions and Recommendations
	Conclusions
	Recommendations

	Transformer groups in zero-sequence representation
	NX PLUS C datasheet
	Network parameters
	Sprecher IED setting
	CMS - 156 Datasheet
	Siemens IEDs setting
	MATLAB centralized platform based on GOOSE messages
	MATLAB centralized platform based on SV messages

