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Abstract

When no hydrogen is able to reach the Pt/C catalyst in the anode of an operating Proton-

Exchange-Membrane Fuel Cell (PEMFC), the potentials of the cathode and anode will be

reversed. During this fuel cell reversal, the potential of the anode rises and the Oxygen

Evolution Reaction (OER) and Carbon Oxidation Reaction (COR) will occur. Applying

an OER catalyst to the anode prevents the COR to destroy the anode. Therefore, a

reversal tolerant anode (RTA) is created. In this research, the RTA was made by the

introduction of an OER catalyst (IrOx supported on TiOx) to the anode. Electrochemical

investigations on the RTA were done with a Rotating Disc Electrode (RDE), which allowed

applying potentials on the RTA that occur during fuel cell reversal. However, these

potentials on an OER catalyst with a RDE set-up is known to be troublesome. This can

be devoted to the formation of oxygen bubbles, which are hard to evacuate in a RDE set-up

and block reactant. Therefore, a special accelerated stress test (AST) has been developed

in this research to diminish the effects of oxygen bubbles. This AST was used to investigate

the effects of different processing techniques on the RTA performance and durability at fuel

cell reversal potentials. Pt/C and IrOx/TiOx particles could be differentiated into bigger

and smaller particles on the micrometer scale based on different ball milling times used

during processing. This was confirmed by laser diffraction measurements, which supplied

information on the particle size distribution (PSD). Besides, differences in the catalyst

layer structure were confirmed by a laser microscope. In the AST, it was found that the

activity towards the OER was higher for smaller particles, which could be explained by

the increased surface area. It was found for all samples in the AST that there was loss of

OER activity and Electrochemical Surface Area (ECSA) of Pt. Impedance spectroscopy,

XPS and SEM/EDS showed that these losses could highly probable be devoted to the

decrease of the ionomer content. Finally, to mimic real fuel cell reversal conditions in a

RDE set-up, adjusted chronopotentiometry measurements were developed and applied.

It was found that the higher OER active smaller particles had a worse tolerance against

fuel cell reversal than the bigger particles.
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Chapter 1

Introduction

The European Union (EU) has made an agreement to emit 55 % of the level of greenhouse

gasses in 2030 compared to 1990 levels and has set the goal to reach zero net emission in

2050. This deal is also known as the European Green Deal and has the goal to make the

EU a climate-neutral continent [1]. In order to reach this, the EU recognizes hydrogen

as one of the key-factors. Hydrogen can bridge the gap where electrification has short

comings, as for example in the steel, chemical industry and certain parts of the trans-

port sector. The goal is to make a hydrogen eco-system in the EU, where hydrogen is

produced, stored and used without the emission of greenhouse gasses. The production

of hydrogen can be done climate-neutral by the use of water electrolysis, where water is

split into hydrogen and oxygen by electricity that is gained from renewable energy (solar,

wind, etc.). The hydrogen that is gained by this procedure is called ”green hydrogen”

and can be stored till necessary. The storage makes hydrogen an extra interesting energy

carrier. Because with the storage of hydrogen, the effects of seasonal fluctuations from

the production of renewable energy can be diminished and a reliable energy output can

be guaranteed. When the energy is necessary, a fuel cell will able to convert the (green)

hydrogen and oxygen (air) into electricity and water. Therefore, the cycle is completed

without the emission of greenhouse gasses [2].

Concerning the transport sector, Fuel Cell Electric Vehicles (FCEV) together with Battery

Electric Vehicles (BEV) are the foremost candidates to replace the Internal Combustion

Engine Vehicle (ICEV), which emits CO2 by burning fossil fuels. In the EU, the Fuel

Cells and Hydrogen Joint Undertaking (FCHJU) has made a road map and has set the

goal to have 3,7 million fuel cell passanger vehicles, 500,000 light commercial fuel cell

vehicles (vans) and 45,000 fuel cell trucks and busses on the road by 2030. To realize

this plan 3700 hydrogen refueling stations should be installed by 2030. The concept of

FCEV is especially interesting for the long distance trucks compared to battery electric

vehicles (BEV). This can be explained by the short refueling time compared to BEV and

the long distances that can be reached with it due to the high energy gravimetric density

(kWh/kg) of hydrogen. Busses- and trucks FCEV are thought to break even before 2028

with BEV and ICEV in terms of costs of ownership per 100 km [3][4][5].
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Proton-Exchange-Membrane Fuel Cell (PEMFC) is currently the most suitable and used

fuel cell for automotive applications due to its high power density, low weight, quick start-

up and low operating temperature [6]. At the anode side of a PEMFC hydrogen (fuel) is

converted into protons and electrons by the Hydrogen Oxidation Reaction (HOR). The

protons are conducted through the membrane to the cathode. The electrons produced at

the anode cannot travel through the electrical isolating membrane and will therefore flow

through an external circuit, where it will be used for work, to the cathode [7]. At the

cathode the electrons and oxygen (air) will be reduced to water by the Oxygen Reduc-

tion Reaction (ORR). Both the HOR and ORR are catalyzed by Pt supported on carbon

(Pt/C). During normal operation sufficient hydrogen is supplied. However, when the sit-

uation occurs that no hydrogen can reach the Pt/C on the anode, the cell is referred to as

completely fuel starved. The PEMFC stack still tries to pull out a current, but without

hydrogen available for the HOR, the potential at the anode rises and the carbon oxidation

reaction (COR) and oxygen evolution reaction (OER) will be used to deliver the required

current. The potential at the anode becomes higher than the cathode, which opposes

the potentials at normal operation conditions. For that reason, this phenomenon is also

known as fuel cell reversal. The carbon oxidation reaction (COR) causes carbon corrosion

during fuel cell reversal. Carbon corrosion has huge consequences for the durability of

the anode and the cell can be considered ”dead” within minutes during reversal, due to

complete destruction of the Pt/C catalyst layer structure [8].

The trucks manufacturer Daimler has set future goals to reach 1.2 million km over a

period of 10 years and a total of 25000 hours of operating for its FCEV trucks [9]. The

issue of complete fuel cell reversal and its carbon corrosion consequence at the anode

is one that needs to be overcome in order to reach the future goals set for the FCEV.

System control strategies can help to overcome this issue, however these will lead to a

more fragile operation system, lowering the performance and still leave the catalyst layer

open to carbon corrosion. Therefore, material strategies on the catalyst layer are more of

interest. One option is to make the carbon more resistant against corrosion in order to

increase the lifetime. Another option is to apply an Oxygen Evolution Reaction (OER)

catalyst to the anode, which causes a preference towards the OER instead of the COR

during complete fuel starvation. This makes the anode more resistant against fuel cell

reversal. Therefore, one could say that by introducing an OER catalyst to the anode, a

reversal tolerant anode (RTA) is created.

The goal of this research was to relate the processing of the RTA to to its performance and

durability at fuel cell reversal potentials. Many researches have done this by testing the

RTA catalyst layer in situ [10][11][12][13][14]. However, the fuel cell is a complex system

and many components are influencing one another. Because of this, it was decided to use

an ex situ Rotating Disc Electrode (RDE) set-up, which allows to test the RTA catalyst

layer only. Multiple researches have described the RDE as inadequate for testing OER

catalysts at fuel cell reversal potentials, since the created oxygen is hard to remove and

blocks reactant [15][16].
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Therefore, it was aimed to create a protocol that allowed measuring the performance and

durability of the RTA without the effects of oxygen bubble formation. When a suitable

protocol could be found, it allowed to test the different processed RTA catalyst layers.

During processing and before electrochemical testing, characterizations of the RTA were

necessary to recognize the effects of processing on its structure. In order to test the dura-

bility, the protocol was made in a way that enough stress was put on the RTA. Additional

material characterization techniques were necessary, to understand what electrochemical

stress did with the RTA at fuel cell reversal potentials.

Before going into the research executed, this report will contain a theory part. First,

the principles and components of the PEMFC are clarified, followed by the mechanism

and kinetics of the reactions that occur during normal operation and fuel cell reversal of

the RTA. Then a description of the concept of complete fuel starvation, its consequences

and mitigation strategies can be found. Afterwards, a closer look is taken if the Pt/C

itself can be made more resistance against corrosion. The theoretical part will end with

the OER catalyst in the RTA found in other literature. After this, the research of this

report will be treated. This will start with the methods used, which explain theoretical

background of the measurements and how those were interpreted. This is followed by an

experimental, where all the practical proceedings are elaborated. Finally, the results will

be presented along with a discussion.
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Chapter 2

Theory

2.1 Components & Principles of a PEMFC

During operation of a PEMFC, the Hydrogen Oxidation Reaction (HOR) takes place at

the anode, which results into the formation of protons and electrons (Reaction 2.1.1).

The protons flow from the anode through the proton conducting membrane towards the

cathode. Whereas, the electrons created by the anode will flow through an external

circuit, where it will be used for work (e.g. propulsion of the vehicle) and finally reach the

cathode. At the cathode the protons, electrons and oxygen will react through the Oxygen

Reduction Reaction (ORR) into water (Reaction 2.1.2). This whole process is also shown

in Figure 2.1.

H2 −−→ 2 H+ + 2 e− E0 = 0.0 V (vs RHE) (2.1.1)

1

2
O2 + 2 H+ + 2 e− −−→ H2O E0 = 1.23 V (vs RHE) (2.1.2)

For fuel cells the reversible HOR is commonly used as a reference. This reference reaction

can be chosen under standard conditions, where the potential is 0.0 V at all temperatures

with an unit activity of 1 mol/L.s of the H+ and a pressure of 1.00 bar of H2. This is known

as the Standard Hydrogen Electrode (SHE) reference. A more convenient choice is the

Reversible Hydrogen Electrode (RHE), where the HOR is measured as reference under the

conditions of the measurement [17]. Since the HOR reaction is the reference, the potential

of the HOR at the anode is 0.0 V and for the ORR the standard electrode potential is 1.23

V at the cathode and hence the potential of the whole cell is 1.23 V. Nevertheless, this is

the case for an ideal fuel cell. In reality this cell potential will never be reached for a fuel

cell. The difference between the real potential (E) and the ideal/reversible potential (Er)

is called the overpotential (η). The concept of overpotential can be applied to an entire

cell (η), electrodes (ηc,ηa) or specific processes within the cell. The overpotential of an

entire cell is a buildup of the overpotentials of all the components/processes (Equation

2.1.3). It consists of the electrolyte resistance towards the proton conductivity (ηy), the

reaction kinetic limitations (ηk), the electrical resistances of the different components (ηe)

and finally the concentration/mass transport losses (ηt) [18].

η = ηy + ηk + ηe + ηt (2.1.3)
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Figure 2.1: Schematic representation of
the MEA’s working principle and its com-
ponents [22]

Figure 2.2: A schematic overview of a
PEM Fuel Cell Stack [23]

An agreement for the reference conditions of PEMFC for automotive application has

been made between several car companies, universities and research institutes within the

European Union. It states that the reference temperature within a PEMFC in automotive

applications is 80 °C. In addition, the relative humidity (RH) of the inlet gasses has to

be 50 % for the fuel and 30 % for air. At the cathode, the RH for the inlet gasses is

lower because there is also water produced with the ORR [19]. A range of 30 - 100 % RH

within the fuel cell can be expected, where the lowest value corresponds to the start-up

conditions [20]. The catalyst layer can be tested either in situ, where a whole membrane

electrode assembly (MEA) is subjected to different tests in a fuel cell testing bench. Or

ex situ, where a Rotating Disc Electrode is used to perform electrochemical test on the

catalyst layer only. In order to mimic degradation of real life fuel cells in a short amount

of time, protocols are often designed for in situ and ex situ testing. These protocols are

also known as Accelerated Stress Tests (AST) [21].

2.1.1 Fuel Cell components

A PEM Fuel Cell stack consists of multiple single fuel cells, also known as Membrane

Electrode Assembly (MEA)(see Figure 2.2). The amount and dimensions of the MEA’s

placed in a fuel cell stack depend on the required power output of the application. In a fuel

cell stack, each MEA is separated from another by a bipolar plate. Gaskets are placed

between the components to make sure the system is gas tight (sealing). In Figure 2.2

cooling plates are placed between some of the bipolar plates. However, these cooling plates

can be removed from the design by integrating the cooling into the bipolar plate with

additional flow channels [23][24][25] . The MEA consists of a proton conducting membrane

sandwiched between an anode and cathode catalyst layer with a gas diffusion layer (GDL)

attached on either sides.The working principle, components and electrochemical reactions

of the MEA during operation are depicted in Figure 2.1 and are further described in the

next sections.
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Bipolar plate

The bipolar plate is an essential part of the fuel cell and has several functions including

distribution of the gasses to the MEA, separating MEA’s in order to prevent current

crossover, collecting electric current, evacuation of the water produced, humidification of

the inlet gasses and cooling of the system [26]. On both sides of the bipolar plate a flow

field design is applied, whereas in the middle of the bipolar plate a design is made for a

liquid to cool the system. Within a cell water and protons are present, which results that

bipolar plates at operation conditions are exposed to a pH of 2-3. This in combination

with the elevated operating temperature (80 °C) make harsh conditions, which can cause

corrosion or metal dissolution on the bipolar plate and hence loss in conductivity and

performance of the fuel cell. To overcome this issue, the metal bipolar plates can be

coated with a protective layer [20][23]. Since this report is focused on the fuel cell for

automotive application, low weight and low volume are essential for fuel cell components.

The bipolar plate is the component with the highest impact on the weight and volume of

the stack [27]. Therefore, research on reducing the weight and volume of the bipolar plate

is important, while maintaining high stability, high conductivity, low processing costs and

secure the gas flow.

Membrane

The most widely known membrane for the PEMFC is the Nafion membrane, which is

discovered in 1966 by Dupont [6][26]. The Nafion membrane is a perfluorosulfonic acid

polymer (PFSA), which consist of a polytetrafluoroethylene (PTFE or Teflon) backbone

with a side chain terminated with a sulfonic acid (-SO3H) group. The membrane is able

to absorb water due to the hydrophilic sulfonic acid groups, it can absorb 50 wt % of

water compared to its dry weight. The side chains terminated with sulfonic acid are

necessary to allow the conduction of protons. The sulfonic acid group of the PFSA is

able to deprotonate, what results into -SO3−. The protons are weakly attracted to the

-SO−
3 , which make them mobile through the hydrated regions in the membrane. The

hydrated regions will start to connect if more water is adsorbed and eventually a proton

conducting network will be formed (see Figure 2.3). This network of hydrated regions

allows the protons to flow from the anode to the cathode. So the proton conductivity of

the membrane will increase with the amount of water adsorbed [28].

Figure 2.3: The rise of a network of hydrated regions with the amount of water adsorbed.
The value of λ reflects the total number of water molecules adsorbed per sulphonate group.
[28]
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Gas Diffusion Layer

The Gas Diffusion Layer (GDL) is placed between the bipolar plate and the catalyst

layers. Generally, the GDL exists of a porous carbon structure, which is necessary for a

good flow and distribution of the reactant gasses. Besides, it should allow transport of

the electrical current between the catalyst layer and the bipolar plate. Furthermore, the

GDL has an impact on water management. It should be able to remove excess water to

prevent flooding at the electrode. Therefore, the porous carbon structure of the GDL is

often coated with a certain amount of Teflon to obtain a more hydrophobic character [29].

Catalyst layer

A schematic representation of a anode catalyst layer can be found in Figure 2.4, where

the catalyst layer is sandwiched between the GDL and membrane. The carbon (grey) has

a porous structure with Pt nanoparticles (yellow) deposited on it. A Pt/C catalyst layer

in real life is shown with a SEM image from top and side in Figure 2.5. Pt is the most

widely used catalyst in the cathode and anode of a PEMFC. If the Pt nanoparticles are

smaller less volume and mass of Pt would be necessary to achieve the same total area of

the particles. Meaning that less Pt can be used for the same electrochemical performance.

This is desirable because Pt is an expensive rare earth element, which causes the catalyst

layer to have the highest impact on the costs of a stack. On the cathode side more Pt is

used on average than on the anode side, which is a results of the slower kinetics of the ORR

compared to the HOR [27]. The amount of Pt used in a catalyst is generally expressed

as the amount of Pt loaded on a certain area of the catalyst layer (µg/cm2). The Pt is

loaded on a porous carbon structure, the porous structure is necessary in order to have as

much surface available on a certain area. A higher surface area allows a better spreading

of the Pt particles and therefore less chance of agglomeration of the Pt particles. The

Pt/C layer is covered with a layer of ionomer, which is the same type of material (PFSA)

as the membrane and hence will become proton conductive as well when water is being

uptaken. This ionomer layer is necessary in order to deliver the protons resulting from the

HOR on the Pt catalyst to the membrane and to deliver the protons from the membrane

to the Pt surface for the ORR on the cathode. Besides, the ionomer functions also as a

kind of glue, which keeps the whole structure together [30]. The electrons resulting from

the HOR cannot diffuse through the electrical isolating ionomer and membrane but can

travel through the electrical conducting carbon structure to the cathode.
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Figure 2.4: A schematic representation of the an-
ode catalyst layer, where the hydrogen oxidation re-
action (HOR) is taking place on a Pt/C catalyst
layer [31]

Figure 2.5: A SEM image of a
Pt/C catalyst layer viewed from
top (A,B & C) and from the side
on a membrane (D) [32]

2.1.2 Kinetics & Mechanisms

In the next section (2.2 Fuel Cell Reversal) a more detailed description can be found

about the electrochemical reasoning and consequences of complete fuel starvation and its

impact on the fuel cell. However, this section will deal with the kinetics and mechanisms

of the reactions occuring at the anode during normal operation and during complete fuel

starvation (HOR, OER and COR). But first a short review about the general electrochem-

istry is necessary to get a good understanding of the reactions. A general electrochemical

reaction between the oxidized (Ox) and reduced form (Red) can be written as shown in

Reaction 2.1.4.

Ox + e− ←−→ Red (2.1.4)

An electrochemical reaction can go in both directions, also known as forward and backward

reaction. For each direction there is an activation barrier that needs to be overcome with

an activation energy Gr and Gp, as can be seen in Figure 2.6. The probability (Pact)

that such an activation barrier will be overcome depends on the activation energy G, gas

constant R and temperature T (see Reaction 2.1.5).

Pact = e−∆G/(RT ) (2.1.5)

The reaction rate J (mol s−1 cm−2) of a reaction in a certain direction depends on the

probability that the activation barrier has been overcome (Pact) along with the concen-

tration of reactant species available at the surface c∗R (mol cm−2) and f (s−1), which is

the decay rate of the product formed. The decay rate can be viewed as the possibility

that the activated species (see Figure 2.6) will transform into the product instead of back

to the reactant.

J = c∗RfPact = c∗Rfe
−∆G/(RT ) (2.1.6)
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Figure 2.6: A chemical reaction between a reactant and product with the corresponding
Gibbs energies Gr and Gp, respectively

For fuel cells, it’s important to know how much current is produced by a reaction. The

amount of current produced can be expressed as current density j (A cm−2), which can

be calculated by multiplying the reaction rate J by Faraday’s constant F (96485 C/mol)

and the number of electrons transferred in the reaction n.

j = nFJ = nFc∗Rfe
−∆G/(RT ) (2.1.7)

At thermodynamic equilibrium should be zero net current density. This means that the

current density of the forward reaction should equal the current density of the backward

reaction. The value when the forward equals the backward current densities is called the

exchange current density j0. But when the energy barrier G of the forward and backward

reaction is different (Gr 6= Gp) and it is assumed that the concentration on the surface

of the products c∗P and reactants c∗R are equal (see Equation 2.1.7). Then, the decay rate

(f) should be different for for the forward and backward reaction in order to get the same

current density j. This means that either the forward or backward is occuring more at

equilibrium. So, the exchange current density tells something about the intrinsic kinetics

of the catalyst. A higher exchange current density means that the reactions will be faster

in that direction compared to a lower exchange current density.

jforward = jbackward = j0 (2.1.8)

But out of this thermodynamic equilibrium there is a net current produced. This current

produced can be expressed by using the current exchange density j0 together with two

probability functions of the activation energy as can be seen in Equation 2.1.9. The

first probability function (e
αnFη
RT ) relates to the forward reaction and the other probability

function (e
−(1−α)nFη

RT ) to the backward reaction. α is the transfer coefficient and depends on

the symmetry of the transition state (activated species in Figure 2.6) in an electrochemical

reaction and can be a value between 0 and 1, but for reactions on a metallic surface it’s

0.5. η is the overpotential, which is in this case the difference between the voltage obtained

minus the equilibrium voltage. This equation is also known as the Butler-Volmer equation

[26][33][34].

j = jforward − jbackward = j0(e
αnFη
RT − e

(−(1−α)nFη
RT ) (2.1.9)
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Hydrogen Oxidation Reaction

The Hydrogen Oxidation Reaction (HOR) is shown in Reaction 2.1.10.

H2 −−→ 2 H+ + 2 e− E0 = 0.0 V (vs RHE) (2.1.10)

The pathway of hydrogen towards electrons and protons in an anode catalyst layer of a

PEMFC is schematically shown in Figure 2.4. First, the hydrogen gas delivered from the

GDL diffuses through the ionomer layer (H2,sol) and is adsorbed on the catalyst surface

(M-H2,ads).

H2 −−→ H2,sol −−→ M−H2,ads (2.1.11)

After adsorption, two routes are possible in order to get the final HOR. The first one is

the Volmer-Tafel route, where the adsorbed hydrogen gas is split into two protons, which

both remain adsorbed on the catalyst surface (Reaction 2.1.12). This is followed by an

oxidative desorption of the protons from the surface (Reaction 2.1.13).

M−H2,ads −−→ M−2 Hads (2.1.12)

M−Hads −−→ M + H+ + e− (2.1.13)

The HOR can also follow the Heyrovsky-Volmer route. After the hydrogen gas adsorption

on the catalyst surface (Reaction 2.1.11), one proton will be adsorped and the other proton

created will be released directly along with an electron (Reaction 2.1.14). This step is

also known as the oxidative adsorption. The adsorped proton will also finally be desorped

following the mechanism of Reaction 2.1.13 [26][35].

M−H2,ads −−→ M−Hads + H+ + e− (2.1.14)

Pt group metals are well known for their catalytic abilities for the HOR and ORR. The

Pt group members include Pt, Ru, Pd, Ir, Os and Rh. In order to get an idea for about

the optimal HOR performance of materials a volcano plot is shown in Figure 2.7. The

horizontal axis represents the enthalpy of the intermediate metal hydrogen bond (M-H)

in the mechanism of HOR. The vertical axis stands for the logarithm of the exchange cur-

rent density. An optimum of exchange current density can be achieved if the enthalphy

of bonding is neither too high or too low. If the bonding is too strong (too high en-

thalpy) the desorption will limit the HOR, but if the enthalphy is too low the adsorption

of hydrogen on the catalyst surface is not energetically favored. Therefore, it can be seen

in Figure 2.7 that Pt will be the most suitable material for this purpose [36]. Different

crystallographic structure of Pt could result towards different activity. It was found that

the highest activity for Pt in acidic medium towards the HOR is (110) followed by (100)

and finally (111) [37].
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Figure 2.7: Volcano plot of the HOR [36] Figure 2.8: Volcano plot of the OER [38]

Since, hydrogen is adsorbed and desorped on the catalyst surface. The total amount of

adsorbed and/or desorped hydrogen correlates to the amount of active catalyst available

on the surface. The amount of catalyst electrochemical available on the surface is also

known as electrochemical surface area (ECSA) in m2/g. The ECSA can be determined

with a cyclic voltammetry measurement in situ or ex situ, which will be further explained

in section 3.1.2 Electrochemical Surface Area (ECSA).

Oxygen Evolution Reaction

The oxygen evolution reaction (OER) (also known as water oxidation reaction) is a reac-

tion, where water is split into oxygen, protons and electrons (Reaction 2.1.15) [39]. The

reaction draws much attention because it is the anodic reaction in a PEM electrolyser,

which is an electrochemical device that can be used to produce environmentally friendly

hydrogen [40]. For this research, the OER is of interest because it could be used as a kind

of ”lightning rod” in the catalyst layer. This means that when the voltage is increasing

due to fuel cell reversal, the OER can keep the potential lower so that COR will be kinet-

ically hindered and therefore prevents the carbon corrosion degradation in the catalyst

layer [8]. In this section, the plausible mechanisms of the OER will be discussed along

with its kinetics.

H2O −−→ O2 + 4 H+ + 4 e− E0 = 1.23 V (vs RHE) (2.1.15)
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Figure 2.9: Overview of different proposed Oxygen Evolution Reaction mechanisms [41]

The mechanism of the OER is at the moment still in discussion and multiple suggestions

have been made in literature. Reier et al (2017) has made an overview of the most pron-

mising OER mechanisms, which can be found in Figure 2.9 [41]. All the reactions, start

with the adsorption of water on the catalyst surface (M) followed by other chemical pro-

cesses to finally release oxygen, electrons and protons. All these mechanisms are known

as adsorbate evolution mechanism (AEM). The first 3 processes (I-III in Figure 2.9) were

proposed by Bockris (1956), which used Tafel Slope measurements to determine the rate

determining step (RDS). The 4th mechanism in Figure 2.9 is obtained with the use of

DFT by Rossmeisl et al (2005) and is one of the most recognized routes for the OER

[42][43].

Each step of the reactions shown in Figure 2.9 has its own Gibbs free energy. The

sum of the ∆G of all the reaction steps equals the total ∆G of the reaction. The step

with the maximum Gibbs free energy (∆Gmax) is recognized as the potential-determining

step (PDS). The overpotential of the total OER depends on the PDS as can be seen

in Equation 2.1.16. In ideal conditions, the ∆G of each step would equal the standard

electrode potential of 1.23 V in order to get the total overpotential to zero of the OER

[42].

ηOER−−
∆Gmax

e
−1.23 V (2.1.16)

The ∆G for each step can be very different depending on the type of catalyst but also on

its surface structure. The difference in ∆G in each step could be a result of the different

properties of the intermediates. For example, if an intermediate metal oxide has a very

strong bond with the -OH and -OOH groups, this intermediate will be more stable and

posses a higher ∆G. The increase of stability of the hydrophilic intermediate then also

increases the chance of dissolution of the catalyst, which would decrease the catalyst life-

time [44]. Next to this, a very strong bonding with oxygen, would decrease the activity

because it would be harder to form M-OOH species at step 3 of mechanism IV in Figure

2.9. But a too weakly bind oxygen would cause a decrease in activity because oxidation

would occur at for example step 2 of mechanism IV in Figure 2.9. This means that for an

OER catalyst an appropriate binding strength between the catalyst and the intermediate

oxygen is crucial for its lifetime and activity [42]. Therefore, a parameter that includes

the bonding strength of the -O and -OH (G0
O∗-G0

HO∗) could be plotted against the over-

potential, which gives rise to a volcano plot of the OER as can be seen in see Figure 2.8.
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Figure 2.10: The mechanism of the Lattice Oxygen Evolution Mechanism (LOER) [45]

It should be noted that this Volcano plot of the OER is based on DFT calculations, but

that experimental values found could differ from the predicted Volcano plot. The reason

is that there are more mechanisms possible for the OER, which couldn’t all be included in

the DFT calculations [38]. For example, it was found that OER catalytic activity exceeds

the limitation of the volcano relationship for some materials. Besides, it was found that the

activity of some OER catalysts were pH dependent, which contradicts the pH independent

activity of the adsorbate evolution mechanisms of Figure 2.9. An alternative mechanism

explaining the shortcomings of the AEM is the lattice oxygen evolution reaction (LOER)

and is shown in Figure 2.10. The main difference between the AEM and the LOER, is

that for the latter the lattice oxygen of the catalyst directly participates in the oxygen

evolution [46]. At the LOER, a water molecule is adorbed on the surface lattice oxygen

(M-O-OH2) and dissociate a proton in order to form (M-O-OH) on its surface. After that,

the second proton is dissociated, which leaves solely a bond between the original lattice

oxygen and the oxygen from the initial water molecule (M-O-O). Finally, the oxygen (O2)

dissociates and leave a vacancy on the surface. This surface lattice will be restored due

to the adsorption of water. Despite some differences between the two mechanisms, both

theories are well in line that metal oxides with a more amorphous structure exhibit better

catalytic activity than higher crystallized metal oxides [47]. Besides, both mechanisms

include a nucleophillic attack on an oxygen (lattice or adsorbate) [42].

Carbon Oxidation Reaction

There are two possible products of the carbon oxidation reaction (COR), namely carbon

monoxide (CO) and carbon dioxide (CO2) (see Reaction 2.1.17 and 2.1.18). However, the

formation of CO compared to CO2 is a factor of 10 lower, which can be explained by the

higher standard potential of CO formation [48]. Besides, the standard potential of the

conversion of CO to CO2 is even lower, which is a result of the easy transformation of

the CO formed towards CO2 as can be seen in Reaction 2.1.19. Nevertheless, even very

small fractions of CO can poison the fuel cell and result in lowering the total performance.

This occurs due to Pt coverage of CO, which is a reversible process [49]. In general the
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standard potentials of the COR reactions (2.1.17 & 2.1.18) are low, but the kinetics are

relatively slow under PEMFC operating conditions and possess a high overpotential and

almost does not occur under operating conditions [50][51].

C + H2O −−→ CO2 + 4 H+ + 4 e− E0 = 0.21 V (vs.RHE) (2.1.17)

C + H2O −−→ CO + 2 H+ + 2 e− E0 = 0.52 V (vs.RHE) (2.1.18)

CO + H2O −−→ CO2 + 2 H+ + 2 e− E0 =−0.103 V (vs.RHE) (2.1.19)

It is hard to distinguish a general mechanism for carbon corrosion in a PEMFC, because

some carbon structures are more prone to corrosion than other carbon structures (see

2.3 Platinum on carbon support). Next to this, there are also different oxygen containing

groups on the carbon surface, which results into different mechanisms of the COR [48].

However, Pandy et al (2013) has proposed a basic mechanism of the corrosion occuring

at the fuel cell. First, it is assumed that the the reaction is starting at defects sites of the

carbon (C∗), where carbon and water is transformed into C-OH (2.1.20).

C∗ + H2O −−→ C−OH + H+ + e− (2.1.20)

This hydroxyl group can be further oxidized into a ketone group (2.1.21) or at higher

potential it will be oxidized to CO2 (2.1.22), which leaves defect carbon behind for another

oxidization of reaction 2.1.20.

C−OH←−→ C−−O + H+ + e− (2.1.21)

C−C−OH + H2O −−→ C∗ + CO2 + 3 H+ + 3 e− (2.1.22)

The reaction can be catalyzed due to the presence of Pt, because Pt in a water environment

can be oxidized to form a hydroxyl group on it’s surface (2.1.23). These OH groups on the

Pt surface are thought to be spilled over to the carbon’s surface (2.1.24), where reaction

2.1.22 can occur again resulting in a defect carbon (C∗) and CO2 [52].

Pt + H2O −−→ PtOH + H+ + e− (2.1.23)

PtOH + C −−→ Pt + C−OH (2.1.24)
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2.2 Fuel Cell Reversal

Fuel cell reversal is a phenomena caused by a wrong distribution of the inlet gasses. This

means that the composition of hydrogen (fuel) to the anode and oxygen (air) to the cath-

ode is changing. This phenomena is well known to occur when a fuel cell stack is starting

up or shutting down, causing an imbalance of gasses at the electrode. In normal operating

conditions there is excess fuel available at the anode for the HOR and enough oxygen is

supplied to the cathode for the ORR. However, when this balance of gasses is disturbed

the electrode will allow other side reactions to occur. When there is too little oxygen

available for the ORR at the cathode (air starvation), the cell voltage decreases till a

final cell potential of -0.1 V [53]. However, protons and electrons are still delivered from

the anode through the membrane which causes the hydrogen evolution reaction (HER)

at the cathode [54]. It is thought that air starvation is a result form water flooding at the

cathode which decreases the diffusion of oxygen to the catalyst. This effect is expected

to be more severe for a lower air stoichiometry [55][56]. However, the influence of air

starvation on the durability of a PEMFC is much smaller than fuel starvation [53][55].

Fuel starvation at the anode gives rise to much higher cell potentials compared to air star-

vation and has carbon corrosion as consequence. Fuel starvation occurs either completely

when no fuel is left or partially when there is still some hydrogen left. The two different

starvation types look similar but the damage caused is on a different electrode with a

different mechanism [8]. Partial fuel starvation is a result of heterogeneous fuel distribu-

tion and mostly occurs when starting-up/shutting-down the fuel cell and potentials even

higher than 1.6 V can be reached at the cathode, but takes place only for a short amount

of time (few seconds) [57]. Before starting up the PEMFC, the voltage is zero because

both chambers of the anode and cathode are filled with air. Hence, the potential of both

electrodes are equal to the open circuit voltage (OCV) and the cell voltage (VC-VA) as a

result will be zero. However, when hydrogen is released into the anode chamber, regions

(Region A in Figure 2.11) in contact with hydrogen will lower the potential to the HOR

(0.0 V vs. RHE). This causes a cell compartment voltage of 0.85 V. However, the total

anode potential is maintained due to high electron conductivity. This total potential can

be kept due to the available oxygen in other regions of the anode for ORR (Region B in

Figure 2.11). Then, the cathode in region B tries to maintain its potential by an oxidation

reaction (opposed to the ORR occuring at the anode), which it does with the available

water and carbon in its environment causing a spike in voltage at the cathode. The re-

duction reaction in the anode and oxidation in the cathode mean that electric current

and protons are flowing in the opposite direction compared to a normal operating fuel

cell. Therefore, partial fuel starvation is also known as current reversal [58].

Figure 2.11: Reactions occuring during partial hydrogen starvation in a PEMFC [58]
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Figure 2.12: Anode, cathode and cell
potential over time during a cell reversal
caused by complete fuel starvation [61]

Figure 2.13: The corrosion rate of Pt/C
plotted against the time at which the po-
tentials are hold [62]

Opposite to partial fuel starvation and the main focus of this research is on complete

fuel starvation, which causes degradation at the anode. This phenomena is caused by

insufficient hydrogen, which cannot reach the catalyst due too much water or ice, which

block the pores in the catalyst layer [59]. In Figure 2.12 it can be seen that the MEA

at operating conditions (before t=0 s) has an anode potential of 0 V and the cathode

potential is equal to the cell voltage of approximately 1 V. However, when the anode

fuel is completely starved (starting at t=0 s) it can be seen that the potential of the

anode quickly rises to approximately 1.3 V and the cathode decreases to 0.6 V. Because

of this the total cell voltage become negative (VC-VA) and the total potential of the cell

is reversed. After the initial surge of the anode to 1.3 V the potential increases slower to

a higher voltage and hence the total cell voltage decreases to a lower voltage. The fuel

cell stack requires a current but without hydrogen available at the anode and a cathode

that still requires protons and electrons to let the fuel cell run. The anode will start to

use the water and carbon in it’s environment to make the electrons and protons by either

the OER or the COR [60].

2.2.1 Consequences

The high voltages caused by partial and complete fuel starvation cause the COR to take

place, which is the responsible reaction for the corrosion of carbon in the catalyst layer.

The carbon corrosion has huge consequences for the lifetime and performance of the

catalyst layer. Roen et al (2004) found that carbon corrosion at a cell voltage of 0.8 V is

not a real problem but starts to play a significant role in degradation at 1.1 V or higher

[63]. This has been confirmed by Maass et al (2008), who obtained the different corrosion

rates of a Pt/C catalyst layer at certain voltages, shown in Figure 2.13. The carbon

corrosion rate was found to be higher with a higher Pt area, which could be explained

by the catalytic effect of Pt on carbon corrosion described in 2.1.2 Carbon Oxidation

Reaction [62]. Next to this, the carbon corrosion rate will also be increased along with an

increasing temperature and relative humidity in a PEMFC [59][62].
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Figure 2.14: I. A cross section with a HAADF-STEM, where the cathode Pt/C catalyst
layer has been subjected to 1.2 V with the different times indicated and II. represent
binary TEM images of the same catalyst layer, where black represents the carbon and
white the pores [64]

One of the foremost recognizable consequences of carbon corrosion in the catalyst layer of

a PEMFC is the decrease in thickness [57][65][66]. This decrease in thickness is correlated

with a collapse of the carbon backbone structure, which can be clearly seen in Figure

2.14, where a Pt/C catalyst layer is hold at a potential of 1.2 V (vs RHE) for a certain

time [64]. Because of the collapsed pore structure it can be harder for the gasses to reach

the catalyst and therefore increase the mass transfer losses. Next to this, decreasing the

thickness of the catalyst layer can also lead to detachment from the GDL or membrane

leading to increased electrical- and proton conduction resistance [65]. Another phenom-

ena that increases the mass transfer losses during carbon corrosion is the increase of an

hydrophilic character of the carbon. During corrosion, carbon gains hydrophilic oxygen-

containing surface groups. Therefore, more water can be hold in the catalyst layer, which

increases the diffusion resistance of the gasses towards the catalyst and the chance of

flooding will also be increased [67]. Besides, the increase of the Pt nanoparticles size is

also a degradation phenomena that occurs during carbon corrosion [61][64][65][67][68]. If

the Pt particles are becoming bigger it will mean that there will be less electrochemical

surface area (ECSA), which will lead to a decrease of performance of the PEMFC. The

origin of the growth of Pt could devoted to the collapse of the structure, where different Pt

particles collide against another leading to agglomeration. Besides, when Pt is dissolved

it can be redeposited onto a larger particle, leading to an increase of particle size [69].

Electrochemically, carbon corrosion can be found by the carbon oxidation peaks in the

CV spectrum source [62]. Other techniques to confirm carbon corrosion are titration

and infrared spectrocopy, where titration requires large sample sizes and IR requires high

concentration of the surface oxides. XPS remains the most popular choice for confirming

carbon corrosion, where the top atom layers of the surface can be analyzed and give a

view of the amount of oxide groups present. Furthermore, thermal desorption could be

used that is based on the different desorption temperatures of the oxide groups that can

be measured with a mass spectrometer or gas chromatography [70].
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2.2.2 Mitigation strategies

Different mitigation strategies can be used to prevent fuel cell reversal or to protect the

catalyst layer against the consequences of it. First, there are multiple options of system

control mitigation strategies. There are two ways to detect fuel cell reversal in a stack.

Firstly, the voltages of (individual) cells could be monitored, where a sudden rise in po-

tential could indicate for a reversal occuring. Next to this, a sensor could be placed at the

gas output and see if small fractions of CO2 can be found [71]. If reversal is detected, al-

ternations on the current, voltage, stoichiometry and/or mass flow rate of the inlet gasses

(fuel and air) are possible against the reversal. Furthermore, system control also includes

the thermal and water management in a cell, which directly could influence the degree

of which the fuel cell reversal is occuring and its consequences [72]. However, applying

different system control strategies lead to a more fragile and expensive operation system,

lowering the performance and due to its slower reaction time still leave the catalyst layer

open to damage by corrosion. Therefore, a popular choice against fuel cell reversal are

material mitigation strategies [59].

First, alternations on the support material (carbon) are possible in order to make the

catalyst layer less susceptible against fuel cell reversal and the corrosion. In the next

section (2.3 Platinum on carbon support), different properties of Pt/C catalyst are dis-

cussed along with the role of these properties related to fuel cell reversal. Next, the OER

catalyst in the anode will be discussed (2.4 OER catalyst), where the addition of an OER

catalyst in the catalyst layer is discussed. OER catalysts are applied in the anode to

decrease the effect of complete fuel starvation. This works because the potential is kept

lower due to the OER and therefore kinetically hinders the COR to occur. This effect

could be seen in Figure 2.15, where the OER catalyst (IrO2) in the anode decreases the

amount of CO2 formed and increases the O2 generation during an in situ fuel starvation

experiment. Therefore, applying an OER catalyst in the anode layer makes the cell more

resistant against complete fuel cell reversal and hence the name reversal tolerant anode

(RTA) is often used [59][73][74][75].

Figure 2.15: Results of an in situ fuel cell reversal test, where the O2 and CO2 gener-
ated are plotted as a function of time the MEA is completely fuel starved a) Pt loaded
Ketjen black (KB) carbon) and b) and c) are loaded additionally with the amount of IrO2

indicated [68]
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2.3 Platinum on carbon support

Carbon exists in many different forms also known as allotropes. Carbon is known to

have over 500 different allotropes, which can differ by their geometry and properties [76].

Carbon can be sp, sp2 or sp3 hybridized, where the ratio between those three determines

the shape and properties. The thermodynamic most stable carbon allotrope known is dia-

mond, which exists solely of sp3 hybridized carbon resulting in a 3D tetrahedral electrical

isolating structure (see Figure 2.16a). A material that exists purely out of sp2 hybridized

carbon is graphite, which is made of 2D graphene sheets stacked parallel (see Figure

2.16b,c). Because of the sp2 hybridized carbon, there is a delocalized π-bond, which gives

rise to the good electrical conductive properties parallel to the graphene sheet. When 2

opposite edges of a graphene sheet are connected a rod shape arises, which is also known

as the carbon nanotube (CNT) (see Figure 2.16 d). CNT materials possess unique conduc-

tive and mechanical properties, which can be of interest as support material for PEMFC.

Furthermore, there is the amorphous carbon, which can be divided into 2 groups based on

the dominance in presence of sp2 or sp3 hybridized carbon. If an amorphous carbon is not

graphitizable (sp3 dominance), it is mostly known as a hard carbon. An example of an

allotrope within the hard carbons class is the activated carbon, which is characteristic for

its high surface area (500 - 3000 m2/g) and high porosity. The pores of this activated car-

bon can take up 30-80 % of the volume [77]. However, hard carbons are not graphitizable

and are therefore poor electrical conductors and less of interest for support material in the

catalyst layer of a PEMFC. On the contrary, a graphitizable amorphous carbon is known

as a soft carbon. This carbon will with heat treatment give rise to a more graphite-like

structure. A well known group of such a graphitizable amorphous carbon is carbon black

[77][78]. Carbon blacks have been the most common carbon type used in the catalyst

support for PEMFC. The surface area of carbon black is typically found in the region of

50 - 1500 m2/g. It has been shown for carbon blacks with a higher surface area, a higher

dispersion of Pt particle size can be reached resulting in a higher ECSA [26][79]. Carbon

blacks are most commonly made by pyrolysis of hydrocarbons from aromatic residues of

petroleum refiners or thermal decomposition of acetylene [33].

Figure 2.16: Structures of various carbon allotropes: a) diamond b) graphene c) graphite
d) carbon nanotube e) amorphous carbon [78]
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2.3.1 Porosity

Following IUPAC, porosity can be divided into three scales: micropores (< 2 nm), meso-

pores (2-50 nm) and macropores (>50 nm). For the fuel cell, the porosity size and shapes

on the different scales have different importance for the fuel cell. In Figure 2.17, the

typical different microstructures of carbon black are shown. The crystalline domain is

where the graphene sheets make up the crystalline structure in the range of 10 - 20 Å.

Combining these crystalline domains give rise to the primary particle (20 nm). Soboleva

et al (2010) found that upon Pt deposition on carbon black the micropore volume has

been reduced significantly. This could be explained by the edge sites of the crystalline

domains, which are highly reactive because of the unsaturated electron density [79]. This

unsaturated electron density can be devoted to the presence of oxygen containing surface

groups, also known as active sites. These active sites help to prevent Pt agglomeration

during carbon corrosion and initial deposition [80][81]. Castanheira et al (2016) states

that these active sites in the micropores will be corroded anyway during fuel cell operating

between 0.40 and 1.00 V, but that at higher potentials ( > 1.00 V) the graphitic domains

will start to corrode leading to more active sites and more corrosion [82].

When primary particles are stacked together an agglomerate arises, which is in the range

of 100-300 nm. The empty spaces in the agglomerate that are created between the pri-

mary particles are termed mesopores. Finally, when agglomerates are linked together, a

chain-like aggregate structure will arise. The aggregate structure gives rise to the well

connected 3D carbon structure, which is able to conduct the electrons. The voids between

and within the agglomerates in the aggregate will produce the meso- and macropores in

the final structure. The size and amount of meso- and macropores in the catalyst layer

structure influence the transport of gasses and water management. Moreover, the pore

size influences the spreading of the ionomer layer on the carbon black. It has been found

that meso pores >20 nm diameter allow spreading of ionomer. Therefore, the amount

and sizes of the meso- and macropores are important for a desired spreading of ionomer

[79]. Adjusting the aggregate sizes and the corresponding macropores have been the main

focus of this research. This has been done with alternations in the processing, the effects

found will be further discussed in Chapter 5.

Figure 2.17: Schematic representation of the different microstructures of carbon with
also an indication of the different pore sizes in the microstructures above the arrows [79]
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2.3.2 Graphitic content

Cherstiouk et al (2010) found in their research that increasing the graphitic content of

various carbon blacks (including Vulcan XC72 & Ketjen) increased the resistance against

carbon corrosion [83]. As mentioned in 2.3.1 Porosity, the active sites are the edges

of graphene crystalline domain ends, these active sites are also referred to as defects.

Forouzandeh et al (2018) found that graphitizing the carbon reduces the density of this

defects in the crystalline domain. This occurs, because the domains are growing during

heat treatment, which results into a decrease of the amount of defects. This decrease of

defects gives rise to a higher resistance against carbon corrosion. Because the presence

of the oxygen-groups containing defects are also the points, where carbon corrosion takes

place (see 2.1.2 Carbon Oxidation Reaction). However, also the micropores decrease upon

graphtization [84]. This results in a surface area loss if the surface area of those carbons

can be mainly devoted to the loss micropores. Since Pt is likely to be deposit into these

active sites of the micropores (see 2.3.1 Porosity), it will be harder to deposit Pt and

disperse it well over the surface. This is confirmed by Park et al (2016), who has showed

that the non-graphtized carbon has a more dispersed Pt distribution compared to its

graphitized counter part (see Figure 2.18). Also, there is less surface available for the Pt

to deposit for a graphitized carbon, which also increase the chance of Pt nanoparticles to

deposit on another. Therefore, Pt particles on the graphitized carbon have on average a

bigger diameter resulting into a lower ECSA and during corrosion the redeposition of Pt

is more likely to increase the diameter of the Pt nanoparticle [85]. However, even though

the initial ECSA of graphitized carbon is lower, their resistance against carbon corrosion

is in general found to be higher [65][68][85][86].

Figure 2.18: Schematic view of carbon black versus its graphitized counter part [85]

It was found that upon graphitizing the carbon, the surface becomes more hydrophobic

(see 2.3.3 Wettability) and the ionomer becomes more attracted towards the towards

hydrophilic Pt. This causes that the graphitized carbon has an harder to coat surface with

ionomer compared to its non-graphitized counterpart [85]. Pantea et al (2003) found that

increasing the degree of graphitization of carbon blacks increases the conductivity. Not

only due to the increased amount of conductive carbon, but also due to a higher packing

fraction. If the density of carbon blacks is higher, it means that there would be more

chain connections of the agglomerates resulting into a higher electron conductivity [87].

However, a higher packing fraction of carbon might influence the mass transport negatively

since it will be harder for the gasses to reach the catalyst. A useful way to investigate the

effect of graphitization of carbon is with Raman spectroscopy and XRD [88].
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2.3.3 Wettability

For fuel cells, it’s important that the catalyst layer posses a good wettability. A too hy-

drophobic catalyst surface could cause a bad humidification of the ionomer and lead to loss

of proton conductivity [89]. On the contrary, the carbon can neither be too hydrophilic,

which can cause flooding. Flooding the catalyst layer and eventually the GDL as well will

cause blockage of the pores and increase the gas transport resistance towards the catalyst

and could have more fuel starvation as consequence [90]. Another aspect to keep in mind

for the electrode is that on the cathode side water is produced by the ORR and on the

anode side water is delivered from the membrane of the cathode side. Therefore, both

sides will a require a different wettability of the substrate. On the cathode side it would

be preferred to have a slightly more hydrophobic character to prevent flooding. Whereas,

the anode compared to the cathode would need a more hydrophilic character for its water

management [91].

As mentioned before, the presence of the active sites (oxygen containing surface groups)

increases the reactivity of the catalyst layer towards the COR. The surface chemistry of

the carbons is directly related to the wettability of the catalyst layer, the presence of oxy-

gen containing surface groups will increase the hydrophilic character [92]. Artyushkova et

al (2012), who researched the morphology and surface properties of carbon black with Pt

and their resistance against carbon corrosion, found that surface parameters indicating

for a higher corrosion resistance were parameters that represent a high hydrophobicity

[93]. These surface parameters include roughness, texture and compactness of the pores.

The roughness could be expressed in an arithmetic average of the roughness profile (Ra)

and skweness of the roughness profile (Rsk). Rougher surfaces are associated with lower

contact angles, whereas lowering the contact angle is associated with increasing the hy-

drophilic character [94][95]. Next to this, an aspect ratio (AR) of the pores could be

obtained. The AR is the ratio between the major and minor axis of an ellipse shape pore,

if both the number is 1 than a spherical shape of the particle is the case. Artyuskove

et al (2012) found that a high AR value (elongated pores) results in a better corrosion

resistance. However, a true connection between the elongated pores and wettability of

the carbon couldn’t be made. Another parameter that influences the wettability is the

compactness factor, which describes how compact a material is. A high compact material

has narrower pores and smaller pore volume than a less compact material in the range

of 20 - 50 nm. It was found that a high compact carbon black holds more water than a

less compact carbon black [96]. Soboleva et al (2011) found that pores < 20 nm have a

capillary effect on water and allow a better uptake of water. Besides, it was found that

broader range of pore size distribution (PSD) will result into a better water retention

compared to a wider range of (PSD) [89]. A straight forward way to find the influence

between different catalyst layers would be with a contact angle measurement, where di-

rectly the differences between hydrophilic/hydrophobic character become clear, as done

by Studebaker et al (1955) [94].
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2.4 OER catalyst

As discussed and shown in the volcano plot in section 2.1.2 Hydrogen Oxidation Reaction,

Pt would be the most suitable catalyst for the HOR. Next to the HOR catalyst, an OER

catalyst could be applied in the anode catalyst layer as a mitigation strategy against fuel

cell reversal. Because if fuel cell reversal occurs and the potential is increased (> 1.0 V),

a more dominant OER instead of COR could help to prevent the anode from damage [8].

The volcano plot of the OER in section 2.1.2 Oxygen Evolution Reaction seems to have

multiple materials close or on the top of the volcano plot. This gives a bit of a wrong

view, since the OER performance of the catalyst is very dependent on the conditions and

the material itself. The harsh acidic conditions of the PEMFC make noble metals the

best option for the OER and excludes other materials which could be used in alkaline

conditions [38]. IrO2 is in general recognized as the material that has the highest stability

and activity towards the OER in both acidic and basic conditions [97]. Next to IrO2, the

less stable but higher active RuO2 catalyst could be used, doping RuO2 could help to

overcome the stability issues [42]. An overview of OER activities in acidic conditions of

different materials can be seen in Figure 2.19, where it can be observed that each material

possess either Ir or Ru. Iridium, Rhuthenium and Platinum belong to Platinum-Group

Metals (PGM), which are known as a scare and expensive materials. They are divided

into the same group, because of their similar physical and chemical properties. Besides,

when mining these materials they tend to be found together in same mineral deposits

[98]. Because of the scarcity of these materials, it is desirable to use as less as possible.

Therefore, in Figure 2.19 the content of noble Ir and Ru metals are also indicated with

the pure oxides in red and blue. In this research IrOx loaded on TiOx was used as OER

catalyst. In this section the OER catalyst in the RTA described by other literature will

be discussed.

Figure 2.19: The image on top shows an overview of the different OER catalyst mate-
rials in acidic conditions, where the vertical axis indicates the overpotentials. Below, an
overview of the catalyst materials and their noble metal content compared against RuO2

(red) and IrO2 (blue) [42]
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2.4.1 OER catalysts in the anode

As described earlier in 2.2 Fuel Cell Reversal, during complete fuel starvation the anode

potential rises and the cathode potential stays approximately the same. This causes the

total cell potential to become negative and hence it is reversed compared to normal op-

erating conditions, as can be seen in Figure 2.20. Around a cell potential of -1.0 V the

water electrolysis (OER) is the more dominant reaction and this region is called the wa-

ter electrolysis plateau. After a certain time the potential will drop more and the carbon

corrosion region will start, the lower the potential the more carbon corrosion will occur.

Therefore, it is desired to increase the water electrolysis plateau as much as possible in

order to prevent the carbon corrosion to occur. This is done by the addition of an OER

catalyst [10]. The voltage reversal time is the time necessary to reach a potential at which

the cell can be considered ”dead” due to carbon corrosion. For the researches discussed in

this section, 2.0 or 2.5 V are used as an offset for the voltage reversal time. In the reversal

tests executed in this research 2.0 V was used as cutoff potential. The resistance against

fuel cell reversal can be measured ex situ and in situ. Ex situ refers to a RDE set-up,

where the catalyst layer is placed on a working electrode (see 3.1.3 Chronopotentiometry)

and the catalyst layer is required to deliver a current and the potential and time are

followed to see when it reaches potential to consider the cell ”dead”. In situ refers to

a test where a single cell (MEA) is placed in a testing bench and the anode is starved

with hydrogen by filling it’s chamber with nitrogen and the cell is still required to deliver

a current, also here the potential and time are followed to obtain the voltage reversal time.

IrO2 is in general recognised as the catalyst, which is the most stable with highest activity

towards OER in acidic conditions [97]. One of the standard ways to apply IrO2 in the

anode as a mitigation strategy is shown in Figure 2.21. Here, Pt/C particles are mixed

with IrO2 particles, which is similar as done in this research. The mixing of the two

catalyst results into a better resistance against fuel cell reversal compared to a test without

OER catalyst. The higher the IrO2 loading, the higher the voltage reversal time observed

[11].

Figure 2.20: The anode, cath-
ode and total cell potential in a
MEA, when complete fuel starva-
tion is occuring [10]

Figure 2.21: MEA where the upper arrow indicates
the reaction under operating conditions and the lower
arrow the reaction under fuel starvation with a) Pt/C
anode and b) Pt/C mixed with IrO2 anode [12]
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It has been found that the processing of the anode has a huge impact on the OER activity

and the resistance against fuel cell reversal. First of all, the amount of OER catalyst could

affect the resistance against fuel cell reversal. This could already be seen in Figure 2.15,

where an increasing amount of IrO2 decreased the amount of CO2, which was a results of

the decreased COR occurrence at fuel cell reversal. A similar research was executed by

Mandal et al (2018), where the Pt/C anode was loaded with 0, 5 and 50 wt % IrOx2 and

used for MEA testing in situ. It was found that the time to reach 2.0 V during a complete

fuel starvation test was 2.2, 8.4 and 64.0 minutes for 0, 5 and 50 wt %, respectively. It

should be noted that the initial performance of the fuel cell was the same for all three

loading and three lost the same amount of performance after the reversal test. Meaning

that if the end of a reversal test has been reached with or without OER, the anode will be

degraded in the same way independent of how long the voltage reversal time was. There

was a linear relation found between the amount of IrO2 placed and the voltage reversal

time. This is believed to happen because the IrO2 gets deactivated after a certain time,

resulting that the one with absolute the most IrO2 will show the longest activity towards

the OER [13]. It is not mentioned in this article where the linear relation between deac-

tivation and amount of applied IrO2 comes from (see section 2.4.2 Problems with Iridium

Oxide).

Where generally the OER catalyst is applied in the anode as shown in Figure 2.21, Zhou

et al (2021) proved that mixing OER catalyst (IrO2/RuO2) particles with Pt/C does not

show the highest resistance against fuel cell reversal. This could be seen in Figure 2.22,

where 3 different designs of the anode with respect toward the OER and Pt/C catalysts

are used. On the right an in situ complete fuel starvation test is shown, where it can

be seen that the design of MEA-3 showed the longest time to reach 2.0 V. This effect

originates from the unequally distributed water and oxygen in a catalyst layer, which are

the reactant and product of the OER. However, it should be mentioned that the initial

performance of MEA-3 is slightly lower but comparable with MEA-2 and MEA-1, which

could be explained by the differences in mass-transport as well [12]

Figure 2.22: Complete fuel starvation test on the right with 3 different anode design
shown on the left (MEA-1, MEA-2 & MEA-3) [12]
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Chen et al (2021) investigated the thickness effects of the anode catalyst layer related to-

wards the OER performance and reversal resistance. The tests with Pt/C without OER

catalyst (IrO2) were all above 2.0 V in a minute and considered ”dead”. The tests with

Pt/C and IrO2 loaded showed a linearly increasing reversal time versus the amount of

IrO2 loaded. For the same amount of IrO2 loaded, it was found that the thinnest anode

catalyst layer (2 µm) had a factor 6 higher reversal time (300 minutes) than the 3.5 and

6.5 µm. The reason found for this is that the amount of ionomer is in general fixed to

the weight of carbon (I/C). In order to make a thinner catalyst layer and have a similar

ECSA as a thicker catalyst layer, the Pt content on carbon had to be increased. Meaning

that a thinner anode has less carbon and more Pt. But, the amount of ionomer applied

is fixed to the amount of carbon used (I/C ratio). This in combination that the surface

of carbon doesn’t scale linearly with it’s weight. Results into a higher amount of ionomer

available for the IrO2 catalyst, which also needs ionomer (proton conductivity) and car-

bon (electrical conductivity) contact points to let the OER occur as can be seen in Figure

2.24. An additional ex situ MEA test was executed, where only the I/C ratio was the

changed parameter and it was found that indeed the highest I/C ratio had the highest

reversal time, as can be seen in Figure 2.23 [10].

Figure 2.23: An ex situ MEA reversal
test with different I/C in the anode cata-
lyst layer, the current density is kept at 0,2
A/cm2 and the anode is completely starved
[10]

Figure 2.24: The OER reaction on IrO2

schematically shown in a RTA [10]

Another way of applying an OER catalyst in the anode has been done by Kim et al

(2021), who made use of the fact that the defects in the carbon structure can act as

anchoring centers for deposition of the catalyst. In this research, the defects in the Pt/C

structure were used to deposit IrO2 particles. This has advantage that there are less

defects after deposition, which are the active places where the carbon corrosion occurs

(see 2.3.1 Porosity & 2.3.2 Graphitic content). Next to this, with this kind of deposition

small nanoparticles of IrO2 could be achieved, which could mean an increased active area

towards OER for the same amount of IrO2 used.
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It was found that the carbon with initially the most defects had the highest OER activity

and reversal time after IrO2 deposition on the defects. But, a direct comparison with

IrO2 particles mixed with Pt/C particles lacks [14]. But this comparison was found in

another research, Jang et al (2013) researched the difference between IrO2 supported on

carbon and the IrO2 mixed with Pt/C particles. It was found that the IrO2 supported on

carbon had a higher intrinsic performance and showed better resistance against fuel cell

reversal. Based on this, it could be said that IrO2 loading on a support could improve

the durability in fuel cell reversal compared to mixing IrO2 with Pt/C particles [99].

2.4.2 Problems with Iridium Oxide

The aforementioned deactivation of IrO2 is still unclear. But, two suggestions have been

made by Joo et al (2020). The first one is the deactivation by detachment of IrO2 from

the carbon backbone and therefore will lose the electronic connectivity (Figure 2.25a).

Second, the IrO2 gets chemically deactivated by the species generated by the COR (Fig-

ure 2.25b). The IrO2 was tested in a carbon support and a non-carbon support in an

anode during fuel cell reversal, deactivation was only found for the IrO2 in the carbon

environment. Based on this it was concluded that the mechanism of deactivation of IrO2

comes from carbon oxidation products [75].

Figure 2.25: Two possible deactivation mechanisms of IrO@ during a fuel cell reversal
test, where a) represents a detachment of IrO2 from the carbon support and b) deactiva-
tion of IrO2 by COR products [75]

When testing an OER catalyst for a reversal tolerant anode, the focus is mainly on the

behavior of the catalyst during starvation mode. However, it is just as important that

the OER catalyst stays stable in the anode at operating conditions of a PEMFC. This

means that the OER material should be stable at 80°C under a H2 environment. It

was found by Rheinlander et al (2021) that IrOx can be reduced to metallic Ir at an

elevated temperature in a H2 environment and the effects were researched on a PEM

water electrolyser [100]. Fathi Tovini et al (2021) pointed out that this reduction can

also occur in a PEMFC and has degrading consequences. First, the reduction of IrO2 in

a H2 environment at elevated temperatures was confirmed by thermogravimetric analysis

(TGA) combined with XPS and XRD. After that, starting-up/shutting-down operations

were executed. It was found that when the fuel cell is operating the IrO2 is reduced. This
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is followed by the migration of the metallic Ir from the anode through the membrane to

the cathode, where it will deposit on the cathode and lower the ORR performance. This

migration of Ir occurs by the starting-up/shutting-down process. Besides, losing the IrO2

on the anode side means also decreasing the reversal tolerance [101].

2.4.3 Problems with measuring OER catalyst ex situ

In the previous sections in this chapter, all the OER and durability tests discussed were

performed in situ, which is an effective method for testing different materials because it’s

close to a the MEA in a real FCEV. However, a disadvantage is that many parameters

could influence the outcome of a test and therefore it is hard to distract the influence of

material/catalyst parameters. The ex situ Rotating Disc Electrode (RDE) is considered

as an effective method to relatively cheap and quick gain information about the catalyst

layer only. A disadvantage is that a very good and precise protocol is necessary to be

in line with real life fuel cells [21]. Multiple RDE protocols for PEMFC catalyst can be

found for determination of electrochemical surface area, ORR kinetics, carbon corrosion,

Pt dissolution during operation on cathode, HOR resistance against CO impurities, etc.

[21][102][103][104][105][106]. However, a good RDE protocol for the RTA and its stability

in fuel cell reversal conditions is still lacking. One of the reasons is that OER measure-

ments at higher potentials with a RDE setup is known to be more troublesome. The

reasoning behind this is that with the OER oxygen bubbles are created, when applying

potentials to mimic fuel starvation at the anode. These bubbles get stuck into the micro-

pores of the catalyst layer and block reactant of the OER (water) to reach the catalyst.

These bubbles are hard to remove by a RDE set-up. This causes that the OER activity

is going down during an AST and the origin of that (actual degradation or blockage by

oxygen of pores) can’t be determined [107]. An example can be seen in Figure 2.26, where

an AST is applied on IrO2 in a RDE set-up by cycling the potential in the OER region

30 times (1.2 - 1.7 V). The OER activity is decreased at cycle 30 compared to to cycle 1,

this is followed by blowing Ar gas on the surface to get rid of the oxygen bubbles that are

stuck in the pores of the catalyst layer. After that, the activity is increased compared to

cycle 30, meaning that the decrease of OER could be devoted to oxygen bubble formation.

It can be argued that the same problem will be there for MEA in real fuel cell conditions.

Fathi Tovini et al (2021) compared RDE and MEA and made the hypothesis that the

MEA is less prone to bubble formation due to the thicker catalyst layer, which causes a

pressure gradient through the catalyst layer and therefore the MEA can provide removal

of oxygen towards the GDL. Besides, the oxygen is pulled through the membrane due

to osmotic drag from the anode to the cathode. Both aforementioned phenomena are

not possible at the working electrode of the RDE. However, this does not mean that this

phenomena is not occuring at all in a MEA. This can be seen in Figure 2.27, where after

an AST (potential hold) a relaxation time and cycling (between 0.05 and 1.2 V) has been

executed, which caused the OER activity to be recovered [15].

In this research the aim was to develop an protocol (AST) in a RDE set-up, in order to
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Figure 2.26: ex situ RDE test with an
IrO2, where the potential is cycled between
1.2 - 1.7 V [107]

Figure 2.27: in situ MEA test, which
is subjected to a potential hold of 1.53
V [15]

do relatively quick and cheap screening of the RTA catalyst layer. The AST should give

information about the RTA in reversal conditions while the influence of oxygen bubbles

blocking reactant is minimized. Besides, additional material characterization techniques

on the RTA catalyst layer should give an idea about the its structure and degradation

phenomenon going on. This should help to identify problems with the RTA catalyst layer

in fuel cell reversal conditions.
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Chapter 3

Methods

Several experimental methods in this research have been applied to investigate the in-

fluence of processing on the durability of a reversal tolerance anode of a PEMFC. First

of all, laser diffraction was used to follow the particle size in the processing in order to

differentiate samples. Next to this, the quality and surface roughness of the catalyst

layer deposited on the working electrode was obtained with a laser microscope. The

catalyst layer on the working electrode was electrochemically tested in a Rotating Disc

Electrode (RDE) set-up. Additionally, material characterization techniques like XPS and

SEM/EDS were used to investigate the effect of the electrochemical testing on the catalyst

layer. In this chapter, the techniques used with the theoretical background behind the

measurements will be explained.

Figure 3.1: A schematic drawing of a RDE set-up for half cell testing [108]
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3.1 Rotating Disc Electrode (RDE)

The RDE is a three electrode system (shown in Figure 3.1), which allows electrochemical

testing on the PEM catalyst layer ex situ. The catalyst layer is placed on the working

electrode, which is connected mechanically and electronically to a motor. The motor

allows control of the rotation on the working electrode. The spinning working electrode

causes a laminar flow in the electrolyte towards the working electrode’s tip with the

catalyst layer. This principle allows a steady-state current from the electrolyte towards

the working electrode’s tip [108]. Applying different rotational speeds cause different

fluxes towards the working electrode’s surface. For example, in ORR measurements a

higher rotational speed in an oxygen saturated electrolyte will lead to more reactant per

time available for the catalyst. This is due to the flux increase of the dissolved oxygen

towards the tip. Whereas, in gas evolution measurements, like the OER, the rotations can

be used to remove the produced gas from the surface [109]. The electrolyte has as function

to conduct the protons and electrons. It can exist either as water with dissolved salt or as

a diluted acid or base, since all these will deliver the positive and negative ions necessary

for the conduction. However, in this research the electrolyte choice was made for sulfuric

acid, in order to mimic the acidic conditions of a PEMFC. The counter electrode (a Pt wire

in this research) allows the flow of charge and the circuit to be completed. When applying

a potential or current on the working electrode, the counter electrode balances this to the

desired current or potential by the flow of electrons [110][111]. A reference electrode is

necessary to measure the current of the working electrode against. In this research the

Reversible Hydrogen Electrode (RHE) was used. Specifically, a RHE Hydroflex electrode,

which has an internal cartridge that allows a small amount of hydrogen to flow against a

Pt wire. This allows electrochemical measurements against RHE without the need of an

additional hydrogen source [112].

3.1.1 Tafel Slope

An analysis with the use of a Tafel plot with the corresponding Tafel equation and slope

can help to get an understanding about the reaction kinetics. In the section Kinetics &

Mechanisms 2.1.2 the derivation of the Butler-Volmer has been shown. In this section

the derivation of the Tafel Equation from the Butler-Volmer will be shown, with the cor-

responding meaning of the values used in this report.

When the overpotential becomes large, one of the terms in the Butler-Volmer equation

becomes negligible (see Equation 3.1.1). For the forward (reduction) reaction, only the

first term is important and the second term will become very small. Whereas, for the

backward (oxidation) reaction only the second term will be of interest. This principle can

be used to simplify the Butler-Volmer equation to the Tafel Equation. Since in this report

Tafel analysis is only used for the OER reaction, which is an oxidation reaction, only the

anodic deviation from the Butler-Volmer is shown. As mentioned before, for oxidation

only the second term of the Butler-Volmer equation is of interest (3.1.2).
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In order to obtain the overpotential out of the equation, a natural logarithm has to be

taken (3.1.3), which can also be rewritten to a common logarithm (3.1.4). Finally, the

formula can be simplified by substituting certain parts of the equation and the Tafel

Equation is obtained (3.1.5). The Tafel Equation can be used to make a Tafel Plot.

Where the exchange current density will be represented by the interception with the

current density axis (a in 3.1.5). Besides, the slope of the linear part of the Tafel Plot

can be used to observe how the kinetics are (b in 3.1.5). If the Tafel Slope is higher, the

reaction kinetics will be slower [26][33][34].

j = jforward − jbackward = j0(e
αnFη
RT − e

(−(1−α)nFη
RT ) (3.1.1)

j = j0(−e
(1−α)nFη

RT ) (3.1.2)

η = − RT

(1− α)nF
ln(j0) +

RT

(1− α)nF
ln(−j) (3.1.3)

η = − 2.303RT

(1− α)nF
log(j0) +

2.303RT

(1− α)nF
log(−j) (3.1.4)

η = −a+ b ∗ log(−j) (3.1.5)

An example how the Tafel Slope was gained in this report can be seen in Figure 3.2. The

different graphs indicate the different sweeps in the AST where the Tafel analysis was

executed on. All the graphs are fitted with an equation in the region where the graphs

are linear, which is represented by the dark shaded line in Figure 3.2. The corresponding

formula is then obtained and is shown in the legend. If this formula is compared with

Equation 3.1.5, it can be seen that the value of the Tafel Slope (in V/dec) is given by the

value before x in the fitted equations (y = ....x + ....) in Figure 3.2. This is because the

x-axis of Figure 3.2 is given in log current density, which is similar as log(-j) in Equation

3.1.5.

Figure 3.2: Tafel slope analysis executed for the OER activity during an AST
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3.1.2 Electrochemical Surface Area (ECSA)

A cyclic voltammetry (CV) measurement was performed by swiping back and forth be-

tween two potential limits. The obtained current is plotted against the potential and

gives rise to the CV curve. A CV curve of a Pt/C catalyst in a RDE set-up can be found

in Figure 3.3. If the voltage is swept from a lower towards a higher potential it is called

the oxidative scan (upper part Figure 3.3), when reversed it is named the reductive scan

(lower part Figure 3.3). The yellow part in Figure 3.3 during the oxidation sweep can

be labeled as the desorption region, because here protons are desorped on the Pt. This

is contrary to the red region in Figure 3.3, here protons are adsorped on the Pt during

the reduction scan. Therefore, this region is also known as the adsorption region. So, the

integral of one of these two regions is proportional to the amount of protons adsorped or

desorped. This directly relates to the amount of Pt available on the surface for electrode

reactions.

Figure 3.3: A cyclic voltammetry measurement of a PEMFC catalyst on a RDE set-
up cycled between 50 and 1200 mV with the yellow, red and grey areas indicating the
desorption, adsorption and DLC region, respectively.

In this research, the hydrogen adsorption and desorption peaks of Pt are both used for

determination of the ECSA. The formula of the total charge involved in the desorption

(Qdes in C) and adsorption (Qads in C) can be seen in Equation 3.1.6, where I (A) is the

current, v is the sweep rate (V/s) and U is the potential (V) window used. The lower

limit should not be lower than 50 mV, because this is the part where hydrogen evolution

(H2 gas formation) occurs. The upper voltage limit has been chosen when the current

reaches the region of non-Faradaic proces, also known as the Double Layer Capacitance

(DLC) as shown in Figure 3.3. This area of the DLC region should not be included into

the determination of Qdes and Qads.

Qdes or Qads =

∫
I · dt =

1

v

∫
U (3.1.6)

ECSA =
1
2
· (Qdes +Qads)

2, 1 · L · A · 0, 77
(3.1.7)
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The integrals of the desorption (Qdes) and adsorption (Qads) can be used in Equation

3.1.7 to calculate the final ECSA (m2/g), where 2.1 is the charge required to oxidize one

monolayer of hydrogen on a polycrystalline Pt in C/m. L refers to the Pt loading in the

catalyst layer in (g/m2) and A the evaluated area of the catalyst layer (m2). Next to this,

a correction factor is applied of 0,77 because the active area corresponds to 77 % of the

actual existing area [113][114][115][116].

3.1.3 Oxygen Evolution Reaction

Activity Measurement

During fuel cell reversal the stack tries to pull a current out of a fuel starved cell. An

higher OER activity of the catalyst could potentially mean that a lower potential could be

hold when fuel cell reversal occurs. The activity of the OER can be monitored by looking

to the current density at a certain potential. In section 2.1.2 Kinetics & Mechanisms the

derivation of the current density (j in A/cm2) has been described. The current density is

also used as a measurement for the activity of the catalysts tested in this report. When

the potential is cycled in the OER region a current generated due to the OER can be

found. The value of the current obtained can be divided by the area of the working

electrode, which gives the current density. Obtaining the current density at a certain

voltage and comparing this value with other processed catalysts can give a good idea

about the catalyst performance. Whereas following the current density during an AST

will give a good view about the catalyst’s stability. Next to the current density, the

mass activity could be a possibility to represent the activity of a catalyst (in A/gcatalyst),

where the amount of current generated is given against the amount of catalyst loaded

[117]. Since in this report all the catalyst loadings were the same, the current density

represented in this report is in exact line with the mass activity.

Chronopotentiometry

To mimic real life fuel cell reversal of a PEMFC, chronopotentiometry could be applied

in a RDE set-up. In chronopotentiometry a certain current is applied to the catalyst

layer and the potential is followed over time. This is very similar to a fuel starved anode,

where the fuel cell stack tries to pull out a current of the MEA as shown in Figure 2.20.

By using a certain cut-off potential (e.g. 2 V), a reversal time could be obtained in the

RDE set-up for that catalyst layer. As mentioned, in 2.4.3 Problems with measuring OER

catalyst ex situ there is quite a big discrepancy between the catalyst layer ex situ versus

in situ. Nevertheless, comparing ex situ chronopotentiometry results of different catalysts

all tested in a RDE set-up could give some fundamental insights related to the reversal

tolerance of the catalyst layer.
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3.1.4 Electrical Impedance Spectroscopy (EIS)

Electrical impedance (Z) can be seen as the resistance of an alternative current through

a conductive material. With the results of electrical impedance spectroscopy (EIS) and

fitting this in an electrical circuit model, information could be obtained on the electrical

properties of different components [118]. For an EIS measurement, the potential of the

working electrode was alternated around a defined amplitude with a certain frequency

compared to the reference electrode. This will result into a sinus movement of the applied

voltage, which can be described with the Equation 3.1.8. The response of the cell will be

an alternative current (It), which is a sinus movement as well but slightly shifted compared

to the applied potential with a phase (Φ). The impedance (Z) is the ratio of excitation

voltage and responsive current (see Equation 3.1.9) [119].

Et = E0 sin (ωt) (3.1.8)

Ztotal =
Et

It
=

E0 sin (ωt)

I0 sin (ωt+ Φ)
= Z0

sin (ωt)

sin (ωt+ Φ)
(3.1.9)

If the sinus wave function of the applied voltage (Et) is plotted on the x-axis and the

current obtained (It) on the y-axis an oval shape will result in where the two waves meet.

This oval shape can be expressed in complex numbers with Euler’s relationship. This

means that if the impedance is expressed in complex numbers, an imaginary part (Zimg)

can be distinguished. A Nyquist plot can be obtained if the imaginary part (Zimg) of the

impedance is plotted against the real part (Zreal). Different phenomena can be observed

based on the frequencies applied and the models used for interpreting those. If the model

is well, it overlaps precisely with the the Nyquist plot. This gives then information about

the resistances in the catalyst layer [119].

In this research the Transmission Line Model (TLM) has been used to analyze the resis-

tances occuring in the PEMFC anode catalyst layer in a RDE set-up. A representation of

the TLM can be found in Figure 3.4, where the electrical resistance of the catalyst layer

itself (Rele) can be set to zero. This can be done because the electrical resistances can be

considered negligible in the carbon of the catalyst layer compared to the ionic resistance

(Rion). The ionic resistance can be seen as the resistance of the ion transport (H+) in the

porous electrode. The abbreviation HFR in Figure 3.4 stands for High-Frequency Resis-

tance. Besides, it was important that the EIS tests were measured in the non-faradaic (400

mV) region in order to prevent other electrochemical reactions influencing the impedance

results [120].
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Figure 3.4: The transmission line model
(TLM) in a region of non-faradaic processes
for a porous electrode [121]

Figure 3.5: A Nyquist plot of an EoL
sample of a RTA catalyst layer obtained
by EIS in a RDE set-up

In this research, like the one in Kwon et al (2021), the constant phase element (CPE)

was used for fitting and to derive Equation 3.1.10 for the PEMFC catalyst layer [121].

Based on this, the impedance of a porous electrode should follow a 45°line as shown in

Figure 3.5 followed by a divergence of the imaginary impedance (Zimg). Equation 3.1.10

describes the relation between the length of the graph following the 45 °line (L), the ionic

resistance Rion and two impedances obtained (Zreal and Zimg). Normally, this equation

would also include the Rele, but as mentioned before Rele can be considered zero due to

the high conductivity. However, the Rele of all the elements present in a RDE set-up can

be obtained by looking to the value Zreal when the graph crosses the X-axis of the Nyquist

plot [122].

Zreal =
Rion · L

3
· Zimg (3.1.10)
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3.2 Material Characterization

3.2.1 Particle size

The particle size distribution (PSD) of a dispersion can be determined with a laser diffrac-

tion meter. For this research it was useful to obtain the PSD of the RTA during processing.

This was done because the influence of particle size in the anode catalyst layer on reversal

tolerance was researched. When the PSD had to be checked, a sample of RTA dispersion

(ink) was taken out during the processing and was diluted with solvent. These diluted

inks were placed in the laser diffraction meter to determine the particle sizes.

A laser diffraction meter is shown schematically in Figure 3.6 and consists of a sample

holder in which the sample is placed. A laser light beam is focused on the sample, which is

surrounded by detectors. The light will be scattered upon interaction with the particles.

Smaller particles scatter the incident laser beam at higher angles and bigger particles at

lower angles [123]. Since the sample is surrounded by detectors, the angles of the scattered

light could be determined [124]. The detected angle of the scattered light and its intensity

correlate to the particle size and its presence in the dispersion. Using this principle in

combination with the Mie and Fraunhofer theory will result into an establishment of

the PSD. The Mie theory gives a solution for light scattering by homogeneous sphere

by including all types of light interaction. This requires a lot of data about the optical

properties of the particle, the medium and the interactions of both. This can very be hard

to determine, because it depends on many parameters (e.g. surface roughness, crystal

structure, wavelength of light, etc.). Without all the optical parameters, the parameters

could be manipulated in order to fit the theory with the obtained data, which is still very

insight full for the PSD. However, when used with all defined optical parameters, it gives

a very precise and true answer. The shortcomings of the Mie theory can be omitted by

using the Fraunhofer theory. This theory assumes particles as two dimensional discs, only

takes the interactions at the contour of a particle into account and only the scattering in

the forward direction is considered [125].

Figure 3.6: A schematic representation of the laser diffraction meter with its components
[124]
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When a scattering spectrum is obtained, the computer uses both theories to fit the spec-

trum as good as possible to give a PSD. For particles with the size 10 times bigger than

the wavelength of light of the incident beam the Fraunhofer theory is more valid. Where

smaller than this value, the Mie theory is more assumable [126]. Since, in this research

the PSD was in the range of 1 - 5 µm and infrared light was used, it’s more likely that the

Mie theory have been used more dominantly. Besides, it should be noted that scattered

light can scatter again with other particles giving a wrong image of the scattered angle.

Therefore, it is important to repeat many scans to diminish this effect [125]

3.2.2 Surface roughness

A Keyence laser microscope was used in this research to evaluate the surface roughness

of the RTA catalyst layer on the working electrode. This was executed by the principal

of Confocal Laser Scanning Microscopy (CLSM). Confocal means that the scanning for

the image is done in the focal plane only. Compared to electron microscopes (see 3.2.4

SEM/EDS Analysis), the CLSM has less resolution but it can be used quickly without

the need of extensive sample preparation and 3D imaging quality is comparable [127].

The working principle is based on a laser beam, which is emitted from the light source

towards the surface of the sample. The reflected laser passes through a half mirror to

the receiver. The intensity of the reflected laser is stored with the corresponding X and

Y coordinates. This will be saved as an intensity image at that height. Afterwards,

the Z-axis (distance between microscope and sample) is slightly alternated, followed by

making another intensity image with the corresponding X and Y coordinates. Making a

lot of these images over the Z-axis and combing this data can give a very detailed height

profile [128]. With the use of the of an height profile, a surface roughness profile could be

obtained. Roughness can be defined as a surface parameter that describes the unevenness

of the surface [129]. In this report the surface roughness is of interest because it can be

used as an indicator for the effect of particle sizes in the ink dispersion on the eventual

deposited catalyst layers on the working electrode. Different parameters can be used to

quantify the surface roughness. In this report the choice has been made to compare the

differences in average roughness (Ra). Ra is a single value of the average roughness and

it’s physical meaning can be seen in Figure 3.7 and in Equation 3.2.1. The || was used to

treat all values as positive compared to the mid line. Besides, z(x) indicates the height

of point x and lr the length used for sampling [130]. In this research a height profile with

a surface of 500 x 5000 µm was made along the diameter of the catalyst layer coating on

the working electrode. This allowed extraction of surface parameters and comparison of

the coatings. An example of a height profile with the images and roughness parameters

from the RTA catalyst layer on a working electrode is shown in Appendix A.

Ra =
1

lr

∫ lr

0

| z(x) | dx (3.2.1)
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Figure 3.7: The physical meaning of Equation 3.2.1 in order to calculate Ra [130]

3.2.3 X-Ray Photoelectron Spectroscopy

X-Ray Photoelectron Spectroscopy (XPS) is a technique used for the investigation of

chemical composition of a surface. XPS can be used qualitatively, where the type of

bonding or oxidation states of the elements can be investigated. Besides, XPS can be

used quantitatively, where the amount of the different elements on a surface with a cer-

tain type of bonding or oxidation state can be distinguished. The penetration depth of

the XPS can be up to 10 nm, therefore the characterization is a sensitive surface analysis

technique [131].

A sample is irradiated with X-Rays, which are generated in this research from an Al

source. The electrons interact with the surface atoms by a formula that can be seen in

Equation 3.2.2. Where hv relates to the energy from the photon, φs to the work function of

the spectrometer itself and BE is the binding energy of the atomic orbitals from the atoms

on the surface. The binding energy can be viewed as the energy difference between initial

and final state after the emission of the photo electron. This allows specific identification

of elements, because the atomic orbitals of an element will be different based on the type

of element, bonding, oxidation state, etc. For a XPS spectrum, the x-axis contains the

binding energy and the y-axis the counts (amount of electrons received per time unit).

Since the binding energy is very specific for the element, shifts and the place on the x-axis

can be used to determine the element and its bonding. The integral (I) of the peak,

directly relates to the amount of that certain element in that state present. Because if

there is more of a certain element on a surface, a higher amount of electrons with that

specific binding energy will be detected and result into a higher peak. Next to this, to

calculate the different ratios of the atomic elements the sensitivity factor (S) should be

taken into account, as can be seen in Equation 3.2.3. n is the number of atoms/cm3 and S

is a known value and depends on the angle between the analyser and x-ray source, which

was for this research 54.7°[132].

KE = hv −BE − φs (3.2.2)

n1

n2

=
I1/S1

I2/S2

(3.2.3)
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3.2.4 SEM/EDS Analysis

Scanning Electron Microscope-Energy-Dispersive X-ray spectroscopy (SEM/EDS) is a

machine that consists of a electron microscope (SEM) with an additional detector for

chemical composition analysis (EDS). An electron beam is created in the electron gun

with a certain energy. Through apertures, lenses and a deflection coil the beam is focused

on the sample. At the sample the incoming primary electrons will interact with atoms of

the sample, which will reflect the electrons through elastic and inelastic collisions. These

surface interactions will give rise to back-scatterd electrons, secondary electrons and X-

Rays. The back-scattered electrons have an elastic collision with the atoms, therefore

they have comparable energy as the incoming primary electron. Secondary electrons are

a result of inelastic collisions of the primary electrons. This means that when colliding

with the atom, the atom can uptake the energy to become ionized, which will lower the

energy of reflecting secondary electron. When relaxation of the atom occurs, the atoms

can release their energy as X-Rays or Auger-electrons.

In order to obtain an image, all SEM are equipped with detectors for back-scattered elec-

trons (high energy) and secondary electrons (low energy). Additionally, the SEM used

in this research also had an additional detector for X-Rays. The X-Rays can be detected

either wave-dispersive or energy-dispersive. For this research the Energy-Dispersive X-

Rays (EDS) detector was used, because this one allows to measure the photon intensity

as a function of their energy, which can be used to analyse the chemical composition

quantitatively and qualitatively [133][134].

An example of a SEM image can be seen in Figure 3.8 with the corresponding EDX in

Figure 3.9. The microscope was zoomed in on the catalyst layer, where different area’s

were chosen to do an elemental analysis on. The results of an EDX were obtained in

percentages of the atomic presence graph (see Figure 3.9)

Figure 3.8: An SEM image of BoL anode catalyst layer used in a RDE set-up, the purple
squares indicate the areas used for EDX elemental analysis
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Figure 3.9: An EDX elemental analysis of square 3 from Figure 3.8
with on the x-axis the energy applied and on the y-axis the photon intensity detected
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Chapter 4

Experimental

4.1 Ink preparation

The RTA ink was processed by mixing of platinum supported on carbon (Pt/C), sol-

vent (aqueous alcohol with a fixed ratio), ionomer (sulfonated perfluorinated ionomer

with equivalent weight < 900 g/mol) and iridium oxide supported on titanium oxide

(IrOx/TiOx). The amount of ionomer added to the ink is normally represented as a ratio

of the ionomer weight to the carbon weight also known as I/C ratio. In this research,

the different amounts of ionomer chosen were I/C = 0.8 and I/C = 1.0, these inks are

referred to in this report as LIC (Low I/C) and HIC (High I/C), respectively. Besides,

the weight of iridium was fixed fixed 1:1 to the weight of Pt. All the materials were

placed in a beaker, which was filled additionally with zirconia beads. By accelerating the

beads with a rotator, the zirconia beads will collide and break up the Pt/C and IrOx

into smaller particles, a process also known as ball milling [135]. The time of stirring is

related to the energy introduced to the system and therefore will cause differences in sizes

of the Pt/C and IrOx particles. After a short amount of time a sample was taken out

and measured with XRF to ensure the weight ratio of Pt and Ir was 1:1. Next to this,

this ink sample was taken out and labeled as the big particle sample (BP) and its PSD

was characterized by laser diffraction and used for further electrochemical analysis. The

stirring was continued for several hours and the PSD was followed by laser diffraction.

After a certain amount of time, the ink was taken out and labeled as small particle (SP)

and the PSD was determined. The ink samples taken (BP and SP) were stored by putting

it on rollers and keeping it slowly in motion. This was done to prevent the agglomeration

of the particles over time, which would mean loss of the well dispersed ink. Besides, the

PSD was performed after several weeks on the big particles and small particles sample.

This was done to make sure that the two different inks showed similar PSD as just after

the processing and agglomeration didn’t occur over time in the inks.
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4.2 Electrode preparation

The working electrode and its components are shown in Figure 4.1.The RTA catalyst

layer was placed on the glassy carbon disk, which posses a surface area of 0.196 cm2. The

glassy carbon is hold with a PTFE U-cup into a a PTFE shroud and the back of the

carbon tip is electronically connected with a golden tip, which allowed the conduction of

the current through the rotor towards the potentiostat.

Before coating the catalyst layer, the surface of the glassy carbon tip had to be polished.

Polishing is a highly important process because it helps to diminish surface effects of the

glassy carbon on the measurements. The surface of glassy carbons can undergo oxidation

in air and irreversible changes can occur in electrolyte when doing electrochemical tests

[136]. Polishing was executed with the use of alumina (0.05 µm) and diamond (1.00 µm

slurries). The alumina polish was executed before every measurement and the diamond

polish was performed additionally before every 3rd, both with their own corresponding

polishing pad. 2-3 drops of the slurry and water was placed on the polishing pad and the

glassy carbon was polished by making ”8” figures for 5 minutes. After that, the tip of the

working electrode was rinsed with DI water, placed in an ultrasonic bath for 3 minutes

and finally dried with N2.

A sample of the processed ink was taken and diluted by a factor 10 with the same aque-

ous solvent that was used for the processing of the ink. The diluted ink was placed on

roller bars in order to mix the ink with the solvent for at least 15 minutes. The rotator

of the RDE set-up was taken and placed upside down with the polished working elec-

trode on top while rotating at 300 RPM. After this, a calculated amount of diluted ink

was taken with a pipette and dispersed on the rotating electrode’s glassy carbon and

was dried in the atmosphere. The quality of the coating was checked with an optical

microscope. If it looked well the surface was further analyzed with a laser microscope

before electrochemical testing. The amount of diluted ink was calculated so that the

amount of Pt and Ir on the electrode surface both equaled 50 µg/cm2. Many literature

describe that before coating the diluting ink, it should be placed in an ultrasonic bath in

order to get a more homogeneous dispersion. However, since this research is focused on

the differences in particle size, it is important that the diluted inks were not placed in

the ultrasonic bath. Since, this will alternate the particle size as can be seen in Figure 4.2.

After electrochemical measurements, the tip was gently rinsed with ultra pure water in

order to remove the electrolyte from the catalyst layer. This was followed by applying

a few drops of ink solvent on the catalyst layer. The catalyst layer dissolved into the

solvent, which allowed pipetting the drops into a small flask. Because of this the EoL

catalyst layer could be stored and later on being used for further material characterization

(XPS & SEM/EDS).
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Figure 4.1: An image of the changeable
working electrode used in this research with
its components [137]

Figure 4.2: PSD differences between ul-
trasonicated and non-ultrasonicated parti-
cles [138]

4.3 Electrochemical protocol

All the electrochemical tests started with the conditioning of Pt. This was done by

executing 150 cycles between 50 and 1200 mV with a sweep rate of 100 mV/s at 0 RPM.

The amount of cycles was chosen as a standard because it resulted into a stable CV (see

Figure 4.3). After the conditioning, an ECSA was made with 4 cycles between 65 and

865 mV with 100 mV/s with the rotator set on 1600 RPM. The last cycle was used to

determine the ECSA. After this the current hold or the AST was started.

Current Hold

For the current hold (chronopotentiometry) 10 mA/cm2 was applied with a rotational

speed of 1600 RPM and the potential was monitored against the time. When applying

rotations, it was chosen to use 1600 RPM as a standard for all tests in this research.

This value was chosen to prevent damage to the working electrode, even though higher

rotations could lead to better evacuation of the formed oxygen bubbles by the OER. High

rotational speed lead to higher centrifugal forces on the glassy carbon disc, which can

widen the PTFE U-Cup and shroud. This can lead to acidic electrolyte flowing behind

the glassy carbon, where it can corrode the electrical connections. After the current hold,

the Pt conditioning and an ECSA measurement was executed.

Accelerated Stress Test (AST)

For the accelerated Stress Test (AST) a procedure has been developed to minimize the

effects of bubble formation on the catalyst layer. After the conditioning and an ECSA

measurement as described before, an EIS test was applied (at 0.4 V with a range of 100

kHz to 100 mHz). This was followed by a cyclic voltammetry, where the potential was

swept 10 times from 1200 to 1650 mV with a sweep rate of 10 mV/s at 1600 RPM. This

cycling was done to follow the OER activity.
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Figure 4.3: The different lines indicate the
different cycles during the initial condition-
ing of Pt

Figure 4.4: The different lines indicate the
15th conditioning cycle at that specific step
in the AST, whereas the dots indicate the
minima or maxima of the peaks

1.6 V was chosen as reference point to obtain the activity at that point (in mA/cm2) based

on on other literature found [139][140]. After cycling in the OER region, a potential hold

at 50 mV for 8 minutes with 1600 RPM was applied. This was done to let the oxygen

bubbles evacuate without an additional electrochemical stress, hence the name relaxation

for this action. 50 mV was used for the relaxation, because this is the approximate poten-

tial of the anode during operation. After the relaxation, 15 cycles of Pt conditioning and

4 cycles for an ECSA measurements were executed. The OER cycling, rest, conditioning

and ECSA are labeled as a single ”step”. The steps were in total 75 times executed. Fi-

nally, an EIS test measurement was repeated again, in order to obtain the EoL resistances.

Afterwards, an analysis was executed in order to make sure that the reference electrode

was stable and not shifted during the whole AST. The potential of the Pt peaks at the

15th conditioning cycle within a step during the AST was kept track on, as can be seen

in Figure 4.4. The integral of these peaks can change during a measurement due to

the change of available surface of Pt (see 3.1.2 Electrochemical Surface Area (ECSA)).

However, the position of these peaks should always be the same for a material. A small

shift (e.g. 2 mV) in these peaks could have huge consequences for the OER activity results,

because in this region the activity (mA/cm2) develops exponential versus the potential.

Therefore, it is very important to make sure that the reference electrode remains stable

during measuring.
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Chapter 5

Results & Discussion

5.1 Begin of life characterization

5.1.1 Particle Size Distribution (PSD)

The results of the PSD development over the ball milling time can be found in Figure 5.1.

D90 (in µm) refers to 90% of the particles that have a diameter smaller than the cor-

responding value given on the y-axis [130]. In Figure 5.1a, it can be seen that for both

RTA inks (HIC and LIC) used in this research the particle size decreased over time. The

big particle samples were taken after 40 and 45 minutes for the LIC and HIC inks, re-

spectively. This resulted into a D90 values of 4,56 µm and 4,99 µm for the LIC and HIC,

respectively. The samples that were labeled as small particle in this report were both

taken after 245 minutes of ball milling time. This resulted into a D90 value of 1,34 µm

for the LIC and 1,21 µm for the HIC ink. It is worth noting that for the HIC ink, the

PSD was determined only after 45 and 245 minutes. Contrary to the LIC ink, which PSD

was determined with certain time intervals during ball milling. However, it was assumed

that the HIC ink did follow the same trend as the LIC ink concerning the decrease of

D90 over the ball milling time as can be seen in Figure 5.1a. Based on this an average

was taken for both inks, which allowed a PSD comparison of the RTA inks with the inks

solely existing out of HOR or OER particles (see Figure 5.1b).

It can be seen that the ink with the OER particles only had a higher D90 value and bigger

standard deviation over the bal milling time compared to the ink with HOR particles only.

The PSD of the OER particles decreased fast in the beginning, but over time the decrease

slowed down. The PSD of HOR particle ink did not show the high initial D90 value as the

OER particles ink and neither did decrease that fast. Based on this, it can be concluded

that the biggest contributor to the higher D90 value in the beginning of the inks analysed

in this report originates from the bigger OER particles. However, it should be noted that

still the particle size of the HOR particles is also significantly decreased with a factor of

1,82 from 45 to 180 minutes. The OER and RTA inks decreased with a factor 3,54 and

2,97, respectively.
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(a) Fitted curve of of the RTA two inks
made

(b) HOR particles only, OER particles only
and RTA ink average made from (a)

Figure 5.1: Particle size distribution (D90 in µm) over the ball milling time for the
different inks, where the light shaded colours in (b) refer to the standard deviations
measured (data from the HOR & OER particles only inks were obtained from previous
measurements by K. Aylar)

5.1.2 X Ray Fluorescene (XRF)

Next to the PSD, the big particles and small particles samples from the HIC and LIC

inks were also measured by XRF during processing. XRF works by the same principles as

EDS, which is described 3.2.4 SEM/EDS Analysis. Except that only secondary elements

are detected and not a vacuum is necessary. Besides, with the use of a wavelength dis-

persive analysis, quantitative results of Ir and Pt in the ink dispersion could be executed

[141]. XRF was executed to exclude mixing errors and to make sure that the right amount

of HOR and OER catalyst would be loaded on the working electrode. The big particles

(40 & 45 minutes mixing) and small particles (245 minutes mixing) samples were taken

and measured by XRF during the processing of the LIC (see Table 5.1) and HIC ink (see

Table 5.2). It can be seen that for both the RTA inks regardless of particle size, the ratio

of Ir and Pt is almost 1:1.

Table 5.1: XRF of Low I/C in g/L Table 5.2: XRF of High I/C in g/L

However, the concentrations of Pt and Ir are slightly higher for the LIC ink. This can be

explained that a different ionomer concentration requires a different amount of solvent.

This resulted into a concentration difference between the HIC and LIC ink. As mentioned

in 4.2 Electrode preparation, it was aimed to have 50 µg/cm2 for both Pt and Ir on the

working electrode. Because of this, the volume of ink that needed to be applied for coating

the catalyst layer on the working electrode was different for the HIC and LIC ink.
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The amounts calculated on beforehand are in line with the results found by XRF. There-

fore, the XRF results are a conformation that for both inks, there was an equal amount

of Ir and Pt present when the ink was applied on the working electrode.

5.1.3 Surface Roughness

The average roughness (Ra) results of the coated catalyst layers can be found in Fig-

ure 5.2. It can be seen that the coating from the big particles possessed a higher Ra value

for both inks than the RTA coatings made from smaller particles. This can be explained

by the fact that bigger particles cause bigger peaks and valleys on the micrometer scale

in the catalyst layer structure. An example can be seen in Figure 5.3, where the rougher

sample originates from the big particles. The reasoning why the bigger particles show a

rougher surface, could be explained by the effect of particle diameter on the drying pro-

cess. The smaller the particle the slower the particles settle in a dispersion while drying

[142]. This effect gives the smaller particles more time to settle down and give rise to a

more homogeneous catalyst layer coating compared to the bigger particles.

Figure 5.2: The average surface roughness results from the coated catalyst layers on the
working electrode

(a) Sample of small particle catalyst layer
with Ra=1.36

(b) Sample of big particle catalyst layer
with Ra=1,57

Figure 5.3: Height images of the catalyst layers made from different particle sizes, the
legend on the right indicates the height with the corresponding colour
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The catalyst coatings labeled as small particles for both inks had almost a similar Ra value

(HIC=1.36 ± 0.07 µm and LIC 1.36 ± 0.06 µm). This is different for the big particles,

whose average had a bigger deviation between the inks (HIC=1.56 ± 0.13 µm and LIC

1.64 ± 0.12 µm). A suggestion that could be made is that for the high I/C there is more

ionomer on the surface, which will result into a more smooth surface. But this relation is

very unsure and a conclusion could not be drawn out of it and more investigation would

be necessary. Especially, since the standard deviation of the average Ra value of both

inks is relatively big and overlapping. Besides, this relation cannot found back in results

of the smaller particles, where the Ra values are almost equal for both inks. Furthermore,

it should be noted that the HIC and LIC inks contain two different particles (Pt/C &

IrOx/TiOx). The two inks only made of HOR and OER particles showed a relatively

high value of the PSD at the same ball milling time when the big particles samples were

taken from the RTA ink (40/45 minutes) (see Figure 5.3b). Therefore, a bigger variety of

particle sizes can be expected in the big particles RTA inks. This will results into higher

Ra values with a bigger variety of the Ra value between the catalyst layers made by big

particle ink.

5.1.4 Electrochemical Surface Area (ECSA)

As mentioned before, the ECSA was measured electrochemically with cyclic voltammetry.

The BoL ECSA results of the big- and small particles HIC- and LIC ink are shown in

Table 5.3. It can be seen that there is no significant difference between the big particles

and small particles with the same I/C. However, an ECSA difference could be obtained

between the HIC and LIC coatings, where the HIC catalyst layer showed a lower Begin-

of-Life ECSA than the LIC catalyst layer. As explained in the XRF results (see 5.1.2 X

Ray Fluorescene (XRF)), the ECSA difference could not be a result from a manual error

when mixing the ingredients.

Table 5.3: Results of all the BoL ECSA’s in m2/g of the catalyst coatings

On first sight, this results seem to be quite contradictory because when particle size is

reduced an increase of surface area will result. Using the same amount of ionomer for

an increased surface area would mean less ionomer available. Therefore, one could argue

that by using smaller particles, and hence increase of surface area would lead to a similar

effect as decreasing the amount of ionomer. This relationship seem to be opposed by the

results of this research.
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Suzuki et al (2020) also found that there is no correlation between the decrease of particle

size and increasing surface area of ionomer layer and ECSA. Here it was suggested that

smaller particles would result into more burying of the pores containing Pt, which will

compromise the increased surface area [142]. However, another reasonable explanation

can be found in the manner of how ionomer attaches itself to the Pt/C particles. When

processing the ink, the polymer molecule of the ionomer will unfold itself in the solvent

and will be attracted towards the Pt/C particle. The force of this attraction depends

on dielectric constant/polarity of the solvent, hydrophillic/hydrophobic character of the

ionomer/catalyst layer support and chain length of ionomer [143][144]. If an excess of

ionomer is assumed: the stronger the attraction between Pt/C and ionomer, the thicker

the coated ionomer layer on the Pt/C surface. The process of unfolding of the ionomer

in a solvent, being attracted towards the Pt/C catalyst and finding its equilibrium struc-

ture will be done within hundreds of nanoseconds [145]. So the formation of the ionomer

layer on the Pt/C particle is way much quicker than when the first big particle sample

was taken after 40/45 minutes. If this thick ionomer layer has such a strong attraction

towards the Pt/C particles, it means that it will stay on its place even though the particle

size will be reduced. Therefore, when coated and measured the small particles don’t show

a change in ionomer layer compared to the big particles and a similar ECSA could be

obtained. This principle is shown in Figure 5.4.

Figure 5.4: Schematic proposed explanation about the differences in ECSA obtained
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This aforementioned explanation can also helps to clarify why an increased I/C causes a

lower ECSA. Because, more ionomer is available and hence a thicker ionomer layer will be

coated on the Pt/C due to its strong attraction to the ionomer. This could again have the

ability to stay stable over the ball milling time. The ECSA versus the I/C always comes

with an optimum. Because, too less ionomer results into an increase of ionic resistances,

since not a good network can be formed to conduct the protons. The ionomer is still

necessary in a RDE set-up to deliver the protons to the Pt, even though there is an

acidic electrolyte. This originates from the diffusion layer between the bulk electrolyte

and surface electrode, therefore the electrode surface is not in direct contact with the

bulk electrolyte [146]. Besides, if too little ionomer is added it could also mean that some

potential electrochemical active Pt particles are not covered. On the other hand, too

much ionomer can cause that electronic connections can be blocked and therefore the Pt

cannot discharge the electrons, causing a decrease in ECSA [10]. Concerning the ECSA,

in this research between the two RTA inks, the optimum I/C was found to be 0.8 (LIC).

5.2 Accelerated Stress Tests (AST)

The goals of developing a new AST in this research were to:

1. Diminish the effect of bubble formation on the activity

2. Follow the degradation over time electrochemically

3. Make sure the degradation originates from the potentials that occur during fuel cell

reversal on the anode

It was chosen to cycle the voltage between 1.2 and 1.65 V with a sweep rate of 10 mV/s

and to check the activity at 1.60 V for the oxidation sweep. It can be seen in Figure 5.5,

that the activity decreased over 10 cycles at 1.60 V. However, when this is followed by a

period where the potential is kept at 0.05 V (approximate operation potential of anode)

for 8 minutes while still rotating (1600 RPM). It was found that the activity was restored

(see Figure 5.7), meaning that the relaxation time (at 0.05 V) after the cycles in the OER

region caused the oxygen bubbles to evacuate. Furthermore, it is desired to follow the

ECSA during the AST, because this is a parameter that depends on the morphology of

the material. If the ECSA is changing, it means that an alternation on the Pt/C catalyst

layer is going on. It was found that an ECSA measurement between each step (10 cycles

of OER measurements) increased the activity of the OER afterwards. Therefore, it was

decided to add an ECSA measurement between every step. So, 1 step exists of an OER

activity measurements (10 cycles 1.2 - 1.65 V) 8 minutes of relaxation at 0.05 V with

1600 RPM and an ECSA measurement. However, the addition of an ECSA measurement

could add an uncertainty to point (3) mentioned above. For that reason, a measurement

was executed without OER cycles to see if the ECSA stayed stable over time. This was

found to be true (see Figure 5.6), which made this AST a suitable technique for analysing

the stability of the RTA in the OER region.
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Besides, no differences in ECSA or OER activity could be found in this ECSA over time

in N2 or atmospheric conditions. Therefore, it was decided to use atmospheric conditions

to reduce the chance of contamination coming from the N2 gas lines.

Figure 5.5: 1 step with 10 OER cy-
cles, where only the oxidation sweep
is shown

Figure 5.6: ECSA development without
OER stress (yellow line) and average rela-
tive ECSA (blue)

Figure 5.7: OER activity measurement (10 cycles 1.2 - 1.6V) of a step (blue) and the
regeneration of the activity for the next step (orange) after relaxation time and an ECSA
measurement

5.2.1 Activity

The development of the activity over the steps in the AST can be seen in Figure 5.8. Here

the 2nd (Figure 5.8a) and 10th (Figure 5.8b) cycle of each step are shown, where the 10th

cycle has a lower activity than the 2nd due to the blockage of oxygen (see Figure 5.5 &

5.7). It should be noted that there was no activity difference found between the different

I/C applied to the ink processing. Therefore, the average with standard deviations of

the big particles and small particles with both HIC and LIC are shown in Figure 5.8.

There are three things that can be seen from the activity results. First, the small particle

catalyst layer show a higher OER activity than the bigger particles.
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Next, the activity increased a bit in the beginning (first 3 steps) followed by a decrease

over steps in the AST. Finally, the standard deviation of the activity measured at 1.6 V

is bigger for the big particle than the small particle catalyst layers.

(a) 2nd cycle (b) 10th cycle

Figure 5.8: Activity measurement at 1.60 V of the indicated cycle versus each step of the
AST. The dark coloured line indicates the average value, whereas the associated shaded
area color indicates the standard deviation

Contrary to the BoL ECSA, the OER activity changed upon ball milling. This is thought

to originate from the increase of surface area, more contact points with the ionomer and

the less porous structure of IrOx/TiOx particles. As mentioned earlier, the surface area of

the OER particles increased absolute and relatively more during ball milling than HOR

particles. Next to this, still the same assumption can be made that upon ball milling

the ionomer will remain on the same surface of the particle due to the strong interaction

(see 5.1.4 Electrochemical Surface Area (ECSA)). When the size of OER particles were

reduced due to the ball milling, it will be left with some uncoated parts (see Figure 5.9).

However, in the final catalyst layer structure on the working electrode, the small OER

particles will be able to share with the ionomer originating from the HOR particle. This

effect will increase the effective area for the OER particles. Therefore, the OER particles

will show a higher activity upon increasing the ball milling time. Sharing the ionomer

doesn’t have much effect on an increase of ECSA. As explained in 2.3.1Porosity, the Pt

particles are located into the micropores and on the cabron surface. Meaning that sharing

the ionomer originating from the OER particles doesn’t necessarily reach the Pt particles

in the porous structure. Besides, the surface area of the Pt/C (60 m2/g) is higher than

the IrOx/TiOx (15 m2/g) particles. This means that it’s more likely that an uncoated

OER particle finds a coated surface of the Pt/C than the other way around. Besides,

increasing the ionomer content didn’t increase the OER activity. This can be explained,

if the ionomer will stick on the surface in the same manner as discussed in 5.1.4 Electro-

chemical Surface Area (ECSA). Therefore, no extra gain will be made on the the effective

surface area of the OER particles.
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Figure 5.9: Schematic proposed explanation about increase of OER activity due to ball
milling

The OER activity went up a little bit in the beginning, followed by a decrease till the end

of the AST as can be seen in Figure 5.8. The small initial rise of activity could probably

originate from some metallic Ir, which is present and is not an OER catalyst. However,

after a few cycles all the metallic Ir will be transformed to IrOx, which is an OER catalyst

[147]. A Tafel Slope analysis was performed on the 2nd and 10th cycle at step 3 and 75 in

the AST, as was shown in Figure 3.2. This was done to see if a chance in kinetics could be

found. It was found that all the values of the Tafel slope were very close (see Table 5.4)

and no significant difference could be obtained between the catalyst layers from big- and

small particles, HIC and LIC, BoL and EoL. This means that the OER mechanism on

the IrOx/TiOx particles remained very stable during the AST and did not differentiate

between the difference processing techniques. The lacking effect of IrOx particle size on

the Tafel Slope was also found by Reier et al (2012), who also indicated the highly stable

IrOx [139]. However, additional material characterization and EIS indicated the probable

reason for the decrease of activity and will be discussed further in 5.2.5 Degradation

phenomenon.

Table 5.4: Results of the Tafel Slope determinations in mV/dec, the averages shown
include OER activity from cycle 2 at step 3 and step 75 of the AST

The bigger standard deviation for the bigger particles in the OER activity in Figure 5.8

can be explained by the PSD and the roughness. The D90 value for the OER particles

ink is much higher in the beginning of the ball milling process. Consequently, when the

big particle sample is taken, there is a bigger variety of OER particle sizes in the RTA

ink. This phenomena was also seen back in surface roughness, where the bigger particles

also resulted into a bigger standard deviation for the Ra values. Therefore, one could say

that there is more variety of particle sizes in the the big particles sample compared to the

small particle samples. In combination with the findings of Figure 5.8, where it can be

seen that the particle size in the ink matters for the OER activity. It can be concluded

that the bigger variety of particle sizes in the big particle sample cause a bigger standard

deviation in the OER measurement than the small particle sample.
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5.2.2 ECSA

As mentioned before, an ECSA measurement was used to have an electrochemical pa-

rameter for degradation and to get the highest activity. This allowed to keep track of the

ECSA over every step in the AST. It was found that for all catalyst layers regardless of

particle size or ionomer loading, the ECSA decreased in the same trend over time in the

AST (see Figure 5.10). Comparing this with Figure 5.6, it can be seen that the addition

of OER stress did affect the active surface area of Pt.

As discussed in 2.2.1 Consequences, the loss of ECSA can occur due to carbon corrosion

and can often be devoted to the growth of the Pt nanoparticles resulting into loss of

surface area and hence ECSA. The growth of Pt nanoparticles is also known as Ostwald

ripening, which is a well known degradation phenomenon of the fuel cell. Ostwald ripening

doesn’t occur only due to corrosion but can occur also during normal operation [148][149].

Ostwald ripening isn’t thought to be the main reason why the ECSA decreases in this

AST, which will be explained further in 5.2.5 Degradation phenomenon. However, still

Ostwald ripening cannot be excluded as a contributing factor to the ECSA loss. A material

characterization technique that is able to confirm the extent of the Ostwald ripening

is TEM analysis, which allows to measure the Pt nanoparticle sizes. Therefore, TEM

analysis would be recommended in future research to find out how much the Ostwald

ripening is responsible for the loss of ECSA with the AST executed in this report.

Figure 5.10: ECSA development in AST relative to its initial value, averaged over all
AST’s executed in this research
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5.2.3 EIS

For this research, EIS was executed to follow the total electrical resistance and ionic

resistance, as described in 3.1.4 Electrical Impedance Spectroscopy (EIS). It should be

mentioned that the electrical resistance measured with EIS is a build-up of all compo-

nents in a RDE set-up (i.e. electrolyte, rotator connection, distance between working

electrode and reference electrode, surface glassy carbon, etc.) [146]. Since the electronic

resistance of the catalyst layer is only a small part of this, the value of Rele shouldn’t be

directly correlated to the electrical resistance of the catalyst layer. The BoL Rele found in

this research are in the range from 4.6 - 10 Ω. However, if the whole set-up remains un-

touched during the AST and it can be assumed that only electrical properties are changed

due to the change of the catalyst layer. Then, the absolute change in Rele from the BoL

to EoL does tell something about the change in resistance of the catalyst layer. These

data are shown in Table 5.5.

For all measurements a decrease in Rele has been found for the EoL compared to BoL. This

can be devoted to the an increase connections in the carbon structure, which results into a

better overal electron conductivity of the catalyst layer. However, the standard deviation

for the Rele difference for the big particles is much bigger than the small particles cata-

lyst layers. If a big particle catalyst layer structure collapses, a better carbon connected

network will be created between different aggregates (see Figure 5.11). Nevertheless, if

the big particles catalyst layer stays stable then no additional electrical conductivity is

gained. This opposes a collapse of smaller particles, which already exhibit a structure

with a better connected. Therefore, the gain on electrical conductivity will be less than

the bigger particles. Besides, a decrease of electrical resistance could also be linked to a

decrease in ionomer content [150].

Furthermore, the ionic resistance was followed. A direct comparison between the Rion

BoL samples couldn’t be made because the standard deviation was too big, which can

probably be devoted to the sensitivity of resistances in a RDE set-up. Similar to Rele,

the BoL and EoL differences were used to observe the change in Rion, the results can be

seen in Table 5.5. It was found for all the samples that the ionic resistance was increased

significantly. The average increase of the ionic resistance compared to its initial value was

256%. A low Rion is an indicator for a thicker ionomer layer, because it gives rise to a bet-

ter proton conducting network [150][151]. The fitting of the EIS is shown in Appendix B.

Table 5.5: Electrical (Rele) and ionic
(Rion) resistance differences between
the BoL and EoL catalyst layers

Figure 5.11: Schematic representation of the
big particle catalyst layer coating not well elec-
trical connected (left) and well connected (right)
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5.2.4 Material Characterization

A BoL and EoL sample were taken from a High I/C Small Particle ink as described in

4.2 Electrode preparation. Concerning the BoL sample, only a ECSA measurement was

executed in order to have contact with the electrolyte and have similar conditions as the

EoL sample. The aim was to characterize the materials in order to find a reason for the

activity and ECSA decrease in the AST (see Figure 5.8). A XPS survey and several mul-

tiplexes have been made in order to see if a chance in surface could be found. It should

be noted that the machine was shifted (± 4 eV), all the peaks were adjusted accordingly.

This meant that a detailed qualitative analysis was limited. Even with the shift, the

results obtained with the XPS were already sufficient to make a conclusion.

Figure 5.12: XPS Survey of the BoL and EoL samples

(a) Carbon (b) Fluor (c) Pt/Ir

Figure 5.13: XPS on the regions of interest

The XPS survey of both measurements can be found in Figure 5.12. It can be seen that

there are more peaks present in the EoL compared to the BoL. First, the peak at 532 eV

has arisen for the EoL, which can be assigned to O1s. However, it is not used for further

analysis because the oxygen can also originate from an oxidized support, where the cata-

lyst layer was deposited on (Indium). The Indium peaks were also found at 554 eV and

446 eV. The reason why those were not detected in the BoL comes from the coverage of

the EoL catalyst layer, which didn’t completely cover the Indium support on the place

where the x-ray beam was focused on, contrary to the BoL. The peak arisen at 500 eV

couldn’t be assigned to the materials applied for the XPS measurement.
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Next to this, the XPS allowed a quantitative analysis on the catalysts (Pt/Ir), the ionomer

(carbon and fluorine) and catalyst support (carbon). Unfortunately, the OER support

(titanium) couldn’t be detected. This could highly probable be devoted to the very small

Ti peak that would exactly overlap with the Indium peak at 554 eV. In Figure 5.13a, the

C1s of carbon can be found at 285 eV and the peak at 292 eV can be assigned to the

C-F2 bonds [132]. The peak at 285 eV can be assigned to the carbon catalyst support and

the second one to the carbon in the ionomer [152]. The latter peak is indicative for the

C-F2 bond, which can be found in the Teflon backbone of the ionomer molecule (see 2.1.1

Catalyst layer & 2.1.1 Membrane). It can be directly seen that the ratio of the integral of

CF2 to the C1s peak has almost vanished in the EoL catalyst layer, whereas the catalyst

support C1s stayed stable in the AST. The vanishing of the fluorine of the ionomer can

also be seen back in the XPS fluorine region in Figure 5.13b. The peak at 689 eV can be

identified as the the fluorine in (-CF2-CF2-), which is also an indicator for the ionomer

layer [153]. Again an almost complete loss can be bserved. However, a direct comparison

between the intensities of the fluorine peaks between the BoL and EoL is not justified

since the XPS spectrum of the EoL also exists out of more materials (indium and oxygen).

Therefore, the ratio of the F peaks was determined against the C1s, following Equation

3.2.3. It was found that the C:F ratio increased from 0,86 to 10,8, which indicates a loss

of ionomer on the surface. Another argument for the loss of ionomer can be found in the

detection of Pt and Ir in the EoL but not in the BoL (see Figure 5.13c). The Pt and Ir

peaks in the EoL can be found at 71-74 eV and ± 63 eV, respectively [132]. Since the

ionomer layer is several nm thick and the penetration depth of the XPS is also several nm.

It means that XPS couldn’t detect any Pt nor Ir for the BoL due to the thicker ionomer

layer. However, due to the loss of ionomer layer the Pt and Ir could be detected by the

XPS for the EoL.

Table 5.6: Results of the SEM/EDS Analysis with the different ratio’s between carbon
(C), fluorine (F) and platinum/irridium (Pt/Ir) of the BoL and EoL samples

Next to this, an EDS measurement with SEM was executed, which results can be found

in Table 5.6. It should be noted that the EDS can become unreliable when measuring Pt

and Ir. This occurs because the atomic weight of Pt (78 u) and Ir (77 u) are very similar.

Therefore, the intensity peaks of Pt and Ir are difficult to distinguish and make it hard to

execute an quantitative measurement for the two in the same sample with an EDS [154].

This phenomenon can also be seen in Figure 3.9, where a EDS analysis is shown and all

the high intensity peaks for Pt and Ir are overlapping in the region around 2 keV. Because

of this reasoning, it was chosen to consider the atomic weight obtained from the EDS of

the Ir and Pt as one (Ir/Pt in Table 5.6).
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It can be seen in Table 5.6 that the amount of fluorine has been decreasing compared

to carbon and Ir/Pt. It has decreased in a lesser extent than found by the XPS. But

this can be explained by the deeper penetration depth of the EDS analysis. Besides, the

Ir/Pt has increased a little bit compared to carbon. This can be attributed to the pres-

ence of carbon in the ionomer and as catalyst support. So if there is ionomer loss, there

will also be a decrease of carbon content overall. However, this is in a way lesser extent

than fluorine since the catalyst layer is also made of carbon. The XPS and SEM/EDS

measurements both confirmed the loss of ionomer in the EoL sample compared to the BoL.

5.2.5 Degradation phenomenon

The material characterization techniques and the increase of ionic resistance by EIS are

indicators that loss of ionomer has occurred during the AST. This is thought to originate

from the chemically break up of the ionomer. First, hydrogen peroxide H2O2 is formed,

which is a side product of either the ORR or OER. Next, radicals (OH•, OOH•) can be

formed out of hydrogen peroxide [155]. These radicals are able to attack the chemical

bonds of the sulfonated perfluorinated ionomer, which will break up the polymer ionomer

and result into loss of the ionomer. The formation of the radicals out of hydrogen peroxide

is known as the Fenton reaction [156]. The Fention reaction is shown in Reaction 5.2.1

and 5.2.2, where M represent a metal contamination.

H2O2 + Mx −−→ Mx+1(OH) + OH• (5.2.1)

H2O2 + OH• −−→ HOO• + H2O (5.2.2)

It is known that titanium can also be used as the metal (M) in Reaction 5.2.1 [157][158].

Since, titanium oxide was used as a support material it is highly possible that the titanium

was the reason that the Fenton reaction occurred and that the ionomer was chemically de-

graded during the AST. It should be noted that in a PEMFC, the membrane is made out

of the same material as the ionomer. Therefore, in a MEA the Fenton reaction wouldn’t

only destroy the ionomer in the catalyst layer, but also the membrane. This has also been

stressed out by Zhang et al (2021), who urges that Titanium Oxide need to be omitted

as support material for catalysts in a PEMFC [157].

The relation between ionomer content and OER activity has been described by Bernt et al

(2016). Here the relation between the ionomer content and the optimal OER performance

of IrOx/TiOx on a MEA has been described. It describes that too much ionomer leads to

performance loss due to increased mass-transport resistance of oxygen evacuation. Next

to this, the addition of too much ionomer can lead to more electrical isolating ionomer

blocking the electrical conducting network of the carbon support. This can lead to an in-

crease of resistance. On the other hand, too little ionomer will lead to an increased proton

resistance because not a good ionomer network can be formed for the proton transport

to the membrane.
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At first sight, the loss of ionomer network seems to be less of a concern for the catalyst

layer in a RDE set-up than in a MEA. Because, in a RDE set-up the protons could easily

flow back into the electrolyte and no conduction of the protons to the membrane is nec-

essary as in a MEA. However, a decrease of ionomer in the catalyst layer will lead to a

decrease of protons pathways to evacuate the produced protons from the catalyst layer.

This suggestion is schematically shown in Figure 5.14. Due to the rotation in a RDE

set-up, a flux is generated as can be seen in Figure 5.14a. During the OER, oxygen and

protons are created. But, flowing back into the bulk electrolyte is hard for the products

since a constant flux is on the catalyst layer. The ionomer network allows the protons to

be conducted to outside the catalyst layer as shown in Figure 5.14b. Therefore, the rise

of a high concentration of protons near the OER catalyst can be prevented. Nevertheless,

without an ionomer network the protons cannot be evacuated that well anymore, which

will cause an increased concentration of protons in the pores as can be seen in Figure 5.14c

and hence a locally decreased pH. Two possible reason can be suggested why the afore-

mentioned phenomenon decreased the OER.

The first suggestion could be found in the possible pH dependence of the OER catalyst.

A few OER mechanisms are described and shown in section 2.1.2 Oxygen Evolution Reac-

tion. If the rate-determining (RDS) step of the OER is the deprotonation, then it could be

harder to deprotonate since the catalyst is surrounded by a high concentration of protons

as in Figure 5.14c. It should be noted that this is only an assumption made and is very

uncertain also because the OER mechanism as of today is unknown. However, the pH

dependence of the metal oxide has already been described before [159]. Further research

into the OER mechanism and its pH dependence would be necessary, to confirm or deny

this reasoning between the loss of ionomer and loss of OER activity.

Another possibility could be due to the IrOx dissolution during the AST. Research ex-

ecuted by Knöppel et al (2021) found that a lower ionomer content and a lower pH

were both separately responsible for a decreased lifetime of the OER catalyst due to in-

creased IrOx dissolution [160]. This phenomenon could also have decreased the activity

of the OER catalyst in the AST executed in this research. The decrease of ionomer was

found with the material characterization techniques. Unfortunately, due to the thick BoL

ionomer layer no BoL and EoL comparison between the IrOx content could be made

by XPS. Next to this, the overlapping regions of Pt and Ir in the SEM/EDS did nei-

ther allow a detailed quantitative analysis of BoL and EoL samples on the Ir content. A

recommended suggestion would be to apply an inductively coupled plasma mass spectrom-

eter (ICP-MS), which allows to follow the dissolution of Ir in the electrochemical cell [161].

The reason for the ECSA decrease during the AST can be found in 5.1.4 Electrochemical

Surface Area (ECSA), where the relation between an optimal I/C and ECSA is described.

Furthermore, it can be seen that Figure 5.14c explains why the Rele was found to decrease

for all the samples in the AST. Because, due to ionomer loss more carbon connections

arise, which will result into a more electrical connected structure.
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(a) Flux to the RDE tip (b) Coating with ionomer (c) Coating with degraded
ionomer

Figure 5.14: Catalyst layer where black represents the Pt/C particles, orange the OER
catalyst, green the concentration of protons and the green lines the proton diffusion path
and the red line indicates the path of the electrons

5.3 Reversal test

To mimic the in situ measurements that were discussed in 2.4 OER catalyst, a current

hold was applied to determine the reversal time. It should be noted that the reversal

time obtained in this research doesn’t reflect the reversal time of a real fuel cell. This

can be explained due to the troublesome evacuation of oxygen bubbles in a RDE set-up

compared to the catalyst layer within a MEA. The in situ tests discussed in 2.4 OER

catalyst were executed with a current of 200 mA/cm2 during a reversal test [10][12][14].

This couldn’t be repeated in a RDE set-up because the reversal time would be too short

and no difference between the materials couldn’t be obtained. Even a current hold at

50 mA/cm2 was found to be too much for the RTA on a RDE set-up, as can be seen

in Appendix C. Therefore, the current applied was adjusted till repeatable results were

reached with an acceptable standard deviation. The desired current for a reversal test in

a RDE set-up was found to be 10 mA/cm2 and its results are shown in Figure 5.15.

It can be seen that the big particles catalyst layer possessed a higher reversal time than

the small particles. Again, no difference could be found between the two different ionomer

loadings applied during the processing of the catalyst layer. Therefore, the average and

standard deviations of both RTA inks are shown in Figure 5.15. It can be seen that in

the range from 0 - 100 minutes, the potential is lower for the small particles. This is the

result of the higher activity of the smaller particles found with the AST. Therefore, the

smaller particles can generate the same amount of current at a lower potential compared

to the big particles. However, this difference diminishes over time and eventually the

bigger particles show a longer reversal time. This is thought to originate from the easier

bubble evacuation of the bigger particles.
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Figure 5.15: Results of the 10 mA/cm2 current hold tests with big particles (blue) and
small particles (red) with the light shaded colour indicating the corresponding standard
deviations measured

Placing an OER catalyst on the side of the catalyst layer in the direction in which the

oxygen bubbles need to be evacuated improves the removal of oxygen bubbles, which

was shown in Figure 2.22. This phenomenon occurs because if one bigger oxygen bubble

is growing it will act like a sink in where the small bubbles will be sucked into. This

extraction behaviour occurs due to the concentration gradient and is the driving force of

the smaller oxygen bubbles towards the big bubble [12][162]. The bigger particle structure

were found to have deeper and higher peaks in the structure, which is an indication to have

wider pores on the micrometer scale (see 5.1.3 Surface Roughness). This might help to

increase the availability for more nucleation sites to have space available for bigger oxygen

bubbles to grow and hence it will allow the easier evacuation of the oxygen bubbles. It

can be viewed as an increased surface area for the growth of bigger oxygen bubbles.
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Chapter 6

Conclusion

It was found that the processing of the RTA had an influence on its performance, stability

and reversal tolerance at potentials that occur during fuel cell reversal. By using different

ball milling times during the processing bigger particles and smaller particles could be

differentiated. The bigger particles had for all measurements a higher standard deviation,

which can be attributed to the broader particle size distribution of the catalyst particles.

It was found that the particle size did not have an influence on the BoL ECSA, ECSA

decrease during the AST nor the Tafel Slope. But, the big particles did show a higher

surface roughness, lower OER activity and a longer reversal time. The lower OER activity

can be devoted to the lower effective surface area of bigger OER particles. The contradic-

tion between increased reversal time and lower OER activity is thought to originate from

the easier oxygen evacuation in a bigger particle RTA catalyst layer during chronopoten-

tiometry. The activity was found to decrease for all samples during the accelerated stress

tests. EIS, XPS and SEM/EDS showed that this loss could highly probable be devoted

to the loss of ionomer. The loss of ionomer is thought to originate from the presence of

titanium in the catalyst layer, which allows the Fenton reaction to take place that can

destroy the ionomer layer chemically. Electrochemical Impedance Spectroscopy (EIS) has

proven to be very well in line with the degradation phenomena. However, due to the

very sensitive RDE set-up a resistance comparison between the BoL samples couldn’t be

made. It would be recommended to find a way with the RDE set-up to make repeatable

EIS measurements. If this could be achieved, direct comparisons between BoL catalyst

layers could be made. Besides, the inclusion of TEM would be recommended to finger

point and conclude the degradation phenomena on the ECSA.

This research has shown that an AST can be made for testing OER catalysts in a RDE

set-up. The RTA in a RDE set-up cannot be related directly to the conditions of a catalyst

layer in a fuel cell. However, this research does show that degradation phenomena and

influence of the processing on the RTA catalyst layer can be very well understood with

the use of a RDE set-up and additional material characterizations. Therefore, it could

help to provide knowledge and new insights for future development of the RTA. Besides,

it could serve as a guideline for further development of ex situ testing of OER catalyst

materials, which could benefit the PEMFC and PEM electrolysis research.
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Appendix A

Roughness Determination

Figure A.1: The results of a roughness measurements obtained from the laser micro-
scope, where the light blue squares on the picture on top indicate the segements (Seg).
Seg. 1 indicates the left square and increases till Seg.9 on the righ square.
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Appendix B

EIS Fitting

Figure B.1: An example of the EIS fitting based on the Transmission Line Model, this
model was implemented by A. Jurjevic. The blue dots indicate the BoL sample (0c) and
the green dots the EoL sample (75c). The red line indicates the fitted Rion and the blue
line the divergence from the Rion. For this test a Rele of 4,62 Ω and 4,60 Ω was obtained
for BoL and EoL, respectively. Whereas for the Rion 1,64 Ω and 3,7 Ω was obtained for
BoL and EoL, respectively
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Appendix C

RDE reversal test at 50 mA/cm2

Figure C.1: Results of the 50 mA/cm2 current hold tests with big particles (blue) and
small particles (red) with the light shaded colour indicating the corresponding standard
deviations measured, showing the big and overlapping standard deviations measured. It
contains the average for HIC and LIC, since no difference could be found between the two
inks
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“Degradation mechanisms of Pt/C fuel cell catalysts under simulated start-stop conditions,” ACS

Catalysis, vol. 2, no. 5, pp. 832–843, 5 2012.

[150] Y. V. Yakovlev, Y. V. Lobko, M. Vorokhta, J. Nováková, M. Mazur, I. Matoĺınová, and
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