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Executive Summary

A system can be defined as a set of elements which interact with each other, and of which the
resulting functionality is greater than the sum of the separate entity functionalities. The de-
scription of these elements and their interactions is called a system architecture. Even though
the field of systems engineering has existed for a long time allowing for the design of very com-
plex systems, it still has some challenges that need to be addressed. With a growing number of
elements and development & improvement of technologies, systems are becoming increasingly
complex. Furthermore, it is difficult to predict the effect of important decisions taken during
the early stages of the design on the final system performance. However, system designers
are met with the task of making important design choices even without in-depth knowledge of
design decision effects. To tackle these challenges, system experts usually weigh in on these de-
cisions with their advice. However, this advice can suffer from bias, subjectivity, conservatism
or overconfidence. Systematic exploration of the system design space would offer noteworthy
advantages as multiple potential system designs could be generated and their performance an-
alyzed during all stages of the design process.

The architecture optimization process of a system is a black-box, mixed-discrete, multi-objective
and hierarchical problem, making it a challenging problem. It is expected that existing opti-
mization algorithms will have difficulties with either solving the problem at all (i.e. finding
an optimal architecture), or with solving the problem without needing an excessive number of
function evaluations. Therefore, existing and new optimization algorithms need to be developed
for and tested on realistic architecture optimization problems. However, from literature and
state of the art, it was found that no such benchmark problem currently exists. This means
that there is still a need for a system architecture optimization benchmark problem to develop
and test optimization algorithms which can deal with design space exploration and to educate
system architecture optimization stakeholders. These stakeholders include disciplinary experts,
analysis tool developers, system architects, system engineers and project managers.

In the thesis research, such a benchmark problem with an application to aircraft jet engine ar-
chitecture modeling is created. The reason for this topic choice is the strongly multidisciplinary,
mixed-discrete and multi-objective nature of engine design. To tackle the systems engineering
challenges of the benchmark problem, a multidisciplinary design optimization tool using a sys-
tem architecting approach with mixed-discrete and multi-objective capabilities was developed
and assessed. The mixed-discrete capabilities enable the implementation of three types of de-
sign variables: continuous, integer and categorical. Therefore, the optimization algorithm can
make both influential design decisions and sizing decisions, leading to a better overview of the
performance of the possible system architectures in the design space. To avoid that the same
design vector is evaluated multiple times, result caching is implemented: in case a design vector
has to be evaluated an additional time, the results of the first evaluation are simply returned.
Next to that, imputation of the design vector is implemented in the tool to deal with decision
hierarchy: inactive design variables in the original design vector are replaced by a predefined
value leading to the imputed design vector which is then evaluated. Furthermore, with the
multi-objective capabilities of the tool, it is possible to take into account the multiple conflict-
ing stakeholder requirements and regulations of the aircraft jet engine design and optimization
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process. Finally, the tool uses the extreme barrier approach, meaning that when a result is
invalid or the system architecture evaluation did not converge, a value of +o00 or -0o is returned
for all results to represent the design point as a point with inferior performance.

The developed tool uses the engine cycle analysis framework pyCycle, the MDO integration
framework OpenMDAO and the optimization framework pymoo. It consists of two main parts:

1. The Engine Architecting Framework: this component provides a way to describe the
architectural choices, and from there define a design vector fed to the Engine Architecture
FEvaluator, and functionality for translating a design vector into an engine architecture
definition. The architectural choices in the tool include the incorporation of a fan at
the front of the engine, specification of the number of shafts, implementing a gearbox,
consideration of innovative technologies such as a counter-rotating fan or inter-turbine
burner, etc. This means that different distinct aircraft engine architectures can be formed
such as a conventional and afterburning turbojet, a conventional and geared turbofan,
and multi-shaft engines. Therefore, the Engine Architecting Framework operates at the
level of the architecture design space and optimization problem.

2. The Engine Architecture Evaluator: this component provides a way to create and evaluate
an engine architecture for specific operating conditions, by translating the architecture
definition from the Engine Architecting Framework into a pyCycle problem. Due to the
modular approach of pyCycle, the aircraft engine components are represented as building
blocks with which the engine thermodynamic cycle is built up, after which thermodynamic
cycle analysis can be performed. Furthermore, it evaluates the disciplines of the engine
design problem: weight, geometry, NOx emissions and noise. Therefore, the Engine
Architecture Evaluator operates at the level of the individual architecture.

Verification and validation of the aircraft jet engine architecting tool shows that the imple-
mented architectural design choices of the Engine Architecting Framework lead to feasible
engine architectures and that the discipline results are valid compared to the CFM LEAP-1C
turbofan and P&W F100 turbojet engines used on the Comac C919 and F16 aircraft, respec-
tively. Next to that, two aircraft jet engine architecting problems were created: a simple
single-objective problem with only feasibility constraints, and a more realistic multi-objective
problem with three objectives (TSFC, weight and noise) and multiple constraints (geometry,
NOx emissions and feasibility). The same operating conditions were used as for the existing
LEAP-1C engine in take-off conditions, and both conventional and innovative engine architec-
tures (such as a counter-rotating fan and/or inter-turbine burner) were generated and evaluated.
The genetic optimization algorithm NSGA-II was used to optimize the engine architectures in
both problems. The trends of the results obtained by the optimizer were as expected serving
as additional validation of the tool. Furthermore, even though non-convergence issues were
encountered during the optimization, a Pareto front with non-dominated aircraft engine archi-
tectures was successfully formed. Therefore, the aircraft jet engine architecting problem can be
used as realistic benchmark problem to support the development, evaluation and comparison of
system architecture design space modeling methods and optimization algorithms while simul-
taneously educating various stakeholders on the relevant aspects of architecture optimization.

The results of these architecting problems showed that the objective of the thesis was achieved:
a benchmark problem with an application to aircraft engine architectures using a system archi-
tecting approach with mixed-discrete and multi-objective capabilities was created, in order to
further research and educate stakeholders on system architecture modeling & optimization.
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Chapter 1

Introduction

With an increase in number of elements, the diversity of those elements and their connectivity,
systems are becoming increasingly complex . In the current engineering climate, important
architectural decisions, which could have a significant effect on the performance of the designed
system, have to be taken early on in the design phase. Next to that, with the development
and improvement of new technologies, the range of options for the system design is further
increased. This means that more design decisions have to be made for more complex systems.
Without a thorough understanding of the effect of these design decisions on the system, the
system performance and capabilities could potentially be limited .
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Figure 1.1: Increasing complexity in both parts and lines of code for systems and the result on
system development time, especially in the aviation sector H

To deal with these challenges, system experts are often consulted to provide their advice on
the design choices. Even though these experts can provide some insight into the decision ef-
fects, they may suffer from bias, subjectivity, conservatism or overconfidence . To solve these
problems, systematic design space exploration techniques need to be applied during the design
of a complex system, also at the earlier design stage when the architecture of the system has
not been fixed yet . This would not only enable effective exploration of the design space, but
also increase the understanding of the impact of important architectural decisions and reduce



reliance on expert judgment. To improve design space exploration techniques, existing and new
optimization algorithms should be developed and tested, and system architecture optimization
stakeholders should be educated. These stakeholders include disciplinary experts, analysis tool
developers, system architects, system engineers, project managers, engineering students, etc.
Therefore, a benchmark problem regarding system architecture optimization should be avail-
able to perform these tasks on. However, a thorough review of literature and state of the art
indicated that no such benchmark problem currently exists.

In this thesis research, a system architecture optimization benchmark problem with an appli-
cation to aircraft jet engine design is created. There are multiple reasons why aircraft engine
design is chosen for this purpose. The combination of conventional engine architectures and
innovative technologies, such as a geared turbofan and intercooled cycles, makes that many
architectural choices have to be considered. These choices are not only on the component level
but also on the complete system level, resulting in different types of design decisions such as
how many shafts should be included in the engine architecture. Then, the effect of the decisions
has to be analyzed in terms of the many disciplines involved in the design process of an aircraft
jet engine, including fuel consumption, weight and emissions. Next to that, there are multiple
conflicting stakeholder requirements and regulations that have to be complied with. This leads
to a mixed-discrete, multidisciplinary and multi-objective design problem [6].

It must be noted that during the research, only aircraft jet engines will be considered. Other
aircraft engine architectures exist such as ramjets, scramjets and even electrical or hydrogen
propulsion systems [7-10] but these architectures were not included. The main reason is that
major adjustments in the engine architectures and disciplines would have to be implemented
when including the additional architectures, leading to a too complex benchmark problem for
the purpose.

A system architecting approach is developed which can deal with the systems engineering
challenges of the benchmark problem by implementing mixed-discrete and multi-objective ca-
pabilities. Due to its mixed-discrete capabilities, it is expected that an increase in design space
size and more freedom to the designers of the system will be established, which might lead to
the generation of systems with improved performance. To illustrate the improvement mixed-
discrete capabilities offer to the optimization process, the example of the Numerical Propulsion
System Simulation (NPSS) of NASA can be taken |11]: while in the past only one single aircraft
engine architecture such as a turbofan without gearbox could be optimized in the design pro-
cess [6], the system architecting approach taken in the thesis research allows for optimization
of the complete aircraft engine design space. This could improve the chances of finding a bet-
ter performing aircraft engine architecture which provides more value to the stakeholders. To
demonstrate that the developed system architecting approach can effectively be implemented
and exploited for real-life engineering optimization problems with multiple disciplines involved,
a Multidisciplinary Design Optimization (MDO) tool will be built which incorporates this sys-
tem architecting approach. The tool will be designed to generate and optimize aircraft jet
engines for user-set objectives and constraints.

Based on this background knowledge, the thesis objective can be formulated in [section 1.1
Then, the thesis objective will be broken down into research questions in |section 1.2 Finally,

an outline of the thesis paper will be given in [section 1.3|
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Figure 1.2: Static aircraft engine system architecture setup of NPSS .

1.1 Thesis Objective

The thesis objective can be formulated as:

"To further research and educate stakeholders on system architecture modeling & op-
timization, by creating a benchmark problem with an application to aircraft engine
architectures using a system architecting approach with mixed-discrete & multi-
objective capabilities."

1.2 Research Questions

The different research questions that will be addressed during the thesis are listed as follows:
RQ1 How is the system architecting approach implemented in aircraft engine modeling?

RQ1.1 To what extent can realistic values for the engine performance be obtained?

RQ1.2 Which limitations does the system architecting approach have?
RQ2 How does the approach address the nature of architecting decisions?

RQ2.1 Which continuous and discrete architecting decisions can be taken?

RQ2.2 What is the impact of the discrete architecting decisions on the aircraft engine com-
ponents and connections?

RQ2.3 What is the influence of the discrete architecting decisions on the design vector?
RQ2.4 Can the relevant effects of engine architecting decisions be captured?

RQ2.5 What is the size of the design space?
RQ3 Does the approach enable the creation of multiple optimal aircraft engine architectures?

RQ3.1 Which engine objectives and constraints are used?



1.3. THESIS OUTLINE 4

RQ3.2 Which existing and novel engine architectures are part of the solution space generated
by the approach?

RQ3.3 Can a Pareto front be formed with non-dominated engine architectures?

1.3 Thesis Outline

To provide the reader with sufficient background on engineering fields relevant for the thesis
research, systems engineering and some of its challenges are first explained in [chapter 2| Then,
a benchmark problem is created to further research and educate stakeholders on system archi-
tecture modeling and optimization in [chapter 3|

After that, the MDO tool implementing a system architecting approach with mixed-discrete
and multi-objective capabilities used to tackle the benchmark problem is explained in
fter 4 This tool consists of two parts: the Engine Architecting Framework and the Engine
Architecture Evaluator. These will be taken a closer look at in and [0}, respectively.

To ensure that the aircraft jet engine architecting tool outputs feasible results, it is verified and
validated in [chapter 7] Then, a simple single-objective and a more realistic multi-objective air-
craft engine design problem will be created and the results of both problems will be investigated

in [chapter 8 Finally, conclusions and recommendations will be given in [chapter 9



Chapter 2

Systems Engineering

A system can be defined as a set of elements which interact with each other, and of which the
resulting functionality is greater than the sum of the separate entity functionalities [2]. The
process of creating such a system while taking into account stakeholder requirements and needs
is called the Systems Engineering Process (SEP) [13]. Many approaches to SEP currently exist
but in general, SEP can be divided into three main steps [14, [15]:

1. Stakeholder needs definition;
2. Technical requirement definition;

3. System architecting.
The focus of this work lies on the third step of SEP: system architecting.

In this chapter, the fields of system architecting and Multidisciplinary Design Optimization
(MDO) are explained in and [2.2] respectively. After that, some challenges of these

fields in systems engineering are discussed and linked to the scientific contribution of the thesis

research in [section 2.3|

2.1 System Architecting

Systems are created for a purpose: they offer value to their stakeholders, defined as a certain
benefit at a certain cost. These stakeholders are parties which have an effect or are effected by
the system, and they determine what the system in general should do to create value to them.
What the system does is referred to as the function of the system. How the system fulfills
this function is called the form of the system, and is taken care of by the design engineers
or architects. When form is assigned a function, or vice versa, a form-function-mapping is
established [5]. Considering that system architecting is a recursive process, the function and
form terms not only apply to the system level but also to the subsystem level etc. This shows
that many steps are involved in system architecting such as determining the system functions
and component options.

2.1.1 Design Decisions

In system architecting, the entities of a system are connected and assigned to their function(s)
by making design decisions. Therefore, the system architecting process itself can be seen as a
decision-making process for which many design decisions are usually identified, and the best
option for each decision needs to be determined. The result of the system architecting process
is a system architecture [16]. When assembling all the different design decisions that can or are
taken, the architecture design space is created, containing all the possible system architectures
generated by the design decisions.
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2.1.2 DBSE and MBSE

To perform the systems engineering process, two main approaches can be taken: document-
based (DBSE) or model-based (MBSE). The former uses textual resources, whereas the latter
uses digital models to represent system architectures. To visualize the models in the model-
based approach, modeling languages such as the Systems Modeling Language (SysML) [17]
are used which generally show the different system entities and their connections. Whereas
both approaches can be used for the entire system life cycle, the model-based approach is
currently more often used than the document-based approach due to its advantages such as the
convenient re-usability of models, higher design quality and integrity, etc. Furthermore,
even though in the initial phases of the system design MBSE actually requires more effort and
costs to implement compared to DBSE, in the long run MBSE proves to be more advantageous
for both effort and costs. This effect is visualized in During the thesis research, the
model-based approach is followed.
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Figure 2.1: System life cycle project cost in time of document- and model-based systems engi-

neering .

2.2 Multidisciplinary Design Optimization

In order to find the best performing system architecture for the imposed stakeholder require-
ments and needs, MDO can be implemented in the SEP. MDO can be defined as the engineer-
ing field which focuses on using optimization methods to tackle design problems with multiple
disciplines. It involves quantitatively comparing the performance of generated system architec-
tures by defining objectives and constraints that apply to all architectures, regardless of their
structure and included functions and components. Additionally, it must be noted that because
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of the many stakeholders involved in the design of a system, multiple conflicting goals will arise.

There are several reasons why MDO is often used in current engineering problems [19]:

e To deal with the cooperation and communication when multiple persons are involved in
the design of a system, and ensuring the compatibility of in- and outputs when software
programs are used.

e To deal with the increasing complexity of the designed system and the design processes
themselves, and the explosion of possible architectures when multiple design decision have
to be taken.

e To deal with the different disciplines involved in the design process of a system, which
could potentially be opposed, meaning that an improvement in one discipline might lead
to a worsening of a different discipline.

It must be noted that these are not the only reasons why MDO is used, but these three points
were deemed the most important for the thesis research.

2.2.1 Design Space

To formalize the architecting process into an optimization problem, the design space needs
to be modeled in such a way that decisions are clearly identified and that each architecture
candidate correctly represents the function-form-structure mapping. In that way, architecture
candidates can be automatically generated enabling systematic exploration of the design space.
In optimization, a distinction can be made between two types of design variables: continu-
ous (differentiable) and discrete (non-differentiable). The discrete design decision type can be
subdivided between integer and categorical, and these differ based on ordinality: the order
of the numbers matters for the former, while this order does not have a significant meaning
for the latter |20]. Examples of these different types of decisions would be the integration of
the engine in the airframe (wing- or fuselage mounted) for categorical decisions, the number
of engines on an aircraft for integer decisions and the fuselage diameter for continuous decisions.

The possible decisions of an MDO problem are described as design variables, creating a design
vector with all the combined variables. Generally, the continuous design variables have bounds
indicating its lower and upper limits, forming an unconstrained MDO design space. When
constraints are imposed on the MDO problem, a constrained MDO design space is created
containing only valid solutions to the problem. In relatively simple MDO problems, these
constraints can be described as an analytical function of (some) design variables. However, in
more complex problems, it becomes clear that (some) constraints cannot be simply written as
an analytical function of design variables.

2.2.2 Single-Objective Optimization

When the MDO problem only has one single objective, this is referred to as single-objective
optimization. This means that only one optimal point can be formed in the MDO design space
which leads to the best performance in that objective. The mathematical expression for this
kind of MDO problem is |19]:
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Minimize :
f(x)

Subject to :
. (2.1)
gi(x) <0 for j=1.m

hj(x) =0 for j=1.p
" > x; > o

In this equation, the design variables are indicated by z; with lower bound z! and upper bound
z*. The objective function and constraints are f(z) and g(z) & h(z), respectively. The con-
straints can be split up into the inequality ¢g(z) and equality h(x) constraints: the former may
or may not be active, while the latter is always active. It must be noted that constraints can
be implemented, while an objective has to be used in an MDO problem.

To solve single-objective optimization problems, two main methods can be employed: gradient-
and non-gradient-based (also called gradient-free). Both start off with an initial guess or popu-
lation of initial guesses for the optimal solution of the problem, which can be based on industry
expertise or even a random guess. For gradient-based methods, an improved solution is found
by using the design variables derivative, forming a function gradient, to guide the search di-
rection of the optimizer [21]. The gradient-based method can be advantageous for problems
where a mathematical model of the design space can be formed, however the disadvantage is
that the optimizer can get stuck in optimizing local optima instead of finding the global opti-
mum. In contrast, non-gradient-based methods simply evaluate the objective function of the
problem at certain points to try to arrive to an improved solution [22]. Many methods exist
to determine these points such as the Divided Rectangles Method, Nelder-Mead Simplex and
Genetic Algorithms [23]. The non-gradient-based method increases the probability of finding
the global optimum, but might be less efficient for problems where a mathematical model of
the design space can be created. Furthermore, a combination of the two optimization methods
is also possible, which starts with an exploration of the design space to find the area of the best
solution with a non-gradient-based method and then transitions to gradient-based method to
improve the speed and accuracy of the optimization.

2.2.3 Multi-Objective Optimization

Multi-objective optimization problems deal with optimization problems with multiple conflict-
ing objectives. This means that multiple optimal solutions can be created which perform better
in at least one of the objectives than other solutions but worse in others. The set of these op-
timal (or non-dominated) solutions is called the Pareto front [24]. This means that there will
be a trade-off for the system designer based on the included objectives, and it is up to this
designer to choose the solution with the desired combination of performances. An example of
points on a Pareto front for a bi-objective problem can be seen in In this Apollo
mission design problem, the system designers will have to make a trade-off between mission
probability success and initial mass into low earth orbit as it is only possible to increase the
former by increasing the latter [5].

describes the mathematical expression for multi-objective optimization problems
[19]. Note that this equation is similar to [Equation 2.1} the only difference is that the objective
function has become a set of objective functions.
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Minimize :

f(@) = {fi(x)..fo(x)}"
Subject to :
gi() <0 for j=1.m (2.2)
hij(x) =0 for j=1.p
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Figure 2.2: Bi-objective problem with multiple generated architectures and a clearly indicated
Pareto front, connected by architectures with high performance in at least one of the two
objectives. The utopia point indicates where the "best" architectures should be located [5].

2.3 Challenges & Scientific Contribution

With the background knowledge of system architecting and MDO in systems engineering, their
challenges can be explained in [subsection 2.3.1| and [2.3.2] respectively. Then, the scientific
contribution of the thesis research will be laid out in [subsection 2.3.3|

2.3.1 System Architecting

Optimization With new technological developments and more complex systems increasing
the size of the architecture design space, it is important to be able to perform accurate de-
sign and fair comparison of the different system architectures. However, relevant architecting
decisions are usually not included in the optimization process as categorical design decisions
cannot be made by the optimizer. In current modeling of the system architecture design space,
important design decisions are usually taken early on in the design process of a system without
in-depth knowledge of its effect(s) on the system, possibly leading to inferior performance. To
address this problem, industry experts are employed to estimate the decision effects on the sys-
tem based on their experience, however these can be biased and subjective [5]. Several factors
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contribute to the difficulty of solving system architecture optimization problems. The perfor-
mance analysis model generally consists of multiple expensive black-box functions. This means
that no a-priori information is available about the shape and topology of the design space.
Next, the architecture optimization problem is a mixed-discrete, multi-objective, hierarchical
problem: mixed-discrete because design decisions might consist of both categorical architecting
decisions and integer or continuous sizing parameters, multi-objective because the evaluation
of possible architectural choices is generally based on multiple conflicting stakeholder selection
criteria, and hierarchical because design variables can be conditionally active based on other
design variables |5]. In fact, the hierarchical nature is generally a consequence of the aforemen-
tioned categorical variables, as the presence of certain component(s) in the system architecture
comes with the necessary design variables to define said component(s).

Benchmark Problem The system architecting characteristics make for a class of challenging
optimization problems. It is expected that existing optimization algorithms will have difficulties
with either solving the problem at all (i.e. finding an optimal architecture), or with solving
the problem without needing an excessive number of function evaluations. In light of this, it
is important that existing and new optimization algorithms are developed for and tested on
realistic architecture optimization problems. After a thorough review of literature and state of
the art, it was concluded that no such benchmark architecture optimization problem currently
exists. Therefore, there is a need to fill said gap by the development of a benchmark optimization
problem for the specific purposes of:

1. Supporting the development, evaluation, and comparison of optimization algorithms suit-
able for system architecture optimization;

2. Supporting the development, evaluation, and comparison of system architecture design
space modeling methods;

3. Educating researchers, engineers, and other stakeholders on the behavior and character-
istics of system architecture optimization problems.

2.3.2 MBSE Process Integration
The MBSE process can be subdivided into two main architecting phases |5|:

e Upstream: this includes the identification of stakeholder requirements and goals, the
system architecture design and optimization process, and the trade-off of performance
objectives;

e Downstream: this includes the identification of the different system design stages and
their respective challenges, and the creation and operation of system design processes to
enable architecture design space exploration.

The ultimate goal of these two processes is to make sure that the performance of the designed
system meets the stakeholder requirements and needs, i.e. that the system contributes value
to the stakeholders. In order to achieve this, it is necessary to create a link between the
upstream and downstream processes, meaning that the stakeholder requirements upstream can
automatically be transformed to objectives and/or constraints downstream while designing the
system. This is one of the objectives of the AGILE 4.0 project of the European Commission [25].
It is expected that linking the upstream and downstream processes will make the development
process of a complex system more inclusive, enabling trade-offs which will ultimately improve
the performance of the system.
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2.3.3 Scientific Contribution

Based on the challenges of system architecting, there is a need for a benchmark problem which
will help develop and evaluate system architecture design space modeling methods and op-
timization algorithms. This benchmark problem was developed during the thesis and it is
expected that, next to helping to solve the challenges, it will educate stakeholders on system
architecture optimization problems. Furthermore, the benchmark problem could be used as a
first step in bridging the upstream and downstream phases of the MBSE process by serving as
an ad-hoc implementation on which existing and new system architecture design platforms can
be tested.

In order to fulfill these scientific needs, a system architecting approach with mixed-discrete and
multi-objective capabilities was implemented in a benchmark problem with an application to
aircraft jet engine design. The benchmark problem will be discussed in while the

approach will be explained in [chapter 4]



Chapter 3

Benchmark Problem

To tackle the challenges discussed in [chapter 2| a benchmark problem with an application to
aircraft jet engine design architecting is created. It is expected that this benchmark problem
will support the development and evaluation of architecture optimization algorithms and edu-
cate stakeholders such as engineers and researchers in its characteristics and behavior. First,
benchmark problems and the rationale behind using them is discussed in [section 3.1 Then,
the overall requirements for an optimization benchmark problem will be listed in [section 3.2
Finally, the reason behind the aircraft jet engine selection for the benchmark problem will be

explained in [section 3.3|

3.1 Rationale

A benchmark can be defined as a reference point against which the performance of other ele-
ments can be compared. It can be used for all kinds of problems and domains, from comparing
the performance of management companies to evaluating different types of algorithms in a
specific optimization problem. For the thesis research, the benchmark problem is expected to
aid research into optimization algorithms capable of solving system architecture optimization
problems, research into modeling methods for system architecture design space, and education
on system architecture optimization in general. In this process, benchmarking can show both
the advantages and disadvantages of using various solutions to a certain problem.

3.2 Requirements

When it comes to optimization benchmark problems, Gray mentions they should represent re-
alistic engineering challenges by appropriately mimicking the design space behavior and dimen-
sionality, they should have multiple difficulty levels ranging from easy familiarization problems
to high-fidelity problems, and they should be open-source and based on open-source tools to
aid reproducability, research, and education [26|. From the considerations discussed in this
section and previous chapters, it can be concluded that to create a realistic system architecture
optimization benchmark problem, it should adhere to the following requirements:

BR1 Design variables should be mixed-discrete: categorical, integer and continuous variables
must be included in the design vector, so that the optimization problem becomes a mixed-
discrete problem.

BR2 Multiple conditionally active design variables should be included: conditionally active
design variables are active or not based on some other design variable choice, and thereby
introduce a design variable hierarchy. This is a common occurrence in system architecture
design spaces and should therefore be represented.

12
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BR3 The design space should have between 10 and 50 dimensions: an appropriately high design
space dimensionality should be defined to make the problem realistic enough. For system
architecting problems it is expected that up to several tens of design variables can be
present.

BR4 There should be multiple objectives: there should be approximately two to ten non-
correlated design objectives to choose from, representing conflicting stakeholder needs.

BR5 The performance evaluation function behavior should be black-box: nothing is known
a-priori of the shape and behavior of the design space due to the black-box nature of the
evaluation function, and in general the design space should be assumed to be nonlinear.

BR6 The difficulty of the problem should be tunable: different difficulty levels serve different
user needs: an easy problem serves as a familiarization with the problem and with system
architecting in general, more difficult levels serve as realistic test cases for optimizer
performance.

BR7 The problem should be open-source itself and be based on open-source tools: this helps
in reproducing and verifying study results, and makes it accessible to a wider audience
for research and education purposes.

BRS& The problem should be hackable: it should be easy to modify the problem structure and
to include additional elements like engineering disciplines, design decisions, objectives and
constraints.

3.3 Aircraft Jet Engine Design

The design of an aircraft jet engine consists of multiple disciplines. However, central to its
design is the thermodynamic cycle analysis [27]: it relates the engine performance to the de-
sign choices, which decide about the structure of the engine architecture and ultimately also
the thermodynamic cycle, at certain flight conditions while also taking into account the de-
sign limits. This analysis thus shows the effect of linking the individual engine components on
the complete engine level performance, to determine the system-level impact of the individual
components and the final performance of the engine. Detailed component-level analysis, such
as Finite Element Modeling (FEM) or Computational Fluid Dynamics (CFD), can be used
to improve the accuracy of component results. In the benchmark problem created during the
thesis, only simple analysis will be implemented as it is used as proof of concept for the novel
system architecting approach. The goal of the thesis is not to optimize actual aircraft engine
performance. However, the fact that a rather complex architecture optimization problem can
be implemented and solved, tackling the challenges related to the nature of its design variables,
is in itself a noteworthy result with scientific value.

Next to the thermodynamic cycle analysis, other aircraft engine disciplines need to be taken
into account when designing the complex system such as weight, nacelle geometry and emis-
sions. These additional disciplines are necessary to ensure that all the stakeholder needs and
requirements are fulfilled, while at the same time making sure that the engine can effectively
be manufactured and integrated in the airframe of the aircraft. They may form an interesting
counterpart to the thermodynamic cycle. For example, an aircraft engine with high Bypass
Ratio (BPR) might be more fuel-efficient but also heavier than an engine with a lower BPR.
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Furthermore, a high BPR engine could also be more difficult to integrate in the airframe as the
space under the wings is limited. Next to that, (inter)national aviation authorities such as the
International Civil Aviation Organization (ICAQO) impose regulations on amongst others noise
and emissions with which the aircraft engines have to comply , . This means that the
system designer will have to make multiple trade-offs in this multi-objective problem.

High-pressure Hiq:a—pressure
tur

Fan compressor ine
High-pressure
shaft

Low-pressure
shaft

Low-pressure Combustion Low-pressure Nozzle
compressor chamber turbine

Figure 3.1: Turbofan engine architecture showing the different high-level components .

There are many design decisions that have to be taken when designing an aircraft engine, both
on component- and on system-level. The most conventional ones are the inclusion of a fan at the
front of the engine, the number of shafts, whether a gearbox is used between the fan and low-
pressure compressor , from which shaft power is extracted to provide the aircraft systems
with electricity and from which compressor air is bled off for the environmental control
system . Furthermore, innovative configurations might be included in the design process to
research their performance and/or environmental benefits as well as to offer more freedom and
information to the system designers. These include the use of an intercooler [34-36], a Counter-
Rotating Turbofan (CRTF) and an Inter-Turbine Burner (ITB) [38]. A representation of
the CRTF and intercooled cycle engine architectures can be found in [Figure 3.2 Each of
these questions relates to one or more (categorical) architecture decision variables, and can
only be answered by systematically exploring the coupled impact of each of these decisions.
Furthermore, decision hierarchy is also present as continuous design variables such as BPR are
only relevant when their respective components are included in the architecture. Therefore, it
is important that the benchmark problem shows what the effects are of the implementation
of each of these technologies on the system-level performance and that decision hierarchy is
correctly dealt with.
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Figure 3.2: Innovative configurations for aircraft engine design.

To summarize, the design of an aircraft jet engine for a given mission is suitable to implement
as a system architecting benchmark problem due to the following reasons:

e The strongly multidisciplinary nature of aircraft engine design (e.g. thermodynamic cycle
analysis, weight and geometry considerations, regulations);

e The multiple conflicting stakeholder requirements (e.g. thrust, fuel consumption, noise,
emissions) which can be used as nonlinear black-box objectives for the optimization,
depending on which engineering disciplines are available;

e The explosion of architecting choices resulting from the different possible aircraft engine
architectures: 43 design variables are used in the realistic benchmark problem, as will
be discussed in leading to a total of 91 distinct engine architectures and 2.6
million apparent engine design points;

e The inclusion of categorical decisions (e.g. are certain technologies included or not) and
integer or continuous parameters (e.g. number of shafts, bypass ratio, pressure ratios), in
which the number of decisions can easily be varied while still resulting in realistic engine
designs;

e The presence of decision hierarchy (e.g. if there is no fan, there is no bypass ratio variable).



Chapter 4
System Architecting Approach

To tackle the systems engineering challenges of the benchmark problem, a tool implementing
a system architecting approach with mixed-discrete and multi-objective capabilities has been
developed during the thesis research, which is the main topic of this chapter. First, an overview
of the methodological approach to tackling the benchmark problem with the developed aircraft
jet engine architecting tool will be provided and linked to the thesis objective and research

questions in [section 4.1} Then, the capabilities of the approach will be presented in
and respectively. Finally, the pyCycle software used in the approach for the engine cycle

analysis is discussed in [section 4.4l The main setup of the approach can be seen in
and its parts will be explained in the sections of this chapter.
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Figure 4.1: Extended Design Structure Matrix (XDSM) view of the coupling between the
Design Space Explorer and the Performance Analysis Model for an architecture optimization
problem [5].

The Architecture Generator step in uses the design space model to interpret the
design vector x into an architecture instance, which is then used by the analysis model to
estimate the architecture performance. Due to design variable hierarchy and the possibility
of infeasible architectures, the design vector can be modified (imputed) to z;y,, at this stage.
It must be noted that the imputed design vector is used to generate the architecture. The
imputed design vector x;,,, can then be fed back to the Design Space Explorer for the optimizer
to learn which design vectors result in valid architectures, but this is not necessarily required
and depends on the optimization algorithm capabilities. Therefore, this potential ability could
be analyzed when developing and testing existing and new optimization algorithms.

16
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4.1 Overall Structure

Setting up and executing a system architecting problem such as for the aircraft jet engine
consists of several steps. First, there must be some way to model the design space and use
this model to define the design vector, objectives and constraints. Then, these need to be
communicated to the exploration (i.e. optimization) algorithm. The exploration algorithm
will then systematically vary the design vector and ask the performance analysis model to
evaluate this design vector. To evaluate, the design vector is then first translated into a system
architecture representation, making sure that any decision hierarchy is taken care of, and this
architecture is then analyzed by the appropriate multidisciplinary analysis toolchain.
provides a visualization of the process. The aircraft jet engine architecting tool will consist of
two main components:

1. The Engine Architecting Framework: this component provides a way to describe the
architectural choices, and from there defines a design vector, and functionality for trans-
lating a design vector into an engine architecture definition. This component operates at
the level of the architecture design space and optimization problem, and is discussed in

chapter 9}

2. The Engine Architecture Evaluator: this component provides a way to create and evaluate
an engine architecture for specific operating conditions, by translating the architecture
definition into a pyCycle problem. This component operates at the level of the individual

architecture, and is discussed in [chapter 6|

This separation is made so that it is clear that the evaluation of individual architectures is dis-
tinct from the definition of the architecture design space. Together, these components comprise
a standalone engine architecting problem, but both the components can also be replaced for re-
search purposes. In particular, this setup facilitates research into, and comparison of, methods
for modeling system architecture design spaces and formulating architecture optimization prob-
lems. The complete code of the aircraft engine architecting tool has been published on GitHub
as an open-source tool so that researchers can use it as benchmark for system architecting and
optimization problems [39].

4.2 Mixed-Discrete Capabilities

As introduced in [chapter 2| there are different types of design variables for MDO problems:
continuous and discrete, of which the latter can again be subdivided in integer and categorical.
The differences between these three types are as follows:

e Continuous: differentiable design variables used to size the system entities.

e Integer: non-differentiable design variables used to either size the entities of the system
or to determine the system architecture.

e (Categorical: non-differentiable design variables used to determine the system architecture.

Integer and categorical design variables also differ based on the principle of ordinality, stating
that the order of the numbers has a meaning. This is the case for integer design variables, while
it is not the case for categorical design variables.
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In order to perform a systematic exploration of the design space and (possible) identification
of improved system designs, these design variable types could be implemented in the MDO
process. All three of these design variable types have effectively been implemented in the cre-
ated system architecting approach leading to a dynamic system architecture generation and a
larger design space. This was done by coupling each categorical design variable to a high-level
decision in the system architecture. The implementation can be clarified with an example for
the aircraft engine propulsion system: jet engines and piston engines could be encoded with the
attribution 0’ and ’1’ as categorical design variable, respectively; when the optimizer chooses a
'0’ for the categorical design variable, the subsequent aircraft architecture will then contain jet
engines as propulsion system. By adding the relevant design variables to the design problem
and therefore increasing the freedom of the optimizer, a whole system can thus be adapted
and improved during the optimization process. With the addition of these relevant architecting
decisions, the approach offers advantages to the system designers as they get a more detailed
overview of all the different architecture possibilities and their respective performance. Fur-
thermore, the effect of high-level system architecture decisions can be objectively evaluated at
every single iteration of the optimization, while before subjective feedback was asked to sys-
tem experts. This solves the system architecting optimization challenge discussed in [section 2.3|

When combining all the different design decisions (i.e. categorical, integer and continuous),
a design vector for the system architecture is created which is identified as = in [Figure 4.1]
This vector is created by the Design Space Explorer which tries to improve to performance
of the system architectures within the design space. With the knowledge of the design space,
the design vector is interpreted and converted to a system architecture by the Architecture
Generator. Therefore, it is important in this process to model the design space in such a way
that these high-level decisions are clearly identified in order to be able to automatically generate
the system architecture.

4.2.1 Result Caching

It is possible that two original design vectors lead to an identical system architecture due to
design variable hierarchy, discussed in the following subsection. This means that the Perfor-
mance Analysis Model could be requested to evaluate the same exact architecture multiple
times, which would of course produce the same results. This would decrease the efficiency and
speed of the optimization process. Therefore, a mechanism called result caching is implemented
in the approach which stores the results of all imputed design vectors. When this imputed de-
sign vector has to be evaluated an additional time, the mechanism catches this and simply
returns the same results as the first evaluation, thus without evaluating the same architecture
a second time.

4.2.2 Decision Hierarchy

By introducing categorical design variables, a complication might arise regarding the design vec-
tor which includes all the design variables. When the optimizer makes a categorical decision,
other continuous or discrete design variables might become active or inactive. If, for example,
the optimizer chooses a jet engine then the (potential) discrete design variable of number of
pistons, used in an aircraft piston engine, becomes meaningless. The pistons number design
variable has therefore become inactive. This principle of conditional activity of design vari-
ables due to other (categorical) design variables is known as decision hierarchy [5]. Effectively,
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decision hierarchy also introduces some order of decisions that have to be taken during the deci-
sion process, and it is currently up to the designer of the system to determine this decision order.

The problem of decision hierarchy in optimization processes is that two seemingly different
design vectors might result in the same system architecture: an aircraft with jet engines and
6 pistons, which is a possible design vector, is the same architecture as an aircraft with jet
engines and 8 pistons. The resulting system architecture is the same, as a jet engine does not
use pistons, but the design vector is clearly different. Therefore, both apparent (thus invalid)
architectures and double (but valid) architectures should be removed to improve the efficiency
of the optimization process.

In general, there are three main ways to cope with this decision hierarchy complication [40].
These are visualized in [Figure 4.2]

1: Naive
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Dis.: Potentially large number of unnecessary evaluations
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Figure 4.2: Different ways to cope with design variable hierarchy, where z and z;,,, stands for
the original and imputed design vector, respectively .

1. Ignoring decision hierarchy: the activity of the design variables is ignored by the optimizer,
meaning that different design vectors might lead to the same system architectures which
could confuse the optimizer . This is not optimal regarding computation time as the
same architecture might be evaluated multiple times.

2. Imputation approach: the original design vector is modified by assignment of a prede-
fined value to the inactive design variables, leading to a new imputed design vector used
to generate and evaluate the system architecture. This approach avoids that different
design vectors lead to the same system architecture, thus improving the efficiency of the
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optimization process. The information of design vector imputation can be fed back to the
optimizer for it to learn which variables might become inactive, but this is not required.

3. Explicit consideration: a mathematical model of the design space is created by the opti-
mizer in which the information on design variable activity is implemented. This requires
optimization algorithms which can effectively cope with this kind of approach.

For the implemented system architecting approach, the imputation approach is chosen which
solves the system architecting optimization challenge regarding decision hierarchy. This can be
seen in [Figure 4.1], as the Architecture Generator outputs an imputed design vector xy,, which
is fed back to the optimizer. Referring back to the jet/piston engine, this means that a jet engine
with 6 pistons will be imputed to a jet engine with 0 pistons, and only the imputed architecture
will be evaluated. Benefits of this approach include that the imputation process is fairly simple
to implement and that only valid design vectors are evaluated which improves the optimization
efficiency. The capacity to inform the optimizer about design vector imputation is implemented
in the thesis research system architecting approach. However, it will depend on the optimizer
algorithm whether the optimizer is effectively informed about this process: genetic algorithms
can deal with the information of imputation performed by the Architecture Generator whereas
other optimization algorithms cannot. A possible future improvement might be to filter out
the original and imputed vector to remove double architectures, and feed this information back
to the optimizer. Therefore, the possibility arises to test different optimization algorithms and
analyze how they deal with this information.

A side-effect of imputation is that a distinction between the apparent and feasible architecture
design space is created: the former relates to all the possible architectures while the latter refers
to only the feasible system architectures. An example from the aviation sector can be taken to
clarify this distinction: when choosing whether to use a canard or an aft-fuselage empennage
for pitch control of an aircraft while also selecting the aft-fuselage empennage layout (e.g. con-
ventional, T-tail, V-tail), then the aft-fuselage horizontal tail layout choice will be irrelevant
when a canard configuration is chosen. Thus, a canard aircraft with a conventional tail will be
part of the apparent design space, but not of the feasible design space.

It must be noted that the model of the design space would be most accurate with the ex-
plicit consideration approach, but the drawback of needing specialized optimization algorithms
offsets this. However, as introduced before, stakeholders including engineers and researchers
can use the benchmark problem developed during the thesis research to test existing and new
optimization algorithms.

4.3 Multi-Objective Capabilities

As optimization problems can be of multi-objective nature, the implemented system architecting
approach should be able to cope with this kind of problems. Referring back to [Figure 4.1} the
architecture outputted by the Architecture Generator is inputted in the Performance Analysis
Model. The Performance Analysis Model then evaluates the architecture for the specified
objectives and constraints, defined by the system designer, and outputs them as f and g,
respectively. The objectives and constraints are fed back to the Design Space Ezxplorer which
can then suggest a new design vector to try and improve the system architecture. It is up
to the user of the approach to define the different objectives and constraints. Furthermore,
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minimization or maximization of the objective should be specified, while for the constraint
the limit should be identified. A multi-objective optimization algorithm and framework should
then be chosen to meet the objective goals and satisfy the constraints. NSGA-II is chosen
as standard optimization algorithm for the benchmark problem and will therefore be discussed
later in this section. It must be noted that this algorithm can be changed by the user to test the
performance of existing and new optimization algorithm. Next to that, the framework chosen
for the thesis research is pymoo and is discussed in detail in [Appendix Al

4.3.1 Extreme Barrier Approach

When evaluating an objective or constraint, it is possible that the result is invalid or that the
evaluation of a system architecture does not converge, thus not returning a result at all. The in-
ability to return a (valid) result is referred to as hidden constraints of the optimization problem.
In that case, the result is assigned the value of +00 (-00) when minimization (maximization) is
the goal of the optimization. This is called the extreme barrier approach and is used to guide
the optimization algorithm towards valid results [42|. However, it must be noted that not all
optimization algorithms can actually deal with this approach. Therefore, the ability to deal
with the extreme barrier approach must be checked when choosing the optimization algorithm.
Furthermore, the extreme barrier approach can also be applied to single-objective optimization
problems and is thus not strictly related to multi-objective optimization.

4.3.2 Optimization Algorithm: NSGA-II

The Nondominated Sorting Genetic Algorithm II (NSGA-IT) was developed as a successor to
the genetic algorithm NSGA to tackle some of the challenges Multi-Objective Evolutionary
Algorithms (MOEASs) face such as high computational complexity and the discardment of good
solutions. To understand how NSGA-II works, the principles of Genetic Algorithms (GAs)
and dominance will be discussed. Then, the overall procedure of NSGA-II will be explained.
Finally, some of its most important advantages and disadvantages for the thesis research will

be listed.

Genetic Algorithms

GAs are used in many optimization problems and can be compared to Charles Darwin’s prin-
ciple of natural selection. The algorithm starts with the initialization: an initial set of designs
(population) during which it tries out a specified number of possible designs. This could be at
random or with techniques such as latin hypercube sampling [43]|. Next, an evaluation of the
design points is carried out after which the performance (fitness) of each of the initial designs for
the objective function(s) is compared to the other designs in the design space. Then, a selection
is made within the design set: the designs with the best performance are used to create the new
generation as they could pass on their "genetic material" which led to the better performance.
This is done by creating variations through crossover & mutation on sets of parents (i.e. two
design points) that are selected from the population, where there is a higher probability for
selecting parents with high fitness. The final step is replacement: the old population is replaced
by the new population. In this process, the complete population could be replaced or only parts
of it based on fitness. The iterative process is continued until convergence of the population is
achieved, i.e. the iterations do not lead to better performing designs [21].
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The process is visualized in [Figure 4.3] It must be noted that it is up to the user of the genetic
algorithm to determine how many initial designs should be created, more designs in general lead
to a better overview of performance over the design space but might increases computational
time, and what the termination criteria should be for the algorithm.

Initialization Best Individual(s)
A
Evaluation @—) Stop? Selection ;
A
"Darwinism" v
Replacement Evolutionary @D
Main CPU cost X Operators i
Evaluation Offsprin Crossover,
pring Mutation, etc. '
" Evolutionary Process
Figure 4.3: Overall procedure of a genetic algorithm [41].
Dominance

The principle of dominance is often used in multi-objective optimization problems. It is neces-
sary to determine which design points are performing better than others, in order to create a
sorting of designs. In case of two solutions x; and x, solution z; is said to dominate solution
xo if [44]:

e 11 does not perform worse than x5 in all the objectives of the problem,;

e 11 performs better than x5 in at least one of the objectives of the problem.
The set of dominating solutions, i.e. solutions that are not dominated, is called the nondomi-
nated set.
Overall Procedure

Based on the knowledge gained on genetic algorithms and nondominance, the overall procedure
of NSGA-II can be explained [24]. A visualization of the non-dominated sorting process can be

1. An initial set of designs for the optimization problem is created and evaluated with the
objective function(s). This is called the Design Of Experiments (DOE).

2. The nondominated designs are placed in a list and together form the first nondominated
front of the optimization problem, called the Pareto front. The nondominated designs are
assigned a rank of 0, which offers a measure of how far certain designs are located from
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the Pareto front. For the other designs, it is determined by how many designs they are
dominated and this is referred to as their domination count.

3. In order to create new lists and fronts, the nondominated designs are analyzed. For each
design that is dominated by the nondominated design, the domination count is reduced
by one. In case this count hits 0, it is placed in a separate list with other dominated
designs and assigned a rank of 1. Once this process is finished, the nondominated de-
signs are removed from the set so that the designs in the new front are now considered
nondominated designs.

4. The previous two steps are repeated until all front of the problem are found. It must be
noted that the rank of the designs increases by 1 with every new front found.

5. The best performing half of the designs advances to the next stage. This is done by first
including the highest nondominated lists, i.e. the lists of which the members are the least
dominated, until a full list is too large to fill up the remaining spots. In that case, the
crowding density of a design within one rank is calculated which is the average distance
of that design to the closest higher and lower design result for each objective. The less
dense designs are then selected to fill up the remaining spots for the next optimization
iteration.

Non-dominated Crowding
sorting distance p
sorting t+l

e :>-E—Rejected

Figure 4.4: Non-dominated sorting procedure of the NSGA-II genetic algorithm [24].

Advantages

NSGA-II offers several advantages to the optimization benchmark problem of aircraft jet engines
used in this thesis:

e [t is a global optimization method, meaning that it is designed to find the global optimum
and to avoid getting trapped in optimizing local optima. The reason for this is that it
starts off with a population of design points, rather than starting from one design point
and moving from there. The optimizer will be able to generate and analyze multiple
specific engine architectures leading to a better overview of the design space.

e NSGA-II is a non-gradient-based method which is required as there are discrete variables
used in the engine architecting problems, meaning that the gradient cannot be calculated.
Therefore, gradient-based methods were not an option.
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e [t is a multi-objective genetic algorithms. Therefore, it can deal with the different objec-
tives involved in the design of aircraft jet engines.

e The extreme barrier approach can be effectively implemented with NSGA-II meaning that
information on infeasible architectures can be taken into account during the optimization
process.

It must be noted that these are not the only advantages of NSGA-II, but these were deemed
the most important for the benchmark problem of the thesis research.

Disadvantages

There are also some noteworthy disadvantages of NSGA-II for the thesis research:

e [t is computationally expensive due to the high number of function evaluations that have
to be performed. In order for the optimizer to understand which designs have a better
performance, a relatively high population size and number of iterations is necessary. As
a rule of thumb, the population size should be five times the number of design variables,
leading to a population size of approximately 200 designs in the case of the aircraft jet
engine benchmark problem. With an average analysis computation time of 2 minutes per
design, only the DOE can already take more than 6 hours to complete.

e Tuning the parameters of for example population size and number of iterations can have an
effect on the results of the NSGA-II optimization. Therefore, sensitivity studies should
be performed to ensure that the results are trustworthy. It must be noted that the
disadvantage of parameter tuning holds for other (types of) optimization algorithms as
well and is thus not exclusive to NSGA-II.

Again, these are not all the disadvantages of NSGA-II, but merely the ones that were deemed
most important for the thesis research.

4.4 Engine Cycle Analysis: pyCycle

PyCycle is an open-source engine cycle analysis framework and latest development in a long line
of engine analysis platforms, allowing modular definition of engine cycles and easy integration
in multidisciplinary analysis and optimization toolchains [45]. Additionally, the analysis code
provides analytical derivatives for all parameters, greatly accelerating the design and optimiza-
tion convergence speed for a single given engine cycle.

The pyCycle code consists of four main components, as can be seen in [Figure 4.5[ [45]:

e (Clycle: comprises all the thermodynamic equations needed to create the thermodynamic
cycle of the engine, and is therefore the central part of the pyCycle software. It contains
the different components of the engine, such as the compressor(s) and turbine(s), which
can be connected to form an entire engine.

e Balance: contains the design requirements and physical conservation equations of the
problem necessary to create a valid engine system, by introducing implicit state variables
in residual equations on the complete system level. They must be specified specifically
for each developed engine cycle. The balancers implemented during the thesis research
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will be explained in detail in In general, the balancer block can be split up
into two categories: cycle matchers . which make sure that conservation equations are
satisfied, and design rules R, which ensure that design requirements are complied with.
A general equation for a residual equation is:

§R - X - Xtarget - O (41)
e Solver: tries to converge the complete system of equations of the engine cycle with the
feedback variables, including the residual equations of the Balance block if present.

e Optimizer: varies the design variables in order to minimize (or maximize) the problem
objective and satisfy its constraints.

/ Cycle Inputs Balance Inputs /

.. Cycle Design Balance Design
Optimizer
Variables Variables
/ State Variables /
Objectives,
Constraints

/ Residual Values / Balance

Figure 4.5: Overall setup of the pyCycle engine cycle analysis software [45].

The pyCycle software contains a set of predefined aircraft engine components containing the
different thermodynamic variables and equations to model them. As an example, the structure
of the compressor component is shown in This shows that large engine components
are subdivided into smaller blocks to compute the thermodynamic variables of all the different
components in the engine cycle. Next to that, subdivision also leads to less derivatives having
to be implemented as the MDO framework takes care of the coupled derivatives. An overview
of all the different engine components and their inputs will be provided in [chapter 6]

Based on this information, it becomes clear that pyCycle plays a vital role in the research of the
thesis and the solution of its research questions, as it is necessary to model the different aircraft
engine architectures by providing the components required to form a complete engine system.
PyCycle employs a modular approach, meaning that the engine components are presented as
building blocks with which the engine thermodynamic cycle is built up, improving flexibility.
Each engine component contains its own thermodynamic equations and partial derivatives,
which are all combined to a complete engine cycle by linking the components. Therefore, a
wide range of distinct aircraft engine architectures can be generated through the implementation
of categorical design variables. This is important to demonstrate that the system architecting
approach can effectively be implemented in complex real-life design problems. Furthermore, the
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inputs of the various components determines which continuous and/or discrete design variables
can be included in the benchmark problem to size these components. Therefore, the included
design variables ultimately decide which distinct engine architectures can be formed and which
limitations the system architecting approach has. Finally, the accuracy of the thermodynamic
equations and the solver will have an impact on the validity of the engine performance results.
It must be noted that other elements such as compressor maps and analysis software also have
an influence on the result validity.
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Figure 4.6: Setup of the compressor component in the pyCycle software |\

In order to combine the four different blocks seen in into one engine thermodynamic
cycle analysis and optimization software package, an MDO and optimization framework was re-
quired . For these purpose, OpenMDAO was selected by the pyCycle developers and pymoo
was selected by the author, respectively. These two frameworks are explained in
in case the reader wants further explanation.

Summary: Research Question Answers

RQ2 How does the approach address the nature of architecting decisions?
RQ2.3 What is the influence of the discrete architecting decision on the design vector:

The implementation of discrete, and in particular categorical, design variables
leads to decision hierarchy: design variable(s) might become (in)active based
on the decision taken with the discrete design variables. The result is that two
different design vectors could result in the same generated system architecture,
confusing the optimizer and reducing the optimization efficiency. To cope with
this, an imputation approach was used which modifies the original design vector
by assigning a predefined value to inactive design variables. The imputed design
vector is then used to generate and assess the system architecture.



Chapter 5

Engine Architecting Framework

The purpose of the Engine Architecting Framework is to define the aircraft engine architecting
problem and then use the Engine Architecture Fvaluator to find the best engine architecture.
The implementation consists of two parts: the interface for defining the system architecting
problem, and the Architecture Generator that translates design vectors as generated by the
optimization algorithm to EngineArchitecture instances that can be evaluated by the Engine
Architecture Evaluator. This process is visualized in [Figure 5.1] in which the Engine Architec-

ture Evaluator block will be explained in [chapter 6]

/ ArchitectingProblem / / AnalysisProblem /

0,31 DV
Optimizer / L= /

( / 1: : .
ImputedDV A e IR e —/ EngineArchitecture /

2
Engine Architecture Evaluator

/ EvaluatorOutput /

Figure 5.1: XDSM of the Engine Architecting Framework component of the tool: it defines an
architecture problem, constructs the design vector from this definition, and translates design
vectors to an engine architecture definition to be evaluated. The Engine Architecture Evaluator
block can be replaced by to get the XDSM of the entire tool.

In this chapter, the definition of the architecting problem will first be discussed in [section 5.1
After that, the generation of the aircraft engine architectures will be analyzed in [section 5.2

5.1 Architecting Problem Definition

The architecting problem defines the architecture choices and design metrics. Operating condi-
tions are also defined here, so that the engine architecture evaluation component can be called
directly without needing any additional interaction. The main use case of the architecting
problem definition is to formally define an optimization problem for testing optimization algo-
rithms. The engine architecting framework provides interfaces to the Python multi-objective
optimization framework pymoo to help with testing algorithms [46].

27
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5.1.1 Choice Definition

Choices semantically define architecting decisions to include in the architecting problem. One
choice can map to one or more discrete or continuous design variables, and therefore adding
choices increases the size of the architecture design space. If no choices are defined for the
architecting problem, the resulting architecture represents a simple turbojet: one shaft, com-
pressor, turbine, and burner. This simple engine architecture produces all of the required
thrust. Choices can be included as free (design variable) or as fixed (design parameter): the
latter option might be used to modify this turbojet default.

The implemented architecting choices and their design variable mappings can be found in the
list below, in order of execution. Regarding the execution order, only the first three choices
(Fan, CRTF and Shaft) should be executed first in a fixed order as some architecting choices
are dependent on decisions made in previous architecting choices; the other choices can be
interchanged as they are not dependent on each other but are on the first three choices. This
clearly shows that decision hierarchy is present which is solved by sorting the design decisions,
i.e. applying ordinality. In case the order of execution is changed without adjusting the source
code accordingly, an incorrect engine architecture might follow from the design vector. For
example: when the CRTF choice is executed before the fan choice, the counter-rotating fan will
always be inactive (even when the design vector marks it as present) as it is dependent on the
presence of a fan, which is decided after the CRTF choice with the new order. It must be noted
that manually deciding on the execution order is possible in the tool as the total number of
decisions is fairly limited. When the number of decisions becomes very large, it would be more
advantageous to automate the ordering of the decisions in the architecture generation process.
This could be done by tracking dependencies in design decisions on other decisions and creating
a execution order based on that information, however this should be investigated further.
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Figure 5.2: Visual representation of the engine architecting decisions determining the final
engine architecture, including the different design variables which can be categorical, integer or
continuous in nature. The arrows indicate the order of execution which is important as some
architecting choices are dependent on the decisions of other architecting choices. Filled arrows
indicate a fixed order of execution whereas unfilled arrows indicate an interchangeable order of
execution.
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The following subsections will discuss which architecting choice can be taken by the optimizer,
while figures will be used to show which aircraft jet engine architectures could result from those
choices and their influence on the engine architecture. A general overview of all the choices
and their respective design variables can be seen in [Figure 5.2 Furthermore, a complete
overview of the design variables of the architectural choices including bounds can be found in
[Appendix B| In total, the design space includes 43 design variables: 7 categorical, 5 integer
and 31 continuous. This seems less in the figure, however each white block in the cooling
bleed vertical line actually consists of 3 design variables to regulate the amount of cooling bleed
flowing to its turbine targets. Only the discrete variables already account for approximately 2.6
million apparent engine design points, which was found by taking the product of the number
of options for all the different discrete design variables. The total number of distinct engine
architectures that can be generated equals 91.

1. Fan Choice

The first architecting choice is the inclusion of a fan at the front of the engine. In case a fan
is not included, the resulting engine architecture is a turbojet. Otherwise, the architecture
is identified as a turbofan. For a turbofan architecture, two additional design variables are
activated: the BPR, with bounds of 2 to 12.5, and the Fan Pressure Ratio (FPR), with bounds
of 1.1 to 1.8. shows what the two different resulting engine architectures are that

can arise from this Fan Choice: a turbojet or a turbofan.
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(a) Turbojet \\ (b) Turbofan \\

Figure 5.3: Resulting engine architectures from the Fan Choice.

2. CRTF Choice

If the result of the first architecting choice is to include a fan, the option arises to include a
second fan at the front of the engine which rotates at the same speed but the opposite direction
as the main fan. This concept is called a Counter-Rotating Turbofan (CRTF) and could result
in a decrease of 5 EPNdB in noise, at the cost of 10% weight and 5.74% TSFC increase at
cruise compared to an Ultra-High Bypass Ratio (UHBR) engine according to the COBRA
project results of the European Commission . Furthermore, the efficiency of the fan in
front of the main fan was found to be 5% higher than the main fan. However, in case the fan
efficiency is already very high, the efficiency of the counter-rotating fan was set to a maximum
of 95%. shows what the two different resulting engine architectures are that can
arise from this CRTF Choice: a conventional or a counter-rotating turbofan.
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(a) Conventional turbofan \\ (b) Counter-rotating turbofan \|

Figure 5.4: Resulting engine architectures from the CRTF Choice.

3. Shaft Number Choice

Next, the number of shafts is decided: the engine architecture will have either one, two or
three core shafts. These can be referred to as the low-, intermediate- and high-pressure shafts.
Note that the fan shaft, which will be explained in the Gearbox Choice, is not included in the
Shaft Number Choice. The advantage of multiple shafts is that the compressors and turbines
can rotate at optimal speeds leading to a better engine performance. However, it also results
in an increase in weight and complexity of the system. For each shaft, the rotational speed
is a design variable between 1,000 and 20,000 RPM. Other design variables include the OPR
of the complete engine, between 1.1 and 60, as well as the percentage of the OPR that each
compressor generates, ranging from 10% to 90%. The OPR percentage does not have to be
specified for the high-pressure compressor as this can be derived from the percentages of the
other shafts. The OPR design variable is part of the shaft number choice as the maximum OPR
is constrained by the number of compressors each having their own maximum pressure ratio.
It must be noted that two always-active constraints were introduced: the maximum pressure
ratio of each individual compressor is set to 15, while the sum of the OPR percentages of the
LPC and IPC is set to maximum 90% to allow at least 10% of the OPR to the HPC.
shows what two of the three different resulting engine architectures are that can arise from this
Shaft Number Choice: a 2- or 3-shaft jet engine.

High-pressure  High-pressure
Fan compressor turbine

LP
Turbines

Intermediate
Pressure
Turbine

Low-pressure
shaft

Low-pressure Combustion Low-pressure Nozzle
compressor chamber turbine

(a) 2-shaft jet engine |\ (b) 3-shaft jet engine \\

Figure 5.5: Resulting engine architectures from the Shaft Number Choice.
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4. Gearbox Choice

To enable the fan to rotate at an optimal speed, a gearbox can be inserted between the low-
pressure shaft and the fan shaft. This architecture is referred to as the Geared Turbofan
(GTF), which is only active when a fan has been selected in the Fan Choice. In case a gearbox
is included, the gear ratio is a design variable between 1 and 5. The gearbox is implemented by
adding a fan shaft which contains the engine fan and connecting it to the low-pressure shaft of
the engine. The rotational speed of this fan shaft is then the rotational speed of the low-pressure
shaft divided by the gear ratio. The GTF option increases efficiency and decreases noise, due
to the slower rotation speed of the fan, however comes at the price of possibly higher weight.
shows what the two different resulting engine architectures are that can arise from
this Gearbox Choice: a conventional or geared turbofan.

High-pressure  High-pressure Reduction Gear
Fan compressor turbine Systan

High-pressure
shgftp

lhl“lk um ..l m u

Low-pressure
shaft

Low-pressure Combustion Low-pressure Nozzle
compressor chamber turbine
(a) Conventional turbofan \\ (b) Geared turbofan \\

Figure 5.6: Resulting engine architectures from the Gearbox Choice.

5. Afterburner Choice

An afterburner can be implemented to increase the thrust force of the engine and reach su-
personic velocities. This is done by injecting additional fuel in between the most aft turbine
and the core nozzle of the engine. Therefore, when selecting an afterburner, the Fuel-to-Air
Ratio (FAR) of the afterburner becomes a design variable, which has bounds of 0 to 0.05. The
drawback of the technology is that the engine fuel consumption is considerably increased due
to incomplete combustion of the afterburner fuel. This is one of the reasons why afterburners
are currently only used in military aviation . Furthermore, afterburning is only active when
no fan is selected in the Fan Choice.

BURNER

IGNITER TURBINE ADJUSTABLE
NOZZLE

COMPRESSOR AFTERBURNER

MAIN FUEL  AFTERBURNER FLAMEHOLDER
Combustion Nozzle FUEL
chamber LIQUID INJECTION PILOT BURNER
(a) Conventional turbojet \| (b) Afterburning turbojet \|

Figure 5.7: Resulting engine architectures from the Afterburner Choice.
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shows what the two different resulting engine architectures are that can arise from
this Afterburner Choice: a conventional turbojet or an afterburning turbojet.

6. ITB Choice

It is possible to include a second combustion chamber in the engine architecture, called an
Inter-Turbine Burner (ITB). As the name suggest, the I'TB is located between two turbines aft
of the main combustion chamber. As the combustion process of the I'TB occurs at high pressure,
its efficiency is higher compared to for example an afterburner, reducing the fuel consumption.
In addition, an I'TB achieves lower NOx emissions and performs better in off-design conditions
compared to a conventional turbofan. However, disadvantages include an increased weight and
complexity of the system [38]. When the ITB is selected, its FAR is a design variable with the
same bounds as in the Afterburner Choice. shows what the two different resulting
engine architectures are that can arise from this ITB Choice: a conventional or inter-turbine
burning jet engine.
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Fan compressar turbine Fan Combustion

chamber

Low-pressure
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Low-pressure Combustion Low-pressure Nozzle
compressor chamber turbine
(a) Conventional jet engine |\ (b) Inter-turbine burning jet engine \\

Figure 5.8: Resulting engine architectures from the ITB Choice.

7. Cooling Bleed Choice

In order to cool the turbine or to regulate the axial velocity of the compressor gases, air can be
bled from the compressors through bleed valves. This air is referred to as cooling bleed and is a
design choice, opposed to the extraction bleed which will be explained in the Offtakes Choice.
For the engine architecting problem, the amount of cooling bleed and its targets (i.e. defined
turbines) need to be specified for each individual compressor. The amount of cooling bleed a
target receives is encoded as a percentage of the total cooling bleed of a certain compressor. To
limit the effect of cooling bleed on the overall engine performance, it is advised to bleed air at
early stages in the compressor(s) . The implementation of cooling bleed is split up into intra-
bleed and inter-bleed: the former defines a situation where air is bled from within a compressor,
whereas for the latter it is bled from in between two compressors. Furthermore, each cooling
bleed element can bleed a maximum of 10% of the incoming flow of the component. Next to
that, an always-active constraint was set: the sum of the cooling bleed target percentages is
maximum 100%.
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8. Nozzle Mixing Choice

For turbofans, a choice can be made between a separate or mixed flow nozzle. Therefore, the
choice is only active when a fan has been opted for in the Fan Choice. In the mixed flow nozzle,
the flow of the core and the bypass is mixed at the end of the engine and leaves the engine
through one joint nozzle, whereas this is not the case for a separate flow nozzle. A mixed
nozzle results in a slightly higher efficiency, but also higher weight and length of the engine,
which is why the separate flow nozzle is currently more often used in commercial aviation [33].
shows what the two different resulting engine architectures are that can arise from
this Nozzle Mixing Choice: a separate turbofan or a mixed turbofan.

High-pressure  High-pressure High-pressure  High-pressure
Fan compressor turbine Fan compressor turbine

Low-pressure Low-pressure
shaft shaft
Low-pressure Combustion Low-pressure Nozzle Low-pressure Combustion Low-pressure Nozzle
compressor chamber turbine compressor chamber turbine
(a) Separate nozzle turbofan \\ (b) Mixed nozzle turbofan \|

Figure 5.9: Resulting engine architectures from the Nozzle Mizing Choice.

9. Intercooler Choice

On stationary and marine gas turbines, a heat rejection method is sometimes implemented,
which is called intercooling. During this process, heat is removed from the thermodynamic
cycle using a Heat Exchanger (HEX) resulting in lower fuel consumption and emissions, at the
cost of higher engine volume and vibration issues . In the HEX, the core air is the hot fluid
while the bypass air is the cold fluid, which is why the intercooler is only active when a fan
is implemented in the engine architecture. The HEX component will be further explained in
In the architecting problem, an intercooler can be added by specifying its location in
the engine and its geometry (radius, length and number of pipes). Regarding the HEX length,
an always-active constraint of maximum 50% of the engine radius was set based on the research
of Zhao . The heat exchanger will only be used for intercooling and not to produce useful
work in the thermodynamic cycle , . Furthermore, it is up to the designer of the system to
determine the appropriate overall heat transfer coefficient of the HEX. However, this parameter
was set to 400 W/m?K by default as pressurized air from the compressor(s) is air-cooled by the
HEX . shows what the two different resulting engine architectures are that can
arise from this Intercooler Choice: a conventional turbofan or an intercooled turbofan.
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Figure 5.10: Resulting engine architectures from the Intercooler Choice.

10. Offtakes Choice

Power and extraction bleed offtakes are specified as part of the engine requirements, and are
therefore always present in an engine architecture. Power offtakes are satisfied by extracting
electrical power from one of the engine shafts in order to power different systems onboard the
aircraft. For extraction bleed, air is bled from one of the compressors to support for example
the Environment Control System (ECS) or anti-icing systems of the aircraft , . The
offtake location (both for power and extraction bleed) can be specified with the design variables.

5.1.2 Objective & Constraint Selection

Objectives are metrics to be either maximized or minimized; constraints are metrics where
a lower or upper limit is placed on the value. Available metrics to be used as objectives or
constrains include the results from the aircraft jet engine disciplines which will be discussed
in TSFC, weight, length, diameter, NOx emissions and noise. Additionally, the jet
nozzle Mach number can also be set as objective and/or constraint. All of these are minimized
if selected as objectives. In addition to these metrics, a number of constraints will always be
present in the architecting problem to ensure the feasibility of the generated engine architec-
tures, including counter-rotating fan efficiency and intercooler length as compared to the overall
engine radius.

5.2 Architecture Generator

Once the architecting problem has been defined, the optimization loop can be started and the
optimizer will start generating design vectors to be evaluated. This can be seen in [Figure 5.1,
Each design vector first needs to be converted into an architecture definition before it can
be evaluated by the Engine Architecture Evaluator. The Architecture Generator converts the
design vector into an EngineArchitecture instance using the selected architecture choices, in
which each choice implements the logic to construct its corresponding part of the architec-
ture. Furthermore, the Architecture Generator also contains the imputation and result caching

mechanisms which were discussed in [chapter 4|
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Summary: Research Question Answers

RQ2 How does the approach address the nature of architecting decisions?
RQ2.1 Which continuous and discrete architecting decisions can be taken?

gives a clear overview of the different architecting decisions that can
be taken in the aircraft jet engine architecting tool. Furthermore, the type of
each design variable is also indicated in the figure. Next to that,
gives a complete overview of the design variables for the architecting choices
including variable type and bounds.

RQ2.2 What is the impact of the discrete architecting decisions on the aircraft engine
components and connections?

The discrete architecting decisions can be subdivided into categorical and inte-
ger decisions. Categorical decisions determine whether or not a component will
be included in the engine architecture. Integer decisions determine how many
instances of that component type will be included in the engine architecture
and what their position in the engine will be. The connections between the
components will depend on the components present in the engine architecture.

RQ2.5 What is the size of the design space?

In total, the design space includes 43 design variables: 7 categorical, 5 integer
and 31 continuous. Only the discrete variables already account for approxi-
mately 2.6 million apparent engine design points, which was found by taking
the product of the number of options for all the different discrete design vari-
ables. The total number of distinct engine architectures that can be generated
equals 91.



Chapter 6

Engine Architecture Evaluator

The purpose of the Engine Architecture Evaluator is to perform design and simulation of a
given engine architecture. To do this, it uses two frameworks: the engine cycle analysis frame-
work pyCycle and the MDO framework OpenMDAO explained in [chapter 4] and [Appendix Al
respectively. It does this by building an OpenMDAO problem using pyCycle and any additional
disciplines that might be needed to evaluate the requested metrics. This section introduces the
engine architecture format that is used to define architectures, the setup of the thermodynamic
cycle analysis using pyCycle, and the aircraft engine discipline evaluator. The XDSM of the
Engine Architecture Evaluator can be seen in

/ EngineArchitecture / / AnalysisProblem / / EngineArchitecture /

1: (
pyCycle Problem Builder e

2: / /
OpenMDAO Problem

3 : -
pyCycle Evaluator —[ OperatingMetrics /

s 4:
DisciplineOutputs Discipline Evaluator

Figure 6.1: XDSM of the Engine Architecture Evaluator component of the tool: it defines the
architecture definition format, translates architecture definitions into a pyCycle problem, and
executes OpenMDAO to extract the desired metrics (objectives and constraints).

First, the definition of the engine architecture components will be analyzed in [section 6.1} After
that, the thermodynamic cycle analysis will be discussed in [section 6.2 Finally, an overview
and explanation of the disciplines involved in the aircraft jet engine architecting tool will be

provided in [section 6.3]

6.1 Engine Architecture Definition

The engine architecture is defined according to the class diagram shown in [Figure 6.2 The
architecture is defined as instances of Python objects, and it is trivial to develop an additional
interface so that these objects are instantiated from the definition in some text file format (e.g.
XML, JSON) so that the architecture evaluation tool could be implemented as a standalone
tool. The engine architecture is defined by architecture elements that are connected to each

36
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other. The kind of elements defined in this diagram (e.g. inlet, compressor, burner, turbine)
are common across most thermodynamic cycle analysis frameworks, and are taken directly
from the pyCycle library itself [45]. An overview of the different aircraft engine components
and their design variables can be seen in The only addition of the author is the
Heat Exchanger (HEX) component, to model architectures with an intercooler. In order to
determine net thrust, each architecture should have one inlet and at least one nozzle, which are

the elements connected to the freestream flow.

EngineArchitecture

¢

0,1 1 0,1
Mixer Inlet Gearbox
+mach: float +mach: float +fan_shaft: ArchElement

+ gource: ArchElement

+ p_recovery: float

+ core_shaft: ArchElement

1.2 |
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+nozzle_type: NozzleType
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0,1 0,1 1,23
Splitter HeatExchanger Burner
+ bpr: float + source: ArchElement + fuel: FuelType
+ core_mach: float + length: float + mach: float
+ bypass_mach: float + radius: float +p_loss_frac: float
+ number: int + main: bool
+ h_overall: float + far: float
+ friction: float
1,...4 1,...5 1,..3
Shaft Compressor Turbine

+ rpm_design: float

+map: ComprassorMap

+map: TurbineMap

0,...19 |
Bleed
+ mach: float
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+ power_loss: float +mach: float + mach: float
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+ power_offtake: float + eff: float
* Includes core and fan shafts + ofitake_bleed: bool
* Includes fan and CRTF
connections BaseTurboMachinery V
~ ArchElement
| +name: sir
0,12
+ add_element(cycle) F-S—
+ connect{cycle) farget

Figure 6.2: Engine architecture class diagram for the aircraft jet engine architecting tool. All
components are taken from pyCycle without modification, except the HeatExchanger which
was developed by the author.

6.1.1 Heat Exchanger Development

As introduced before, the HEX is the only engine component in that has been
developed by the author with the purpose of being able to model intercooled aircraft engine
architectures. The other components were taken directly from the pyCycle library. Therefore,
this subsection discusses how this HEX components has been created. In general, there are two
main ways to model a heat exchanger: LMTD and NTU-Effectiveness [57].
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LMTD

The Log Mean Temperature Difference (LMTD) approach uses the readily available in- and
outlet temperatures of both the cold and hot fluid to calculate the size or heat transfer of the
HEX. In that case, the heat transfer rate can be written as |57]:

ATy, — ATy

— UAAT}, = UA-—2— =1
1= VAR = UAL AT AT

where AT} =T, —1T,; and ATy, =T,,—T., (6.1)

In this equation, U and A represent the overall heat transfer coefficient and heat exchanger area
while T}, and T, refer to the hot and cold fluid, respectively. The subscripts ¢ and o indicate the
in- and outlets of the fluids, respectively. The advantage of this technique is that a higher heat
transfer accuracy can achieved. However, an additional balancer needs to be implemented in
the aircraft engine design problem as the hot and cold fluid outlet temperatures are not readily
known.

NTU-Effectiveness

The Number of Transfer Units (NTU)-Effectiveness approach uses only the readily available
inlet temperatures of both the cold and hot fluid to calculate the size or heat transfer of the
HEX. It then uses NTU-Effectiveness relations to estimate the heat transfer rate and thus
also the temperature change of the outlet compared to the inlet. As in the aircraft jet engine
architecting tool the area of the HEX will be sized and the outlet temperatures of the hot and
cold fluid are not readily known, the NTU-Effectiveness method was opted for to create the
HEX component. First, the heat capacity rates have to be calculated [57]:

Cma:s = IﬂaX(thh, mccc)
Crnin = min(1mypcp, mece) (6.2)
Cr - Cmin/Cmax

In these equations, m and c represent the mass flow rate and specific heat of the hot and cold
fluids. In case the area of the HEX is known by designing the system, the NTU of the HEX
component can be computed [57:

UA
When the NTU has been found, NTU-Effectiveness relations can be used to find the effective-

ness (€) of the HEX. Using the aircraft engine HEX of Zhao [34], the HEX will be of cross-flow
type with the bypass cross-flow as mixed cold fluid and the HEX tube-flow as unmixed hot

fluid [58]. This can be seen in [Figure 6.3}

The HEX effectiveness can be found with the following equations depending on the heat capacity
rates [57]:

NTU =

(6.3)

1 _
If the bypass flow is Cpax : € = o (1 _ efCT[l—e NTU])

If the HEX flow is Cpax e =1 — o~ CrH(1memCrNTY)

(6.4)
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Figure 6.3: Representation of the unmixed hot tube-flow (core flow) and the mixed cold cross-
flow (bypass flow) in the cross-flow HEX [58].

With the HEX effectiveness, the actual heat transfer rate of the component can be calculated
and related to the temperature change of the hot and cold fluids [57]:

Qmaz = Cmin(Th,i - Tc,i)

Gactual Gmaz€
T o — T i = i
o ST A (6.5)
Gactual Gmaz€
Tco:Tcz’+ :Tcz+
eT e T e TG

The advantages of this method are that it is very straightforward to implement and that no
balancer is required, thus reducing the complexity of the MDO problem. The main drawback
is that this method is less accurate than the LMTD method.

6.1.2 Analysis Problem Definition

To evaluate an engine architecture, operating conditions need to be specified as seen in
lure 6.4 the Mach number, altitude, temperature difference compared to the International
Standard Atmosphere (ISA), required thrust, and bleed and power offtake requirements. An
engine cycle analysis always contains one set of design conditions: these are the operating
conditions for which the engine cycle is sized, for example for a given Turbine Inlet Temper-
ature (TIT). Then, there can be any number of evaluate conditions (or off-design conditions)
where the engine is evaluated at, but which do not size any of the components. Additionally,
each operating condition has a balancer. Balancers represent extra equations needed for solv-
ing the thermodynamic cycle using implicit state variables; this principle is well-known in the
thermodynamic cycle analysis literature. These balancers will be explained in the following
subsection.
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DesignBalancer
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Figure 6.4: Definition of the analysis problem for the aircraft jet engine architecting tool: the
operating conditions and the balancers. To clarify, there is no immediate connection between
the AnalysisProblem and the EngineArchitecture as they do not exchange information.

6.1.3 Balancers

For the Engine Architecture Fvaluator, there are three types of balancers: thermodynamic,
mechanical and operating balancers. All three balancer types will be explained.

Thermodynamic Balancers

To balance the thermodynamic calculations within the aircraft engine components, pyCycle
varies the fluid static temperature for it to match with a given enthalpy or entropy. Next to
that, it also matches the atmospheric conditions with the engine inlet conditions by adjusting
the engine inlet total temperature and pressure.

Mechanical Balancer
Next to the thermodynamic balancers, there are also mechanical balancers.

e Considering that an engine compressor and turbine are connected through a shaft, it has
to be ensured that the power generated by the turbine matches the power required by
the compressor. In the code, this is achieved by varying the turbine pressure ratio in
on-design conditions and the shaft rotational speed in off-design conditions. This can be

seen in [Equation 6.6) and [6.7] respectively [7].

K= .t
Eurb,innisen <1 — PRT1> — p

NmechMCp

P=T- W (6.7)

(6.6)

e When the rotational speed of the fan shaft is specified through the gearbox, the power
equation of still has to hold. Therefore, the torque of the gearbox is varied
in order to match the power delivered by the shaft with its rotational speed. This holds
for both on- and off-design conditions.



6.2. THERMODYNAMIC CYCLE ANALYSIS 41

e As the component areas are fixed with the on-design conditions, they should stay the
same for the off-design conditions. In order to achieve this, the mass flow rate through
the components is varied in the off-design components in order to satisfy the law of mass

conservation seen in [Equation 6.8|
m = pAV (6.8)

Operating Balancers

Finally, there are balancers to match the engine performance with the operating conditions.

e To ensure that the aircraft engine meets the thrust requirements, the air mass flow rate
taken in by the engine is varied in on-design conditions, while in off-design conditions the
Fuel-to-Air Ratio (FAR) of the main combustion chamber is adjusted. The influence of
mass flow rate on thrust immediately becomes clear from [Equation 6.9 while FAR affects
the nozzle exit velocity Vj.

Fr = m(VJ - Vb) + Anozzle(Pj - PO) (69)

e In order to match the TIT with the on-design conditions, the FAR of the main combustion
chamber is varied to achieve this. The influence of FAR on TIT is shown in[Equation 6.10]

e, AT,

LIV (6.10)

mfuel =

e As the engine has to deliver a certain amount of extraction bleed, the percentage of air
bled from a selected compressor is adjusted to match this requirement. This was discussed
in more detail in The variation of air bleed percentage holds for both on- and
off-design conditions.

6.2 Thermodynamic Cycle Analysis

The core of the engine analysis consists of the thermodynamic cycle analysis done using pyCycle
[45]. PyCycle is a library of engine components that can be combined to create an OpenMDAO
problem that performs thermodynamic cycle analysis.

Combustor
P V = Volume /
T = Temperature 3 p = pressure
P = pressure Turbine
s = entropy Combustor
Nozzle p
® P
T 0
8 Compressor—
Compressor -
Inlet ]

Figure 6.5: General thermodynamic cycle of an aircraft engine [59].
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A typical pyCycle problem consists of a multi-point pyCycle component that contains multi-
ple cycle components (one design cycle and multiple off-design cycles), each representing one
operating condition. Quantities like sized cross-sectional areas are fed from the design cycle
to the off-design cycles to ensure consistency. Each of the cycle components includes the full
engine architecture as composed from the elements in the pyCycle library, and a balancer com-
ponent with multiple balancing equations. As discussed before, these balancers determine how
important engine parameters like thrust and turbine inlet temperature are tuned. For each of
the operating conditions performance parameters are additionally determined, for example fuel
flow, thrust and Overall Pressure Ratio (OPR). The Engine Architecture Evaluator constructs
a pyCycle problem from an EngineArchitecture and an AnalysisProblem instance. Each of the
architecture elements contains the logic required for adding the element to the cycle, for con-
necting the element to the next element in the architecture (e.g. the compressor to the burner,
or the splitter to the core and bypass flows), and for adjusting specified component parameters
(such as efficiency, which is not a design variable).

G

shaft_ip

Figure 6.6: Complete DSM diagram of one of a two-shaft geared turbofan with intercooler.
The different components of the engines can be seen as well as the connections between the
components. Note that there are two balancers: balance which are balancers inherent to py-
Cycle (thermodynamic balancers), and engine balance which were developed by the author
(mechanical and operating balancers). Both were discussed in [subsection 6.1.3]

—~
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shows the Design Structure Matrix (DSM) diagram of an exemplary engine thermo-
dynamic cycle, displaying what the different engine components are and what the connections
between these components are. Then, the design point is connected to the off-design points, and
the operating conditions are set. The result is an OpenMDAO problem that can be executed
using the regular OpenMDAQO API. The thermodynamic cycle design thereby provides sizing of
the engine and common performance parameters like OPR, fuel flow, thrust and Thrust-Specific
Fuel Consumption (TSFC). Additionally, flow properties (static and total) are available for all
flows (input and output) of all elements. These pyCycle thermodynamic cycle results are also
used in the Discipline Evaluator.

6.3 Discipline Evaluator

Next to the thermodynamic cycle, there are several other disciplines that need to be taken into
account during the design of an aircraft engine such as weight, nacelle geometry, noise and
emissions. These extra disciplines are calculated after the thermodynamic cycle analysis and
all disciplines, except the NOx calculations, need both the output of the thermodynamic cycle
analysis and the architecture definition as inputs. Calculation of NOx emissions only needs
thermodynamic cycle calculation output. The XDSM diagram of the Discipline Evaluator can
be seen in [Figure 6.7 The pymoo framework was chosen instead of OpenMDAO due to its focus
on multidisciplinary and multi-objective optimization [46]. Both frameworks are explained in

detail in in case the reader wants more information on them.

OPR, Turbines, CRTF, Burners, Magslfgfjw’ b Tﬁg“;“e;‘T»B _Atm, T_atm,
Discipline Evaluator Mi::;la(;‘ﬁéng opﬁ’ﬂ::ézwes’ Arealnlet I;,AB’, T_AB Pdeh, T_diet

Figure 6.7: XDSM of the Discipline Evaluator component of the tool: it takes the engine
architecture EngineArchitecture and the output of the thermodynamic cycle OperatingMetrics
to calculate the discipline results of the aircraft engine design problem.

EngineArchitecture, Ty
OperatingMetrics GEIIDERS, Fan, Mixer, Fan. Mi
P s /CRTF, Burners, Gearbox, an, MIxer, P_Burner, Fan, AreaJet,
P

The estimation methods for the disciplines included in the aircraft jet engine architecting tool
will be discussed in the following subsections. These are: weight, length, diameter, NOx
emissions and noise.

6.3.1 Weight Estimation

To estimate the weight of the entire aircraft engine system, the weight of both the bare engine
and the nacelle are calculated and added together. The method to calculate both of these
separate weights will be explained. Furthermore, corrections were made for engines with mul-
tiple shafts or burners. This discipline adds an interesting extra design objective that normally
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opposes TSFC: a more fuel-efficient engine might also be heavier, leading to a trade-off for the
designer of the engine. It might also be used as a constraint, which can be interpreted as a
weight budget coming from overall aircraft design considerations.

Bare Engine

Weight Analysis of Turbine Engines (WATE) is a closed-source software program developed
by NASA to estimate the bare weight of an aircraft engine using thermodynamic values at
component flow stations [60, 61]. To compensate for the fact that WATE is not open-source,
MIT developed empirical correlations based on the WATE software and results which translate
important aircraft engine data to an estimated weight, and are tuned with seven existing
aircraft engine weights. Furthermore, a distinction is made between the weight of a geared
and conventional engine. Results showed that the MIT correlations were 10% and 11% off
compared to existing conventional and geared engines, respectively. The equations to calculate
the bare engine weight can be found below in which a, b and ¢ represent the polynomials for

IEquation 6.11][62].
. b c
Meore OPR
= A1
Waare.ns a(lOOlbs/s) ( 40 ) (6.11)

a = (1.538 - 10')BPR? + (4.011 - 10*)BPR + 631.5

Conventional:

b= (1.057 - 10-3)BPR? — (3.693 - 10~2)BPR + 1.171

¢ =(—1.022-10"2)BPR + 0.232
Geared:
a=(—6.204-10"Y)BPR? + (2.373 - 10)BPR + 1702

b= (5.845-10"5)BPR? — (5.866 - 10~3)BPR + 1.045
(—1.918 - 1073)BPR + 0.0677

C

Nacelle

To find the weight of the nacelle of the engine, a method from Waters & Schairer was opted
for. In this method, the aircraft engine is subdivided into a cowling part and a nozzle &
thrust reverser part, which are both represented as cylinders. This can be seen in |Figure 6.8|
Then, the surface area of the cylinders, excluding the left and right circular areas, is calculated
and multiplied with an average surface density to estimate the nacelle weight. These surface
densities are 18.35 kg/m? and 73.2 kg/m? for the cowling and nozzle & thrust reverser cylinders,
respectively. Then, the weight of both parts are summed forming the complete nacelle weight
[63]. Finally, the nacelle weight is added to the bare engine weight to find the complete aircraft
engine system weight.
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Figure 6.8: Estimation of the nacelle weight by dividing the engine into a cowling and a nozzle
& thrust reverser section. The surface area of each section is multiplied with an empirical
surface density and summed to find the final nacelle weight [64].

Corrections

As the MIT method does not take into account the change in weight due to multiple shafts or
innovative technologies such as an inter-turbine burner or counter-rotating fan, corrections were
made to the calculated bare engine weight for these cases. These were primarily based on the
weight each components contributes to the entire engine, as specified by WATE simulations for
a conventional two-shaft turbofan. The division of these percentages can be seen in
[62]. For example, when an additional burner was added to the aircraft engine architecture
by the optimizer, 5% was added to the computed bare engine weight to compensate for this
burner addition. Next to that, as no exact information was found on shaft weight, 10% was
subtracted for one-shaft engines and 10% was added for three-shaft engines. Furthermore, in
case of a counter-rotating fan, 10% was added to the estimated bare engine weight based on
research from project COBRA of the European Commission [48].

Table 6.1: Percentual contribution of each of the aircraft engine components to the bare engine
weight [62]. Note that these are for a conventional two-shaft turbofan.

Engine component Fan LPC HPC CC HPT LPT Accessories Other
Bare weight [%)] 26.04 592 10.78 4.84 114 23.55 15.53 1.94

6.3.2 Length & Diameter Estimation

As the aircraft engine needs to be integrated in the aircraft airframe, the dimensions of the
nacelle need to be taken into account to ensure that this does not cause any issues |65]. In the
aircraft engine architecting tool, both the length and diameter of the engine can be calculated.
This is achieved with a Torenbeek & Berenschot method [66]. provides an overview
of which dimensions are estimated by the tool. The user of the tool can select which length
and diameter to opt for as design objective or constraints, however the length [,, and diameter
D,, are returned by default by the aircraft jet engine architecting tool.
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Figure 6.9: Overview of the dimensions (length and diameter) calculated by the aircraft engine
architecting tool . The length [,, and diameter D,, are returned by default by the tool.

Equations [6.12] to [6.1§ show how the different lengths and diameters of the aircraft engine,
including nacelle, can be estimated . The density and speed of sound at sea level are
referred to as pg and ag, respectively. Furthermore, A and m are the bypass ratio and air mass
flow rate taken in by the engine, respectively. The constants [,.r, Al and ¢ are dependent on
engine configuration:

e Turbojets: lef = 12, Al = 0 m and ¢ = 1;
e Turbofans:

— Mixed nozzle: [,y = 9.8, Al = 0.05 m and ¢ = 1;
— Separate nozzle: .y = 7.8, Al = 0.1 m and ¢ = 0.625.

Lengths
m 1+ 0.2\
ly = ol, = ¢le — + Al 6.12
F=0 ¢ f( ots 1A ) (6.12)
ly=(1-9)ln (6.13)
Diameters
Ds Polo 3\
— =~ 0. 1 d— + —— 6.14
D. 005{+0 m+1+/\] ( )
4 0.005
D; =D, =1.65¢] 2% (6.15)

1—(D,/D;)’
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D, = D; + 0.06¢l,, + 0.03 (6.16)

D.f =D, (1 - %qs?) (6.17)

0.089-\ + 4.5 2
Deg % 0.55D, = 0.55Des | (o~ ¢

(6.18)
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Corrections

The length and diameter estimation method does not take into account a change in length and
diameter in case multiple shafts or innovative technologies are used. Therefore, adjustments
are implemented in the tool for the length discipline. No exact information was found of the
addition of shafts on the engine length, thus the assumption was made that 10% length is
subtracted for one-shaft engines and 10% length is added for three-shaft engines compared to
a two-shaft engine. Next to that, 10% length is added when an inter-turbine burner is present
as well as when a counter-rotating fan is included in the engine architecture. However, these
adjustments were not implemented for the diameter discipline as it was assumed that the BPR
of the engine is dominant for the diameter calculation, and therefore the addition of for example
an inter-turbine burner would not make a (significant) difference.

6.3.3 NOx Emissions Estimation

Considering that aircraft emissions have an impact on the environment, ICAO has created
regulations to limit this impact: NOx emissions are limited to 15 g/kg fuel [29]. On top of
that, Europe has put the objective to reduce these NOx emissions by 90% by the year 2050
[67]. Therefore, NOx emissions are important to take into account as constraint (or even as
objective) when designing an aircraft engine. Other important emissions have not been taken
into account in the aircraft jet engine architecting tool, as it was found in literature that they
are positively correlated to the fuel consumption, which has already been taken into account
in the thermodynamic cycle analysis of [section 6.2 By eliminating these correlated engine
emissions, the dimension of the multi-objective problem is reduced. The emissions relate to
fuel consumption as |68, |69]:

e COy = 3.16 kg/ (kg fuel) e SO, = 2.0e-4 kg/ (kg fuel)
e HyO = 1.26 kg/(kg fuel) e Soot = 4.0e-5 kg/(kg fuel)

To calculate NOx emissions, the P3T3 method is implemented which uses the pressure and
temperature at the inlet of the combustion chamber to estimate the NOx emissions, as can be
seen in [Equation 6.19|[70]. This method has been implemented in other aircraft engine design
and analysis software such as GasTurb and Gas turbine Simulation Program (GSP) |71} |72].

2965k Pa

In case an afterburner or inter-turbine burner are present in the aircraft engine architecture, it
is assumed that the total NOx emissions are the result of only this afterburner or inter-turbine
burner due to reburning of main combustion chamber emissions [73].

P 04 T3—826K | 6.29—100war
NO, =32 <—> 6( 0iK T 53.2 ) (619)
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6.3.4 Noise Estimation

The noise of an aircraft engine contributes a significant part to the total noise emitted by an

aircraft in approach and especially in take-off, as can be seen in |[Figure 6.10 . Therefore,
ICAO has again created regulations regarding aircraft engine noise in three particular flight

situations and based on Maximum Take-off Weight (MTOW) [28, [75]:

e Approach: 105 EPNdB for MTOW > 280,000 kg reducing by 2.33 EPNdB per MTOW
halving, with a minimum of 98 EPNdB for MTOW < 35,000 kg;

e Flyover:

— 1- or 2-engine aircraft: 101 EPNdB for MTOW > 385,000 kg reducing by 4 EPNdB
per MTOW halving, with a minimum of 89 EPNdB for MTOW < 35,000 kg;

— 3-engine aircraft: 104 EPNdB for MTOW > 385,000 kg reducing by 4 EPNdB per
MTOW halving, with a minimum of 89 EPNdB for MTOW < 35,000 kg;

— 4-engine aircraft: 106 EPNdB for MTOW > 385,000 kg reducing by 4 EPNdB per
MTOW halving, with a minimum of 89 EPNdB for MTOW < 35,000 kg;

e Lateral full-power: 103 EPNdB for MTOW > 400,000 kg reducing by 2.56 EPNdB per
MTOW halving, with a minimum of 94 EPNdB for MTOW < 35,000 kg.

Approach noise source ranking Take-off noise source ranking
predicted levels: A319 approach predicted levels: A319 take-off
max. SPL(A) at representative approach observer location max. SPL{A) at representative take-off observer location

SPL [dBA]
SPL [dBA]

airframe total

airframe total
aircraft total
(leading edge)
aircraft total

Figure 6.10: Aircraft noise components in both approach and take-off compared to overall
aircraft noise, which shows that engine noise contributes a significant part .

The noise emitted by the aircraft engine is estimated by a method from Stone [76]. Even
though this method is from 1974, noise experts of the TU Delft ANCE group confirmed that
this method is still relevant and that closed-source software programs, such as the Aircraft
Noise Prediction Program (ANOPP(2)) from NASA [77], use variations of the Stone method.
[Equation 6.20| shows how the noise is estimated. In this equation, atmospheric (subscript a)
and ISA conditions are taken into account by density p and speed of sound a to calculate the
Overall Sound Pressure Level (OASPL). Furthermore, jet nozzle (subscript j) velocity and area
are considered in the method as well. Finally, the distance to the observer R is also included
and will depend on the flight stage of the aircraft. Factors such as the fan tone due to thrust
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setting influenced by pilot behavior are not taken into account by [Equation 6.20 even though
they are important according to the TU Delft noise experts. Due to the fact that they are
difficult to model and would introduce additional assumptions, influencing the accuracy of the
noise estimation significantly, it was decided to not take them into account in the aircraft jet

engine arChil ect 1ng tOOl.
(A] ) ( pa ) ( Qg )
-Zg PISA aISA

gtz e ()

(Vj/aa)"™
1+ 0.01(V; /ag)*?

OASPLgyp = 141 + 10log + 10log [

(6.20)




Chapter 7
Verification & Validation

To ensure that the design choices made in the aircraft jet engine architecting tool lead to
realistic results for the engine disciplines, the tool was verified and validated. This was done
with two consecutive steps: pyCycle thermodynamic cycle analysis and real aircraft engine
discipline data. Both of these steps will be discussed in [section 7.1 and [section 7.2} respectively.

7.1 Verification: pyCycle Thermodynamic Cycle Analysis

In order to verify that the created choices in the aircraft jet engine architecting tool lead to the
same results as the code of pyCycle, a comparison of the thermodynamic cycle was made for two
engine architectures: a simple turbojet with one shaft and a High Bypass Ratio (HBR) turbofan
with two shafts. To verify the tool correctly, the same operating conditions, component inputs
(such as the OPR) and component efficiencies were used as in the pyCycle examples. All the
components and their attributes used to create the verification cases are listed in [Appendix C|

7.1.1 Turbojet with One Shaft

First, the thermodynamic cycles of the turbojet with one shaft are compared to each other.
The operating conditions were set to take-off: ISA conditions on ground level, with a produced
thrust of 52,489 N and TIT of 1,043.5 degC. The OPR of the turbojet was set equal to 13.5
and the rotational speed of the shaft to 8,070 RPM. No extraction bleed or power offtakes were
activated.

—— Engine architecting tool
12001 —— pyCycle

10004
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Figure 7.1: Comparison of the thermodynamic cycle computed by pyCycle and the aircraft jet
engine architecting tool results for a single-shaft turbojet, to verify whether the implemented
design choices in the tool result in the same architecture as a given pyCycle example.
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As can be seen in [Figure 7.1} the thermodynamic cycles of the engine architecting tool and
pyCycle are very similar which verifies that the architecting choices have been implemented
correctly for a simple turbojet. Furthermore, when comparing this cycle to the thermodynamic
cycle in [Figure 6.5 of [chapter 6] it can be seen that the results are as expected.

7.1.2 HBR Turbofan with Two Shafts

Next, a more complicated pyCycle example was taken to verify the implemented choices of the
engine architecting tool: an HBR turbofan with two shafts. Contrary to the turbojet example,
the operating conditions of the engine were set to mid-cruise: ISA conditions at 35,000 ft at a
Mach of 0.8, with a produced thrust of 26,244.5 N and TIT of 1,314 degC. In addition, 186,425
W of power was also taken off. The engine has a BPR of 5.105 and FPR of 1.685. Next to that,
the OPR of the engine is 30.094 of which 18% and 82% are produced by the LPC and HPC,
respectively. The rotational speeds of the corresponding shafts are 4,666.1 RPM and 14,705.7
RPM, respectively. Furthermore, cooling bleed was also included: 7% bleed in the HPC lead
to the LPT, and 16.8% bleed from in between the HPC and CC lead to the HPT.

—— Engine architecting tool
—— pyCycle
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Figure 7.2: Comparison of the thermodynamic cycle computed by pyCycle and the aircraft jet
engine architecting tool results for a two-shaft HBR turbofan, to verify whether the implemented
design choices in the tool result in the same architecture as a given pyCycle example.

Again, the thermodynamic cycles of the engine architecting tool and pyCycle are very similar.
The small discrepancies between both cycles are the result of pressure losses in ducts, which
is a pyCycle component that was not included in the tool as it would not contribute any
significant value to the optimization problem whilst making it harder for the architecture to
converge. Together with the results of the turbojet example, it can be concluded that the
engine architecting tool is correctly verified for both examples.

7.2 Validation: Real Aircraft Engine Discipline Data

To validate the results of the tool disciplines, they were compared to existing engine archi-
tectures. For the turbojet, the Pratt & Whitney F100 engine [78] used on the F16 is chosen
whereas for the turbofan, the CFM LEAP-1C engine [79] used on the Comac C919 is selected.
The TSFC of the engines is calculated at the cruise condition (35,000 ft altitude at Mach =
0.8), whereas the other disciplines are calculated at take-off condition (0 ft altitude at Mach
~ 0). The reason for this is that the empirical correlations of the other disciplines are tuned
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for take-off conditions, while TSFC data is usually provided for mid-cruise. In order to take
into account the technological progress that has been achieved in the design of aircraft engines,
correcting factors were applied to the length and diameter disciplines to bring them up to date.
The results of both aircraft engine disciplines will be discussed in the following subsections. For
more information and visualization of these disciplines, the reader is referred to All
the components and their attributes used to create the validation cases are listed in[Appendix D]

7.2.1 Turbofan: CFM LEAP-1C

The CFM LEAP-1C engine is analyzed first, as most data of this engine is readily available
considering that it is commonly used on commercial aircraft. It can produce up to 133 kN
in thrust with an OPR of 40 and BPR of 11 [80]. Unfortunately, other exact data on the
engine regarding the operating conditions was not found, so educated guesses were made on
for example the TIT. shows how the results from the aircraft engine architecting tool
compare to real aircraft engine data.

Table 7.1: Comparison between properties of the LEAP-1C engine |79] and the high-BPR, two
shaft engine validation architecture. The TSFC is calculated at mid-cruise condition whereas
the other disciplines are calculated at take-off condition as their empirical correlations were
tuned for this operating condition. The weight of the engine includes the bare engine and
nacelle, while length and diameter are the maximum dimensions of the engine.

TSFC [g/kNs| Weight |kg] Length |m]

Mid-cruise Take-off Take-off
CFM LEAP-1C 14.4 3,932 4.51
Engine tool 16.6 3,910 4.49

Diameter [m] NOx [g/kg fuel] Noise [dB]

Take-off Take-off Take-off

CFM LEAP-1C 2.71 18.77-64.36 Unknown
Engine tool 2.71 61.99 121

As the outcome of the disciplines indicates, the engine architecting tool is able to achieve
realistic results for a turbojet engine: almost all the discipline results lie very closely to the
real engine data. The TSFC calculated by the tool is a little higher than the real engine,
however this could be result of lower component efficiencies used in the tool. Unfortunately, no
trustworthy data on efficiencies was found for the real engine making it hard to make a very
accurate comparison for TSFC. Next to that, no data was found for the engine noise either.
When considering that an aircraft can emit around 140 dB in noise and the engine contributes
a large portion of that, as discussed in with [Figure 6.10] the noise discipline result
seems to be in the correct order of magnitude [81]. Therefore, the aircraft jet engine architecting
tool is deemed validated for turbofan applications.

7.2.2 Turbojet: P&W F100

After the turbofan validation, the Pratt & Whitney F100 is analyzed. This engine produces
129.7 kN thrust at an OPR of 31 and BPR of 0.36 |78]. With a BPR of 0.36, the F100 is strictly
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speaking not a pure turbojet, but this BPR is deemed low enough to be viewed as a turbojet.
Just like for the turbofan, other exact data on the engine regarding the operating conditions was
not found, so educated guesses were made on for example the TIT. The comparison between

the discipline results of the tool and the real F100 engine can be seen in [lable 7.2|

Table 7.2: Comparison between properties of the F100 engine |78| and the low-BPR, two shaft
engine validation architecture. The TSFC is calculated at mid-cruise condition whereas the
other disciplines are calculated at take-off condition as their empirical correlations were tuned
for this operating condition. The weight of the engine includes the bare engine and nacelle,
while length and diameter are the maximum dimensions of the engine.

TSFC |g/kNs] Weight [kg| Length [m|

Mid-cruise Take-off Take-off
P&W F100 Unknown 1,735 4.85
Engine tool 26.7 1,752 4.82
Diameter [m| NOx [g/kg fuel] Noise [dB|
Take-off Take-off Take-off
P&W F100 1.18 Unknown Unknown
Engine tool 1.35 44.38 108.29

Not much trustworthy data was found for the F100, which was expected as the F100 is an
engine used in the military. However, the weight and geometry could be retrieved on the Pratt
& Whitney website. This shows that the weight and length of the tool and real engine are very
similar. Next to that, the diameter estimated by the tool is slightly higher but still in a correct
order of magnitude. For TSFC, a comparison with the CFM LEAP-1C engine can be made
as validation: the tool indicates that the TSFC of a turbojet is significantly higher than the
TSFC of a turbofan, which was expected. Furthermore, as the OPR and TIT of the F100 are
lower than the LEAP-1C, in theory its NOx emissions should be lower as well which is indeed
the case as shown in Finally, it can be noticed that the noise of the F100 is lower
than the LEAP-1C, but this could be due to the fact that the noise is calculated only for the jet
nozzle and not for the entire engine. With all these results, the aircraft jet engine architecting
tool is deemed validated for turbojet engines as well.

Summary: Research Question Answers

RQ1 How is the system architecting approach implemented in aircraft engine
modeling?
RQ1.1 To what extent can realistic values for the engine performance be obtained?

The aircraft jet engine architecting tool achieves valid results for both turbojet
and turbofan engines, both for thermodynamic cycle as well as other disciplines
in aircraft engine design. The tool estimation for TSFC, weight and geometry
results is very close to real aircraft engine data, while NOx emissions and noise
are deemed in the correct order of magnitude.



Chapter 8
Results

In this chapter, two aircraft jet engine architecting problems will be created and evaluated: a
simple single-objective one and a more realistic multi-objective one. For these problems, the
same operating conditions will be used as for the CFM LEAP-1C engine to show that the
tool can produce useful results for the engine design of commercial aircraft. Furthermore, the
MDO, mixed-discrete and multi-objective capabilities of the aircraft jet engine architecting tool
are demonstrated to show that it can model and compare different aircraft engine architectures.

First, an overview of the overall setup of the architecting problems will be presented in
ftion 8.1} To ensure that the benchmark problem requirements of are satisfied, this
will be reviewed in Then, the results of the simple single-objective problem will be
discussed in [section 8.3 After that, the realistic multi-objective problem results will be ana-
lyzed in [section 8.4 With the results of the realistic problem, it will be investigated whether a
Pareto front has effectively formed in [section 8.5 Next, weight and length sensitivity studies
were performed on the aircraft jet engine architecting tool in [section 8.6l Finally, the results
are discussed to see how they meet the thesis objective and answer the research questions in
section 8.7 Component attributes that were kept constant for the engine architecting problems

can be found in [Appendix F|

8.1 Architecting Problems Setup

Before analyzing the results of the simple and realistic engine architecting problems, the general
setup of both problems has to be discussed. To demonstrate that the aircraft jet engine archi-
tecting tool can be used to model and compare realistic aircraft engines, the same operating
conditions will be taken as for the commercial CFM LEAP-1C engine in take-off conditions.
Take-off conditions are used as the weight and geometry disciplines are tuned for this condition
and other conditions lead to unrealistic results. The following operating conditions are used
[32, [79]:

e Mach ~ 0; o TIT = 1,450 degC;
e Altitude = 35,000 ft; e Bleed offtake = 0.5 kg/s;
e Thrust = 133 kN; e Power offtake = 37.5 kW.

As discussed in [chapter 4, NSGA-II is used as standard optimization algorithm to tackle the
benchmark problems. Furthermore, it must be noted that the implemented architecting choices
and objectives & constraints will be discussed in the sections of the two problems as they are
vital for the obtained results.

o4



8.2. REQUIREMENT COMPLIANCE 55

8.2 Requirement Compliance

The engine architecting problems should adhere to the requirements of creating a realistic
system architecture optimization benchmark problems specified by Gray [26] and laid out in
[chapter 3] This will be reviewed for each requirement individually based on the information
gathered in the previous chapters of the thesis paper:

BR1 As discussed in and visualized in all three types of design variables
are present: categorical, integer and continuous. This makes the problem of mixed-
discrete nature.

BR2 In it is shown that design variable hierarchy is present. This means that some
design variables are conditionally active based on other design variables. An example is
the engine BPR based on the fact whether a fan is present in the architecture.

BR3 The design space is made up from a total of 43 design variables: 7 categorical, 5 integer
and 31 continuous. This satisfies the constraint of the design space having between 10
and 50 dimensions.

BR4 Through the thermodynamic cycle analysis and the discipline evaluator, a maximum of
six objectives can be set for the engine architecting problems: TSFC, weight, length,
diameter, NOx emissions and noise. It is important to note that these objectives are not
correlated and that they represent conflicting stakeholder needs.

BR5 The shape and behavior of the design space is not known a-priori, showing that the
performance evaluation behavior is black-box.

BR6 The user of the aircraft jet engine architecting tool has the possibility to choose the
objectives and constraints of the problem, and to fix certain design variables to parameters
in the design problem. Therefore, the difficulty of the problem is tunable. This will also
be demonstrated through the simple single-objective and realistic multi-objective problem

of and [8.4], respectively.

BR7 The complete code of the aircraft jet engine architecting tool has been published on
GitHub as an open-source tool so that researchers can use it as benchmark for system
architecting and optimization problems [39]. Next to that, it is based on the open-
source software pyCycle [45] and OpenMDAO [82]. Therefore, it meets the open-source
requirement of benchmark problems.

BRS& Through object-oriented coding and extensive documentation, it should be relatively easy
to modify the problem structure and to include additional elements in the code such as
design decisions, objectives and constraints. This means that the problem is indeed
hackable as was required.

Therefore, it can be concluded that the requirements to create a realistic system architecture
optimization benchmark problem have all been met.

8.3 Simple Single-Objective Problem

First, the aircraft jet engine architecting tool was used to optimize a simple architecting prob-
lem. This architecting problem features only one objective (TSFC), and only design feasibility
constraints. The included design choices are:
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e Fan choice; e Offtakes choice;
e Nozzle mixing choice; e Gearbox choice.

e Shaft number choice;

These choices were explained in detail in The design choices result in 15 design
variables and the creation of solely conventional engine architectures, i.e. excluding counter-
rotating fan, afterburner, inter-turbine burner, cooling bleed and intercooler. In total, 15
distinct engine architectures and 216 apparent engine design points can be generated taking
into account the discrete variables. The multi-objective optimization algorithm NSGA-IT from
the pymoo framework with a population size of 75 and termination criteria of 1000 evaluations
was used to run the optimization.

All architectures were analyzed and their results are presented in [subsection 8.3.7and[8.3.2] All
feasibility constraints, discussed in [chapter 5| are satisfied. Approximately 49% of the generated
engine architectures converged during the initial DOE, whereas this increased to 92% for the
last iteration. This can be seen as the presence of hidden constraints: constraints that are
not known a-priori, and are considered violated whenever the simulation did not converge to a
meaningful result.

8.3.1 Results for Number of Shafts

The results of the simple architecting problem generated by the aircraft jet engine architecting
tool based on number of shafts can be seen in [Figure 8.1]

For the number of shafts, it can be deduced that TSFC reduces whereas length and weight in-
crease with increasing number of shafts. This could be explained by the fact that the additional
compressors rotate at optimal speeds, leading to a higher efficiency of the engine at the cost of
higher length and weight. The effect of this can clearly be seen in [Figure 8.1d} towards later
iterations, the algorithm starts using more and more 3-shaft architectures in order to optimize
TSFC. Regarding NOx emissions, these increase with increasing engine OPR [7]. As a higher
OPR can be achieved with a higher number of shafts, NOx emissions will increase with higher
number of shafts as well. This can clearly be seen in [Figure 8.1d As noise is dependent on jet
velocity and nozzle exit area, no significant deduction can be drawn for noise dependency on
number of shafts |76].
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Figure 8.1: Engine results for the simple architecting problem, based on number of shafts. The

yellow star indicates the best performing engine architecture as it is a single-objective problem
optimized for TSFC.

Based on [Figure 8.1] the results of the simple architecting problem are in line with what was
physically expected, serving as additional validation of the engine architecting framework of
the aircraft jet engine design tool.

8.3.2 Results for Engine Type

The results of the simple architecting problem generated by the aircraft jet engine architecting
tool based on engine type can be seen in |[Figure 8.2|

It can be seen that turbojets have higher TSFC and lower weight and lower diameter compared
to turbofan engines, which is expected. The same principles applies to the geared turbofans as
for the number of shafts: they seem to result in close to the lowest TSFC of all engine architec-
tures, as compressors and fan rotate at optimal speeds, while simultaneously also providing low
weight for the turbofan cluster. UHBR turbofans achieve a reduction in TSFC, but this comes
at the price of higher weight due to the increased diameter of the engine [65]. It can also be
noticed that the optimizer prefers UHBR engines as these specific architectures are generated
most often towards later iterations. The lowest TSFC in the entire optimization problem was
also achieved by a UHBR turbofan at 6.7 g/kNs, and is indicated in by a yellow
star. As noise is dependent on jet velocity and nozzle exit area, no significant deduction can
be drawn for noise dependency on engine type [76].
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Figure 8.2: Engine results for the simple architecting problem, based on engine type. The
yellow star indicates the best performing engine architecture as it is a single-objective problem
optimized for TSFC.

Based on [Figure 8.2 the results of the simple architecting problem are in line with what was
physically expected, serving as additional validation of the engine architecting framework of
the aircraft jet engine design tool.

8.4 Realistic Multi-Objective Problem

Finally, a realistic, more complex engine architecting problem is constructed and solved to
provide a target Pareto front for future optimization algorithm research. The realistic archi-
tecting problem contains three conflicting objectives (TSFC, weight and noise), and multiple
constraints (feasibility, geometry, NOx emissions and Mach number of 1). All available deci-
sions discussed in are included in the problem, leading to 43 design variables. This
results in the possibility to generate 91 distinct engine architectures and approximately 2.6
million apparent engine design points taking all discrete variables into account. The same de-
sign conditions and NSGA-II algorithm are used as for the simple architecting problem. The
population size was set to 215 and the termination criteria to 4000 evaluations, to account for
the increase in number of design variables.

All architectures were analyzed and their results are presented in [subsection 8.4.1] [8.4.2| and
B8.4.3 All feasibility constraints, discussed in[chapter 5] are satisfied. Approximately 24% of the
generated engine architectures converged during the initial DOE, whereas this increased to 98%
for the last iteration. This can be seen as the presence of hidden constraints: constraints that
are not known a-priori, and are considered violated whenever the simulation did not converge
to a meaningful result.

8.4.1 Results for Number of Shafts

The results of the realistic architecting problem generated by the aircraft jet engine architecting

tool based on number of shafts can be seen in [Figure 8.3|
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Figure 8.3: Engine results for the realistic architecting problem, based on number of shafts.
The black dotted lines are constraints to be minimized, while the gray areas show infeasible
architectures due to imposed constraints.

Compared to the results of the simple architecting problem discussed in it can be
seen that the discipline results for the aircraft engines are in the same order of magnitude.
However, an important difference is that in the realistic problem, the optimizer has a strong

preference for single-shaft engine architectures as can be deduced from [Figure 8.3dl Three main
reasons can be found for this behavior:

e Single-shaft engine architectures in general have a lower length and diameter than double-
and triple-shaft architectures, meaning that they have a higher probability of satisfying
the geometry constraints imposed on the realistic problem. This effect becomes clear from

Fizure 835

e Next to less stringent geometry, single-shaft engine architectures in general also have lower

NOx emissions due to a lower OPR, which indicates. Therefore, single-shaft
engine architectures are more likely to satisfy the NOx constraints.

e Single-shaft engine architectures converge more easily than more complex two- or three-
shaft architectures. As non-convergence leads to +o0o results due to the extreme barrier
approach, discussed in [chapter 4] the optimizer sees these architectures as inferior regard-

ing performance.
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However, these results could be caused by assumptions made in the geometry corrections dis-
cussed in[chapter 6] Therefore, it is advised to perform multiple optimization runs with different

corrections and even constraints to verify whether this is actually the case.
8.4.2 Results for Engine Type

The results of the simple architecting problem generated by the aircraft jet engine architecting

tool based on engine type can be seen in [Figure 8.4
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Figure 8.4: Engine results for the realistic architecting problem, based on engine type. The black
dotted lines are constraints to be minimized, while the gray areas show infeasible architectures
due to imposed constraints.

When looking at [Figure 8.4 some interesting trends can be noticed:

e Most notably, it can be seen in that the optimizer starts with a preference for
afterburning turbojets making up 80% of the generated engine architectures in iteration 8.
The reason for this could be that the afterburning turbojet converged rather easily, which
is preferable for the optimizer. However, the afterburning turbojet performs poorly in
TSFC and noise performance, which becomes clear from [Figure 8.4al and [8.4c resulting
in a decrease of generated afterburning turbojet architectures towards later iterations.
From iteration 12 onward, the conventional and afterburning turbojet are not generated
anymore by the optimizer.
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e At the end of the iterations, the number of generated conventional turbofans is three
times higher than HBR turbofans. This was expected as HBR engine result in a higher
efficiency and thus lower TSFC at the price of notably higher weight and geometry di-
mensions. While TSFC and weight are equally important objectives of the realistic engine
architecting problem, geometry constraints also play an important role in this case.

e Starting from iteration 13, the geared turbofan engine architecture becomes the most
generated architecture by the optimizer. This could have been expected as gearboxes let
the fan and LPC rotate at optimal speeds while keeping the weight fairly constant, as
discussed in [chapter 5 However, the complexity of the system increases but this was not
taken into account by the aircraft jet engine architecting tool.

8.4.3 Results for Innovative Engine Configurations

The results of the simple architecting problem generated by the aircraft jet engine architecting
tool based on innovative engine configurations can be seen in [Figure 8.5 Note that this sub-
section was not present for the simple architecting problem as innovative engine configurations
choices were not activated there by the tool user.

The results indicate that the optimizer has a preference for conventional turbofans which clearly
comes forward in [Figure 8.5d However, this is in line with the expectations:

e A counter-rotating fan usually increases TSFC and weight whereas only reducing noise
slightly [48];

e An inter-turbine burner reduces TSFC compared to an afterburner, however also increases
engine weight significantly [38];

e An intercooler reduces both TSFC and NOx emissions, however intercooler implementa-
tion convergence issues were encountered during the optimization [34].

Again, these results have to be interpreted with caution. As innovative technologies are used,
it might be that the implementation of these technologies in the aircraft jet engine architecting
tool is not optimal, meaning that the tool cannot yet predict their performance accurately. To
mitigate this, more in-depth research and high-fidelity analysis should be performed and the
knowledge gained should be implemented in the tool.
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Figure 8.5: Engine results for the realistic architecting problem, based on innovative config-
urations. The black dotted lines are constraints to be minimized, while the gray areas show
infeasible architectures due to imposed constraints.

8.5 Pareto Front

With the results of the realistic multi-objective engine architecting problem, the Pareto front
with non-dominated engine architectures can be created. These can be seen in and
are subdivided in the same sections as [section 8.4l

It must be noted that all constraints regarding feasibility, geometry and NOx emissions imposed
on the realistic problem have been satisfied for engine architectures part of this Pareto front.
As was already concluded in [section 8.4} the results indicate that the optimizer has a preference
for single-shaft conventional turbofans. Furthermore, it becomes clear that the designer of the
aircraft engine system will have to make a trade-off between TSFC and weight as no single best
design can be distinguished, i.e. each point has a different combination of optimum TSFC and
weight performance. In case low TSFC is most important, a single-shaft conventional geared
turbofan architecture seems to be the best choice while this becomes a conventional turbofan
when weight becomes more dominant.
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Figure 8.6: Pareto front of TSFC and weight for the realistic engine architecting problem. From
this front, it can be concluded that the aircraft jet engine architecting tool has a preference for
single-shaft conventional engine architectures.

It must be noted that the results could be the result of assumptions in empirical correlation
corrections, meaning that further research needs to be performed on the exact influence of shaft

number on weight and geometry dimensions. This was done with sensitivity studies which is
the topic of the next section.

8.6 Weight & Length Sensitivity Study

In this section, sensitivity studies will be performed on the weight and geometry assumptions
of the original engine architecting problem. As discussed in [chapter 6] a correction of 10% was
applied for the weight and length disciplines when differing from the standard two-shaft engine
architecture. This correction is changed to 5% to see the effects on the optimization process
and results. The results will be analyzed based on number of shafts, engine type and innovative
engine configurations. Next to that, the Pareto front of both cases will be investigated as well.

8.6.1 Results for Number of Shafts

First, the effect on number of shafts is analyzed. This can be seen in [Figure 8.7, where the left
figures are the results of the original case while the right figures are the results for the adjusted
weight and length disciplines.
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Figure 8.7: Comparison of the results of the original 10% weight and length addition per shaft
to the results of the adjusted 5% weight and length addition per shaft based on number of

shafts.

From [Figure 8.7g  and [R.7h] it can be concluded that approximately the same trends emerge for

the adjusted 5% correction for the weight and length disciplines as for the original 10%: the
optimizer still has a preference for a single-shaft engine architecture. As discussed before, the
reason for this could be that single-shaft architectures tend to satisfy the geometry constraints
more often and result in a relatively low weight compared to architectures with two or three
shafts. However, two-shaft engine architectures are created more often in the adjusted discipline
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case than for the original case proving that the correction does have an effect on the optimization
process.

8.6.2 Results for Engine Type

Second, the effect on engine type is analyzed. This can be seen in [Figure 8.8 where the left
figures are the results of the original case while the right figures are the results for the adjusted
weight and length disciplines.

Contrary to the effect on number of shafts, some noteworthy differences can be noticed of the
discipline correction adjustment on engine type. Whereas in the original case the optimizer
has a preference for geared turbofan architectures, in the adjusted case the optimizer is clearly
generating more conventional two-shaft turbofan architectures which are replacing the geared
turbofan architectures from iteration 10 onward. This could be due to the fact that discipline
results are based on empirical correlations, for which high-fidelity analysis should be performed
to confirm or correct the estimations. Next to that, it can be seen that the conventional and
afterburning turbojet trends of the adjusted case are relatively similar to the original case,
except at iteration 4 where less conventional turbojets were created in the former case.

6000 - HEE Conventional turbojet 6000 - —_ Conventional turbojet
. Il Afterburning turbojet . B Afterburning turbojet
5000 I - Conventional turbofan 5000 M Conventional turbofan
2 M Geared turbofan 2 e Im Geared tusbofan
=40009 .° * = 40009 .. r
= . .. %l Turbofan with BPR = 7.5 = g, JIR Turbofan with BPR = 7.5
o Yo o $ o0 .
230001 « Y, o 80 . 23000
3 L] .' . ' 3
2000 .o " % e 20001
2. .“-". ot » ofe * LI
10001 BREVATERSE i Lk 1000+
10 20 30 40 50 10 20 30 40 50
TSFC [g/kNs] TSFC [g/kNs]
(a) TSFC and weight originally. (b) TSFC and weight when adjusted.

W
. o
W
m o

w

o

.
w
o

Diameter [m]
[ )
()]
.
. . .,
At
<o o)

1
Diameter [m]
N
(&)}
&,

L T
5
6
- .‘o T
ol
-
1

2.0 e 2.0 or
aw *°% ...u :':-: ., '“;.
1.5 , et St T 1.51 2 A
T e
1.0 I el : ‘ 1.0 : . — : ‘
"35 40 45 50 55 60 65 7.0 "35 40 45 50 55 60 65 7.0

Length [m] Length [m]
(¢) Length and diameter originally. (d) Length and diameter when adjusted.



8.6.

WEIGHT & LENGTH SENSITIVITY STUDY

66
100 . 100+ —
—_ —_ 80' .t e "‘ :
3 T | . aii i
S =t . .S, s ot
o o 601 o . = = .‘ ]
= < RS PR
=] o . e "
= = 401 RN S
S S P ,'. ol. . '.." .
Z Z R R
201 RN D )
------- t’(‘[—z ot Lt
. . . . r.. A o .
100 110 120 130 140 100 110 120 130 140
Noise [dB] Noise [dB]
(e) Noise and NOx emissions originally. (f) Noise and NOx emissions when adjusted.
200+ 200+
% 150- % 150-
g g
2 2
2 100+ 2 100+
= =
[&] [&]
< 501 < 501
— /
0 0

5 10 15

Iterations [-]

(g) Architectures over the iterations originally.

5 10 15

Iterations [-]

(h) Architectures over the iterations when adjusted.

Figure 8.8: Comparison of the results of the original 10% weight and length addition per shaft
to the results of the adjusted 5% weight and length addition per shaft based on engine type.

8.6.3 Results for Innovative Engine Configurations

Third, the effect on innovative engine configurations is analyzed. This can be seen in [Figure 8.9]
where the left figures are the results of the original case while the right figures are the results

for the adjusted weight and length disciplines.

6000 - Il Conventional
. I ‘Intergooler
_ 5000 - HE Counter-Rotating Turbofan
2 . B Inter-Turbine Burner
= 4000 - *
_—
S
23000
=
2000 A o ‘. .
...- e
1000 o> 0
10 20 30 40 50
TSFC [g/kNs]

(a) TSFC and weight originally.

6000 -

5000 1

Weight [kg]

2000+

10004

W
== R ]
o Qo
(= -]

mml Conventional

B Intercooler

I Counter-Rotating Turbofan
-'. Inter-Turbine Burner

30 40 50

TSFC [g/kNs]

20

(b) TSFC and weight when adjusted.



8.6.

WEIGHT & LENGTH SENSITIVITY STUDY 67
4.0 1 4.0 1
3.51 3.51 )
E 3.0 e E 3.0 Do
o ) - 3 = - - — .:_.:‘ 2~ [ -
£2.51 B L £25° i
E . ¢ . " . ‘ E 'dh" ‘
A 2.0 . - . A 2.0 .
1.5 Pty et 1.51 e
- -_- = --.‘:-;l-:.“:: " -
1.0 - ' ‘—f—-—‘.--. - - | 1.0 - - - - - - |
35 40 45 50 55 6.0 6.5 7.0 35 40 45 50 55 6.0 65 7.0
Length [m] Length [m]
(c) Length and diameter originally. (d) Length and diameter when adjusted.
100+ . 100+ . —
. . ..
—_— —_— 80 1 ot .. '.‘ *
E B I
=t =t e v, Y S, Lt
o o 601 . L LI
= = R B
2 2 40 0 ' s .‘1.
Z. Z - 9% s 'y
201 !: :.-lp ad
0 . . 0 p'. ‘..:. 3 !.-"5.'."' s
100 110 120 130 140 100 110 120 140
Noise [dB] Noise [dB]
(e) Noise and NOx emissions originally. (f) Noise and NOx emissions when adjusted.
200+ 200+
5 150- 5 150-
g g
2 2
£ 1007 § 1001
= =
[&] [&]
< 501 < 50-
0 0

5 10 15

Iterations [-]

(g) Architectures over the iterations originally.

5 10 15

Iterations [-]

(h) Architectures over the iterations when adjusted.

Figure 8.9: Comparison of the results of the original 10% weight and length addition per shaft
to the results of the adjusted 5% weight and length addition per shaft based on innovative

engine configurations.

Just like for the effects on number of shafts, the difference between the original and adjusted
discipline case is minor for the effects on innovative engine configurations: at the start of the
iterations the optimizer tries out some innovative engine configurations, but these are rather

quickly abandoned for conventional configurations.

However, it must be noted that in the

adjusted case, the optimizer does try out some more intercooler configurations toward later
configurations. Again, as discussed before, these results should be used with caution as the
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exact effects of these innovative engine technologies on engine performance might not be entirely
correctly estimated with the aircraft jet engine architecting tool.

8.6.4 Pareto Front

Finally, the effect on the Pareto front is analyzed. This can be seen in where the
left figures are the results of the original case while the right figures are the results for the

adjusted weight and length disciplines.
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Figure 8.10: Comparison of the Pareto front of the original 10% weight and length addition
per shaft to the results of the adjusted 5% weight and length addition per shaft.



8.7. RESULT DISCUSSION 69

The results show that the Pareto front of the original and adjusted shows some similarities
and differences. The largest part of the Pareto front is made up by single-shaft conventional
turbofans in both cases and the lowest TSFC is at approximately 8.5 g/kNs. However, in the
adjusted case, a couple two-shaft engine architectures are present in the Pareto front while this
was only single-shaft architectures in the original case. Furthermore, the conventional turbofan
dominates more while the geared turbofan architecture is not present anymore in the adjusted
case than in the original case. Finally, the Pareto front of the adjusted case is much more
"concentrated" and higher weights are achieved, indicating that the shape and composition of
the front change based on assumptions made in the empirical correlations of the tool disciplines.

8.7 Result Discussion

From the results, it becomes clear that multiple aircraft engine architectures can effectively
be modeled and compared by the aircraft jet engine architecting tool incorporating several
disciplines of aircraft engine design. This was achieved by the implemented system architect-
ing approach which allows the inclusion of both continuous and discrete architecting decisions
leading to a systematic exploration of the entire design space. With the combination of contin-
uous and discrete design variables, a design space was created which contains different distinct
engine architectures such as conventional or geared turbofans and even innovative engine ar-
chitectures with an intercooler or counter-rotating fan. Not only was the tool able to create
these architectures, it was also able to obtain realistic values for the different disciplines and to
show the relevant effects of engine architecting decisions. A UHBR turbofan, for example, can
result in a lower TSFC as desired but this comes at the price of higher weight and geometry
dimensions. The system designer will therefore have to make trade-offs when selecting the final
architecture for the system. Furthermore, the optimizer managed to create a Pareto front with
non-dominated aircraft engine architectures which satisfy all constraints of engine architecting
problem.

Therefore, the aircraft jet engine architecting tool based on the created system architecting
approach solves several the challenges of system architecting optimization laid out in [chapter 2

e Optimization: mixed-discrete and multi-objective capabilities are included in the archi-
tecting framework, while also providing a solution to deal with design variable hierarchy.
Next to that, relevant architecting decisions and new technological developments can be
included in the optimization process. Next to that, the effect of these important design
decision can be assessed early on in the design process of the system. Therefore, different
system architectures can be generated and their performance compared fairly.

e Benchmark problem: the aircraft jet engine optimization problem can be used as realistic
benchmark problem to support the development, evaluation and comparison of system
architecture design space modeling methods and optimization algorithms. Next to that,
various stakeholders can be educated on all the relevant aspects of architecture opti-
mization with the engine architecting problem. These stakeholders include disciplinary
experts, analysis tool developers, system architects, system engineers, project managers,
and engineering students.

From the weight and length sensitivity studies, it was found that assumptions in empirical
correlations for the disciplines can have a noteworthy effect on the results of the optimization:
the optimizer starts having preferences for different engine architectures and the Pareto front
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changes in shape. Although it was not the main objective of the thesis to optimize aircraft
engines, it is advised to perform research on these empirical correlations and, if possible, change
them by high-fidelity analyses such as CFD or modeling & simulation software to obtain more
trustworthy results. Furthermore, it is important to perform in-depth research on the effect
of innovative technologies on aircraft engine performance and investigate whether these effects
are correctly predicted by the aircraft jet engine architecting tool. A drawback of these high-
fidelity analyses, however, is that computational time per engine architecture could increase
significantly. Therefore, in this case the system architecture designer will have to make a trade-
off between accuracy and computational time, and even in which stages of the design process
they want to use the tool.
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Summary: Research Question Answers

RQ1 How is the system architecting approach implemented in aircraft engine
modeling?
RQ1.2 Which limitations does the system architecting approach have?

Not all aircraft jet engine architectures can be modeled yet, such as variable
area nozzles and dual cycles. Next to that, the accuracy of the engine disciplines
is limited to the accuracy of the implemented discipline empirical correlations.
This also means that the effects of innovative engine configurations such as a
counter-rotating fan and intercooler might not be entirely correctly estimated
by the tool. Therefore, additional research is required on these topics. Fi-
nally, convergence issues, especially in off-design conditions, are still posing an
important problem which should be resolved in future thesis research.

RQ2 How does the approach address the nature of architecting decisions?
RQ2.4 Can the relevant effects of engine architecting decisions be captured?

Through the combination of continuous and discrete design variables, multiple
distinct engine architectures and design points can be created and assessed in
the design space. This provides the system designer with important information
on the performance of different engine architectures in every stage of the design
process. Therefore, the relevant effects of engine architecting decision can be
captured.

RQ3 Does the approach enable the creation of multiple optimal aircraft engine
architectures?
RQ3.1 Which engine objectives and constraints are used?

The simple architecting problem only had TSFC as objective and feasibility
constraints. The realistic architecting problem had TSFC, weight and noise as
objectives. Its constraints were geometry, NOx emissions and a Mach number
of 1 next to the feasibility constraints. It must be noted that the user of the
system can set these objectives and constraints themselves.

RQ3.2 Which existing and novel engine architectures are part of the solution space gener-
ated by the approach?

Existing engine architectures generated by the approach were a conventional
and afterburning turbojet, and a conventional, geared and (U)HBR turbofan.
Novel engine architectures were architectures which included an intercooler,
counter-rotating fan and/or inter-turbine burner.

RQ3.3 Can a Pareto front be formed with non-dominated engine architectures?

A Pareto front has clearly formed as can be seen in [Figure 8.6|and [8.10] It must
be noted that the shape and composition of the Pareto front change based on
assumptions made in the empirical correlations of the disciplines included in
the aircraft jet engine architecting tool.




Chapter 9

Conclusions & Recommendations

The thesis objective was to further research and educate stakeholders on system architecture
modeling & optimization, by creating a benchmark problem with an application to aircraft
engine architectures using a system architecting approach with mixed-discrete & multi-objective
capabilities. In this final chapter of the thesis paper, the conclusions on this objective are
reviewed and presented. Furthermore, recommendations for future research are discussed.

9.1 Conclusions

Even though systems engineering has already been used to design very complex systems and
their mission for many years, it still has some challenges that need to be tackled. The archi-
tecture optimization of a system is a mixed-discrete, multi-objective and hierarchical problem.
Next to that, due to the improvement of existing and the development of new technologies, the
range of architectural options keeps increasing. Therefore, it is important to be able to analyze
different designs and make a fair trade-off between them in order to make well-considered design
choices. However, relevant architecting decisions are usually taken early on in the design pro-
cess without exact knowledge of their effect on the final design. In order to cope with this issue,
system experts are consulted but their advice might be biased or subjective. It becomes clear
that these system architecting characteristics make for a class of challenging optimization prob-
lems. Therefore, there is a need for a system architecting approach which can generate distinct
system architectures and evaluate them, and for optimization algorithms capable of dealing
with this kind of optimization problems. In order to do this, a benchmark problem is required
to support the development & evaluation of optimization algorithms and the education of sys-
tem architecture optimization stakeholders. However, a thorough review of literature and state
of the art indicated that no such benchmark architecture optimization problem currently exists.

Therefore, a benchmark problem with an application to aircraft jet engine architecture model-
ing was created during the thesis research which exhibits the black-box, mixed-discrete, multi-
objective and hierarchical nature of system architecture optimization. The benchmark problem
was tackled by developing an MDO tool using a system architecting approach capable of dealing
with these characteristics. The tool was built using the pyCycle and OpenMDAO software in
order to generate and analyze the thermodynamic cycles of a wide array of aircraft gas turbine
engine architectures. Next to the thermodynamic cycle, other discipline estimation methods
were also implemented including engine weight, geometry, NOx emissions and noise. The tool
consists of two components: the Engine Architecture Fvaluator and the Engine Architecting
Framework. The former analyzes one specific architecture using pyCycle and OpenMDAO,
whereas the latter enables the definition of the architecting problem and the translation of
design vectors into valid architecture definitions. Furthermore, the architecting problem allows
the inclusion of many architecting choices to dynamically tune the difficulty of the architecting
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problem to solve such as the inclusion of a fan and multiple shafts. With the different design
choices implemented in the aircraft jet engine architecting tool, resulting in 43 design variables,
a total of 91 distinct engine architectures and approximately 2.6 million engine apparent design
points can be generated taking all discrete variables into account. Furthermore, the user of the
tool has the possibility to select certain objectives and constraints to guide the design space
exploration.

The combination of the Engine Architecture FEvaluator and the Engine Architecting Framework
should give a good introduction to how an architecture optimization problem is implemented
in practice. It must be considered how to define and analyze individual system architectures,
how to specify the architecture optimization problem (i.e. its design vector, objectives, and
constraints), and how to translate between design vector (as generated by the optimization
algorithm) and the architecture definition (as needed for analysis). The Engine Architecture
Fuvaluator additionally provides a good example for how multidisciplinary analysis toolchains
should be implemented for a system architecture optimization. The aircraft jet engine archi-
tecting tool could help educate disciplinary experts, analysis tool developers, system architects,
system engineers, project managers, and engineering students on all the relevant aspects of
architecture optimization problems.

The created tool was verified by comparing engine analysis results with pyCycle example prob-
lems, and by running two engine architecting problems of different complexity level. Next to
that, validation showed that the discipline results of the tool were very similar to actual engine
data of the CFM LEAP-1C and the Pratt & Whitney F100 engines used on the Comac C919
and F16 aircraft, respectively. The code of the tool presented in this paper is available at [39].
A simple single-objective and a more realistic multi-objective engine architecting problem were
created to test the optimization capabilities of the tool, and thus also the implemented system
architecting approach containing mixed-discrete and multi-objective capabilities.

The optimizer managed to find multiple optimal aircraft engine architectures, ultimately form-
ing a Pareto front, which satisfied all implemented discipline and feasibility constraints. It
was found that both the simple and realistic engine architecture problem are subject to non-
convergence issues in their design spaces: in the initial DOE only 49% and 33% of design points
result in a converged simulation, respectively. However, even with these hidden constraints, the
results of both problems showed trends which were in line with what was physically expected,
such as decreasing TSFC and increasing weight for a higher number of shafts in the engine,
serving as additional validation of the aircraft jet engine architecting tool. In general, the op-
timizer showed a preference for single-shaft conventional turbofan engine architectures for the
realistic engine architecting problem.

It is expected that the aircraft jet engine design problem provides a realistic engineering archi-
tecting problem to test optimization algorithms on. The analysis time of one engine architecture
should not be prohibitive, such that also relatively inefficient algorithms can be fairly compared
to more suitable algorithms. Due to the easy definition of the architecting problem and the
release as an open-source package, it is expected that setting up experiments for testing opti-
mization algorithms should be trivial to do. Finally, the Pareto front of the realistic architecting
problem can be used to compare results of developed optimization algorithms.
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9.2 Recommendations

As discussed throughout the thesis paper, there are still some recommendations for both the
system architecting approach and its implementation in the aircraft jet engine benchmark
problem. Therefore, the author recommends the following:

1.

At the moment, the ordering of the architecting decisions is performed by hand by the
designer of the optimization code. This is based on the dependency of certain decisions
on other architecting decisions, such as the counter-rotating fan activity based on the fan
presence. To make the tool more flexible and user-friendly, it is recommended to imple-
ment code which can create the order of these architecting decisions itself. Furthermore,
this automatic ordering is expected to reduce the code setup time and human coding
mistakes.

. As discussed in [chapter 0] the engine components are created with components from the

pyCycle library. However, these components use simplified thermodynamic equations to
estimate the performance of the components and connect them to each other, resulting
in a complete engine thermodynamic cycle. By reviewing these equations and possibly
replacing them by more in-depth relations or high-fidelity analysis tools, the accuracy of
the components and thus the entire cycle could be improved.

The pyCycle components used to construct the engine thermodynamic cycle only include
thermodynamic sizing of engine components; mechanical sizing, such as the determination
of the number of compressor and turbine rotors and stators, is not included. By including
this mechanical sizing, the tool could become more all-inclusive.

Even though the aircraft jet engine architecting tool already includes several innovative
technologies such as a counter-rotating fan and inter-turbine burner, other researched
technologies such as open rotor [83] and electrical or hydrogen propulsion [8] concepts
could be included in the design space to give the system designer a better overview of the
complete design space.

The boundaries of the design variables should be investigated in detail to help ensure
that only feasible engine architectures can be created. Examples of these design variables
include the engine BPR, gearbox gear ratio and cooling bleed offtake. Especially for BPR,
its upper bound could be significantly increased by making sure that the relevant effects
of UHBR engines are modeled correctly.

Assumptions were made for the efficiencies of the aircraft engine components. However,
with new and improved technologies, these efficiencies should be updated to match the
current component efficiencies as this will have a noteworthy impact on the performance
of the engine and its disciplines.

Additional aircraft engine disciplines should be researched and included in the aircraft
jet engine architecting tool to make the design and optimization process more inclusive.
Potential disciplines include aerodynamic analysis (nacelle drag) [84], engine development
& manufacturing cost |85, 86|, technology & system readiness level |87, 88|, contrail
forming [89], etc.

To ensure that the aircraft engine is mechanically feasible and complies with the different
engine regulations, additional constraints such as component thermal and vibrational
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10.

11.

12.

13.

14.

limits should be added to the benchmark problem to make the optimization process even
more realistic. At this point, an engine could be created which is not mechanically feasible
due to for example vibrational issues, or does not comply with all regulations including
damage tolerance and rotor blade containment [90].

The aircraft jet engine architecting tool evaluates the engine disciplines with empirical
correlations and correction assumptions, ultimately limiting the accuracy of the results.
The P3T3 method implemented to calculate NOx emissions, for example, might not be
directly applicable for the CFM LEAP-1C engine used in the aircraft engine benchmark
problem [71|. To improve this accuracy and obtain more trustworthy results, it is advised
to replace these empirical correlations by either up-to-date empirical correlations or high-
fidelity analyses such as CFD or modeling & simulation software such as Dymola [91].

Continuing on the previous recommendation, a trade-off should be made between the
accuracy of the results and the computational time and resources required to obtain the
results. The system design phase and exact purpose of the optimization should be taken
into account when making the trade-off.

A multi-point design strategy should be correctly implemented. At the moment, the air-
craft engine can only be created and analyzed for on-design conditions. The performance
assessment for off-design conditions is not yet possible due to non-convergence issues en-
countered in the analysis process. It was found that this is the result of non-optimal
starting values for the convergence; convergence is (almost) only achieved when starting
values are chosen which lie very closely to the final values. As these off-design conditions
are paramount for the evaluation of engine performance in the entire flight profile, these
off-design condition problems should be investigated and resolved. Recently, Diamantidou
et al. suggested using a surrogate-assisted multi-point synthesis approach which samples
the starting values in order to improve convergence [92].

Currently, the provided Engine Architecting Framework does not provide any interfaces
to upstream MBSE processes, like stakeholder identification and requirements definition.
Because of the modular nature of the benchmark problem, the Engine Architecting Frame-
work can be replaced by a generally applicable method for modeling architecture design
spaces, while still being able to use the engine architecture evaluator to analyze specific
engine architecture instances. Next to that, the Engine Architecture Fvaluator could be
replaced by a system architecture design platform called ADORE for which an introduc-
tion is provided in [Appendix F| Future research into the best way of integrating system

architecture optimization with the MBSE process is needed.

As the aircraft engine has to be incorporated in the aircraft airframe, the integration
effects of this process could be implemented in the aircraft jet engine architecting tool. In
that case, the created software might be added to existing MDO and /or Knowledge-Based
Engineering (KBE) processes in order to design the entire aircraft.

To get an idea of the different parts and overall size of the engine, KBE might be used
to create a CAD rendering of the engine. This could then be used to show stakeholders
such as engine manufacturing company management how the different aircraft engines
compare to each other and to get more accurate weight and geometry estimations. A
suitable option is ParaPy which specializes in the automation of these design tasks and
enables CFD & FEM analyses on the designs [93|. However, a parametric CAD might
also be sufficient for a simplified engine visualization.
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Appendix A

Software

The aircraft jet engine architecting tool is implemented in Python 3 and built with three
software frameworks: pyCycle, OpenMDAO and pymoo. PyCycle was already explained in

[chapter 4] The two other packages are explained here.

A.1 MDO Framework: OpenMDAO

The engine cycle framework pyCycle is implemented using OpenMDAO as MDO integration
framework. OpenMDAO is an open-source object-oriented MDO framework implemented in
Python, allowing the calculation of analytical derivatives for MDO-system-level parameters
based on analytical derivatives defined at the discipline level. With Newton-type algorithms and
novel hierarchical strategies, problem structures are used and coupled systems are solved which
results in an increased computational efficiency. Next to that, OpenMDAQO uses a modular
modeling structure which was required to provide the modularity characteristic of pyCycle.
Similar to the pyCycle framework, OpenMDAO also has four main elements [82]:

e Component: contains the calculations that have to be performed by OpenMDAO, and
is therefore the most basic element of the software. However, this calculation can range
from a simple equation to a complete analysis of a certain discipline with internal or
external code. Furthermore, calculations can be implicit or explicit, referred to as the
ImplicitComponent and FxplicitComponent subclasses, respectively.

e Group: forms a congregation of Component and/or Group class instances, resulting in
a hierarchy tree. The advantages of this Group element is that the code becomes more
organized and that hierarchical (non)linear solvers can be used. Linear solvers are required
when analytical derivatives have to be computed, while nonlinear solvers have to be
implemented when implicit equations are encountered and/or when model components
have cyclic dependency [94].

e Driver: runs the model once or defines the optimization algorithm and calls the model
in an iterative way. For the latter case, the in- and outputs of this model could include
the design variables and objectives & constraints, respectively.

e Problem: contains all the Component and Group instances combined with a single Driver
instance of a certain problem.
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Figure A.1: An OpenMDAO Problem element contains one Driver and Group instance, which
can contain multiple Components |82).

The combination of pyCycle and OpenMDAO thus allows a modular definition, analysis, and
optimization of engine cycles, and the easy integration of additional disciplines such as engine
weight and emissions in addition to thermodynamic cycle analysis. As the design of an aircraft
engine is a multi-objective and multidisciplinary process, OpenMDAO and pyCycle are thus
important to tackle the thesis objective and research questions. However, it must be noted that
OpenMDAO is used to converge a single engine thermodynamic cycle whereas non-gradient-
based optimization is required for the complete aircraft engine architecting tool. The reason
why and the software framework used for this purpose is explained next.

As OpenMDAO focuses on tackling the multidisciplinary nature of problems and more single-
objective problems, an optimization framework focusing on multi-objective problems had to be
selected. This framework was chosen to be pymoo by the author.

A.2 Optimization: pymoo

To deal with the multi-objective nature of the aircraft engine design process, the multi-objective
optimization framework pymoo was selected. Pymoo has the ability to deal with this kind of
optimization while simultaneously providing additional tools for the optimization problem it-
self such as result quality assessment. It must be noted that it is possible to use both single-
and multi-objective optimization algorithms in pymoo and that, similar to pyCycle and Open-
MDAO, pymoo provides a modular implementation of its framework, increasing its flexibility
[46]. The pymoo framework consists of three distinct modules: Problems, Optimization and
Analytics. Each of these modules can further be broken down into submodules. A visual
overview of pymoo’s structure can be seen in [Figure A2l In case the reader is interested in
these submodules, they are referred to the article of Blank & Deb [46].

Aircraft engine design optimization is a non-gradient-based optimization as the gradient of
the design variables to the objective function cannot simply be calculated. The reason for
this is that discrete design variables are used in the engine architecting problems, and thus no
gradient can be computed. However, the design variables will definitely influence the outcome
of the objective(s). It is clear that the framework will be important in providing the multi-
objective capabilities of the aircraft jet engine architecting tool, and in creating the solution
space generated by the approach for specified engine objectives and constraints.
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Architecture

pymoo

Figure A.2: Organization of the pymoo framework .
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Appendix C

Verification: Component Attributes

In this appendix, all the important component attributes for the two verification cases are
listed: the turbojet and the turbofan.

C.1 Turbojet

Table C.1: Important component attributes for the pyCycle turbojet verification case.

Component Attribute Input Unit
Inlet Pressure recovery 100 (%]
Compressor PR 13.5 -]
Efficiency 83 [%]
CcC Pressure loss 3 [%]
Turbine Efficiency 86 [%]
Nozzle Velocity loss 1 [%]
Shaft Rotational speed 8,070 |RPM]
Power loss 0 [%]
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C.2. TURBOFAN

C.2 Turbofan

Table C.2: Important component attributes for the pyCycle turbofan verification case.

Component Attribute Input  Unit
Inlet Pressure recovery 99.9 [%]
Fan FPR 1685 |
Efficiency 89.48 [%]
Splitter BPR 5.105 -]
Bypass velocity loss  0.61 [%]
LPC PR 1.98 [
Efficiency 92.43 [%]
HPC PR 9.02 H
Efficiency 87.07 [%]
CcC Pressure loss 5.4 [%]
HPT Efficiency 88.88  [%]
LPT Efficiency 80.96  [%]
Nozzle core Velocity loss 0.67 [%]
Intrableed HPC Bleed offtake 7.0982 [%]
LPT portion 100 [%]
Interbleed HPC-CC Bleed offtake 16.847 [%]
HPT portion 100 (%]
LP Shaft Rotational speed 4,666.1 |[RPM]
Power loss 0 [%]
HP Shaft Rotational speed 14,705.7 |[RPM]

Power loss 0 [%]




Appendix D
Validation: Component Attributes

In this appendix, all the important component attributes for the two validation cases are listed:
the CFM LEAP-1C and the P&W F100 used on the Comac C919 and F16 aircraft, respectively.

D.1 CFM LEAP-1C

Table D.1: Important component attributes for the CFM LEAP-1C validation case.

Component Attribute Input Unit
Inlet Pressure recovery 100 %]
Fan FPR 145 ||
Efficiency 89 [%]
Splitter BPR 11 -]
Bypass velocity loss 1 [%]
LPC PR 1751 [
Efficiency 83 [%]
HPC PR 15757 ||
Efficiency 83 [%]
CC Pressure loss 3 [%]
HPT Efficiency 86 %]
LPT Efficiency 86 [%]
Nozzle core  Velocity loss 1 [%]
LP Shaft Rotational speed 3,894 |[RPM]
Power loss 0 %]
HP Shaft Rotational speed 19,391 [RPM]
Power loss 0 %]
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D.2. P&W F100
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D.2 P&W F100

Table D.2: Important component attributes for the P&W F100 validation case.

Component Attribute Input Unit
Inlet Pressure recovery 100 [%]
Fan FPR 145 ||
Efficiency 89 %]
Splitter BPR 0.36 -]
Bypass velocity loss 1 | %]
LPC PR 4698 |
Efficiency 83 [%]
HPC PR 4698 [
Efficiency 83 %]
CC Pressure loss 3 [%]
HPT Efficiency 86 | %]
LPT Efficiency 86 |%]
Nozzle core  Velocity loss 1 [%]
LP Shaft Rotational speed 3,894 |[RPM]
Power loss 0 %]
HP Shaft Rotational speed 19,391 |[RPM]
Power loss 0 [%]




Appendix E
Results: Component Attributes

In this appendix, all the important component attributes for the result generation for the simple
and realistic architecting problem are listed.

Table E.1: Important component attributes for the simple and realistic architecting problem.

Component Attribute Input Unit
Inlet Pressure recovery 100 [%]
CRTF Efficiency 93.45 [%]
Fan Efficiency 89 [%]
Splitter Bypass velocity loss 1 [%]
LPC Efficiency 83 [%]
IPC Efficiency 33 [%]
HPC Efficiency 83 [%]
CcC Pressure loss 3 [%]
HPT Efficiency 86 [%]
IPT Efficiency 86 [%]
LPT Efficiency 86 [%]
Nozzle core  Velocity loss 1 [%]
Nozzle joint  Velocity loss 1 [%]
Intercooler Overall heat transfer coefficient 400  |[W/m?K]
LP Shaft Power loss 0 (%]
IP Shaft Power loss 0 [%]
HP Shaft Power loss 0 [%]
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Appendix F
ADORE

As the Engine Architecting Framework is meant to be a separate component from the evalua-
tor, this means that it should be replaceable while the Engine Architecture Evaluator should
still work. Furthermore, in [chapter 2| it was introduced that one of the systems engineering
challenges is linking the upstream and downstream processes of MBSE. A new system archi-
tecture design platform called Architecture Design and Optimization Reasoning Environment
(ADORE) was created by the German Aerospace Center (DLR) in order to model and inspect
the design spaces of system architectures.

ADORE is based on the Architecture Design Space Graph (ADSG): a graph containing archi-
tecture elements represented by nodes which can be connected to form a complete system ar-
chitecture. These elements could be functions, components, concepts, ports, etc. Next to that,
there are three types of design decisions that can be made and represented in the ADSG: option-
decisions (mutually-exclusive), permutation-decisions (source-target connection) and additional

design variables. For more information, the reader is referred to the paper of Bussemaker et al.
5]

ADORE enables the user to identify the different architecting decisions in the problem by
mapping form to function, to define the architecting design problem, to analyze the architecture

instance generation and to evaluate the performance of the created architectures. The benefits
of ADORE are:

e [ts upstream MBSE connection;
e Graphic user interface for defining the architecting problem:;

e Implementation of the architecture generation logic, which can take into account and deal
with decision hierarchy.

shows an exemplary setup of ADORE for an aircraft jet engine system architecting
design problem. With this platform, complex systems can be modeled and optimized in an
MBSE framework [95]. This effectively helps to tackle the challenge of linking the upstream
and downstream processes in MBSE processes.
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Figure F.1: Setup of an aircraft jet engine system architecting design problem with the ADORE

software. This includes elements of form (components) which are mapped to functions in order

to fulfill them. Next to that, ports indicate connections between two components. Further-
more, Quantities Of Interest (QOI) can be specified to satisfy the requirements of the system

stakeholders.
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