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Summary

The objective of this thesis is to explore the possibilities of utilising machine learning to predict the
axial velocities in a nominal wake field of a single-propeller vessel, given a database with only basic
parameters describing hull geometries, such as length, beam, and block coefficient. The nominal wake
field is of primary importance for the propeller design process, as it represents the influence of the hull
on the flow field that a propeller encounters. Furthermore, propeller-hull interactions can be derived
from it.

A machine learning model, after it has been trained, requires less computational resources for making
predictions than a physics-driven model, such as those used in computational fluid dynamics (CFD).
As the basic ship parameters that serve as input to the machine learning model are typically known
early in the design process, being able to predict the nominal wake field using machine learning allows
for a more iterative and integral aft ship and propeller blade design approach compared to the linear
approach currently in use.

For this project, five different machine learning models were developed and compared to each other:
three different feed-forward neural networks (FNN), an ensemble model and a long short-term memory
(LSTM) model. The three feed-forward neural networks differ in how their labels are expressed: one
network directly uses the axial velocities in the wake field, non-dimensionalised with the ship speed.
The second network employs the Fourier-like discrete cosine transform (DCT) to express wake field
velocities at individual radii using the first n DCT coefficients. The third and final network also uses the
discrete cosine transform but utilises standardised coefficients.

The steps taken to develop these five models, consisting of data collection and preparation, feature
engineering, model training and model evaluation, are described in this thesis. All five models were
evaluated in different ways. Visual inspection of predictions made by all five models revealed that
none of the models has successfully captured the underlying physical phenomena that drive the wake
field: all predictions show highly generalised wake fields. This finding was supported by a feature
importance study, which showed that the features that supposedly contribute the most to understanding
the hydrodynamic phenomena that drive the wake field do not have the highest relative importance.

A relative comparison of model performance was conducted using repeated random subsampling valid-
ation, where all models were re-trained on different data splits. From this validation and the subsequent
comparison, it was found that the LSTM model performs best in terms of average error, while the first
FNN has the lowest standard deviation in performance across the different splits. The relatively high
standard deviation in performance across the different splits further shows the limited understanding
of the underlying physical phenomena of the model.

A case study was performed, in which the cavitation performance of eight propellers was assessed, us-
ing both predicted and “true” nominal wake fields and comparing between the results. Despite the lim-
ited performance of all developed models, the difference in calculated cavitation performance between
the predicted and true nominal wake fields was relatively small. It was confirmed by Wärtsilä propeller
designers that the predicted wake fields serve as a better substitute for a missing nominal wake field
than performing a manual regression.

The limited performance of the developed models is primarily attributed to two factors: the limited
dataset size and a lack of feature informativeness, meaning that the used features contain insufficient
information about the problem to let a model effectively capture the underlying physical phenomena.
To a lesser extent, computational limitations also play a role.

These two factors serve as the basis for the main recommendation: for further research, it is recom-
mended to not only obtain a larger dataset but also to incorporate more features that are descriptive of
the aft ship geometry to allow for better generalisation of a machine learning model.
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ŷ Prediction -
α Angle of attack rad
α Learning rate -
β Advance angle -
γ Kernel coefficient -
δR Rudder deflection rad
∆ Displacement mass kg
η Efficiency -
η0 Open water efficiency -



List of Tables xiv

Symbol Definition Unit
θ Wake field angle rad
λE Effective aspect ratio -
λG Geometric aspect ratio -
µ Mean -
ν Kinematic viscosity m2/s
ρ Density kg/m3

σ Sigmoid activation function -
σ Standard deviation -
∇ Displacement volume m3

Ω Rudder sweep angle rad



1
Introduction

According to the latest IPCC report, climate change is already causing extreme weather events world-
wide, negatively impacting people and nature. There exists a broad consensus attributing climate
change to human-caused greenhouse gas emissions [1].

Up until today, the maritime sector still accounts for a large part of these emissions. In 2018, the
maritime sector alone emitted 1056million tonnes of CO2, accounting for 2.89% of worldwide emissions
[2]. This excludes other pollutants like sulphur oxides (SOx), nitrogen oxides (NOx) and particulate
matter (PM). Overall, maritime emissions have not decreased between 2013 and 2023 but have instead
increased by 20%, with 98.8% of the world fleet still operating on fossil fuels [3].

In order to reduce maritime emissions, the International Maritime Organization (IMO) has introduced
regulations and guidelines to decrease the ecological footprint of the world fleet, such as the EEDI
(Energy Efficiency Design Index) in 2013 and the EEXI (Energy Efficiency Existing Ship Index) and CII
(Carbon Intensity Index) in 2023 [4, 5]. The EEDI dictates a maximum CO2-emission per ton-mile for
new-built ships, the EEXI is a similar measure for existing ships. The CII is more rigorous and forces
ships to improve their efficiency to keep complying as the rules become more strict over time. The
goal is to reduce CO2 emissions by at least 40% in 2030 as compared to 2008. Furthermore, total
GHG emissions need to be reduced by 20-30% by 2030 and 70-80% by 2040 compared to 2008, as
checkpoints for net-zero shipping around 2050 [6]. Lastly, the aim is to have 5-10% of the energy used
by shipping coming from (almost) net-zero energy sources by 2030.

To meet these goals, increasing the energy efficiency of ships is needed. For fossil fuel powered
ships, increased efficiency means less fuel usage at equal sailing speeds, hence mitigating part of the
emissions. For alternative fuels, despite their potential for net-zero emissions, energy density (either
volumetric or gravimetric) is often a limiting factor for the large-scale application of a technology [7].
Therefore, increasing efficiency and reducing the amount of fuel storage needed is still essential. One
way to increase ship efficiency is to improve the hydrodynamic performance of the vessel. The way
in which a vessel interacts with the water surrounding it is complex, as there are many components
involved that influence the flow around the vessel’s hull. Furthermore, these components influence
each other’s behaviour as well, through hydrodynamic interaction. Examples of such components are
the hull itself, the propeller(s), the rudder(s) and potential appendages such as energy saving devices
(ESDs).

A relatively new type of ESD is the gate rudder (GR), invented by Sasaki and Kuribayashi in 2012 and
first mentioned by Sasaki in 2013 [8, 9]. Consisting of two foils that wrap around the top and sides of the
propeller and are able to pivot individually, it is a cross-over between a duct-like energy saving device
and a new type of rudder. In real-life conditions, savings up to 27% have been reported [10]. From these
reported savings only, the gate rudder seems a very promising innovation. However, research into its
hydrodynamic behaviour is still ongoing. Among investigation by the research and development teams
within Wärtsilä the gate rudder is currently being investigated by the European Union-funded project
GATERS [11].
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Because of the interest in improving the hydrodynamic performance of a vessel, it is essential to en-
hance not only the hydrodynamic interaction between conventional components (hull, propeller, and
rudder) but also to actively influence the hydrodynamic interaction with appendages (ESDs) or through
component substitution (GR). A thorough understanding of the flow field in which these components
operate is required. This understanding can be derived frommodel tests (Experimental Fluid Dynamics,
EFD). However, following advances in computer science and an increase in available computational
power over the last decades, Computational Fluid Dynamics (CFD) has been rapidly developing since
its initial development in the 1960s.

A benefit of CFD over EFD is the much higher resolution following from the calculations than could be
obtained experimentally using sensors, providing insight in local flow phenomena [12]. Despite this
advantage, the further optimisation of propellers and rudders and the development of energy saving
devices and the gate rudder is an iterative design process, necessitating a high level of understanding
of the flow field in an early design stage. This leads to a paradoxical situation: there is a need for
knowledge on detailed flow characteristics while not all design parameters are known. This reveals a
downside of CFD: the still significant computation time makes it less suitable for performing numerous
small experiments, such as those needed to determine initial parameters like dimensions of aft ship
components.

While CFD is well-suited for a linear design process, machine learning (ML) techniques might offer a
solution to the information paradox in an iterative design process. This thesis provides a pragmatic
approach to data-driven flow field (nominal wake field) prediction by training and evaluating various
machine learning models that predict nominal wake fields for single-propeller vessels. The pragmatic
element involves the use of a readily-available dataset of ships with only limited parameters describing
the hull geometries, while this geometry has a significant influence on the nominal wake field. This
report presents the findings of the conducted project. One main and three sub-research questions,
each covering a different part of the scope of this project, will be answered in this thesis report. The
main research question is as follows:

To what extent is it possible to train and validate a machine learning model to accurately predict the
nominal wake field of a vessel, given a database of single-propeller vessels with only basic parameters
describing hull geometries?

The three sub-questions that have been formulated are as follows:

1. What is the importance of understanding the nominal wake field in propeller design, and at which
points in the aft ship design process can predicted nominal wake fields be applied?

2. Which machine learning algorithms and structures are most suitable for predicting the nominal
wake field, and what are the steps that need to be taken to develop such models?

3. What criteria determine the quality of a predicted nominal wake field, and what are the require-
ments for accurate nominal wake field prediction?

This report is structured in the following way. Chapters 2 and 3 will delve into hydrodynamics and
machine learning theory, respectively. These chapters will provide theoretical backgrounds relevant
for the rest of the thesis and are partially adopted from the literature review that was written as part of
this thesis project [13]. The first and third sub-questions are answered in chapter 2, while the second
sub-question is partially answered in chapter 3 and partially throughout the rest of the thesis report.

Chapters 4 to 7 describe the process of building, training, and evaluating the machine learning model.
Firstly, chapter 4 will elaborate on the collection and preparation of the data used to train the model.
Afterwards, chapter 5 will explain the process of selecting, combining and manipulating variables from
the dataset to use as inputs (“features”) to the machine learning models. Chapter 6 will present the
tuning and training setup of the variousmachine learningmodels. As a final step in themachine learning
engineering procedure, in chapter 7 all models are evaluated and tested.

After presenting the relevant theory and describing the building of the machine learning model, chapter
8 contains a discussion of project limitations and this project in the light of the Gate Rudder project, as
well as some recommendations for further research. Finally, conclusions will be drawn in chapter 9.



2
Hydrodynamics Theory

In this chapter, the hydrodynamic theory relevant to this thesis will be discussed. Parts of this discussion
are adopted from the literature review that was written as part of this thesis project [13]. The first and
third sub-questions mentioned in the introduction are as follows:

What is the importance of understanding the nominal wake field in propeller design, and at which points
in the aft ship design process can predicted nominal wake fields be applied?

What criteria determine the quality of a predicted nominal wake field, and what are the requirements
for accurate nominal wake field prediction?

This chapter aims to answer these sub-questions. First, relevant knowledge on propellers and rudders
will be provided in sections 2.1 and 2.2, respectively. Thereafter, different kinds of hydrodynamic in-
teraction are touched upon in section 2.3. The wake field will be introduced in section 2.4, followed by
cavitation theory in section 2.5. Sections 2.6 and 2.7 will elaborate on energy saving devices (ESDs)
and the gate rudder (GR), and finally, in section 2.8 the first and third sub-questions will be answered
by drawing conclusions based on the content of this chapter.

2.1. Propellers
Propellers are the most common propulsion system found on board modern ships. The main purpose
of a propeller is to convert rotational kinetic energy delivered by the propeller shaft into usable thrust by
accelerating the surrounding water. The efficiency of a propeller measures how effectively it performs
this task. This section will present a brief introduction to propellers by first introducing commonly-used
terminology and propeller types, and afterwards showing some propeller performance indicators.

2.1.1. Terminology and Types
In this report, terminology and definitions as defined by the International Towing Tank Conference (ITTC)
[14] will be followed. First, a propeller reference line is defined. This line originates at the center of the
hub and extends straight upward through the reference point (center) of the root section of one of the
blades. Propeller rotation will be given with respect to this generator line, so a zero-degree rotation will
always be an orientation where one blade faces directly upward.

Propeller pitch P is defined as the distance that the propeller would travel in one revolution without
slip. Pitch is often given with respect to propeller diameter as the pitch ratio P/D. As pitch usually
varies along the propeller radius R, it is common practice to provide a P/D ratio at 70% radius, as that
area is most representative of propeller behaviour and generally bears most thrust. There are more
important ratios, like the expanded area ratio AE/A0, denoting the percentage of surface area of the
propeller plane that is covered by the propeller. It can be larger than one if the propeller blades overlap.
Futhermore, the thickness ratio of the propeller at a certain radius is given by t/c where t and c denote
blade thickness and local chord length, respectively. Lastly, the hub ratio dh/D is a measure for the
hub size with respect to the propeller diameter.

3
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Skew and rake angles are defined by the tangential and axial angles between the propeller reference
line and the blade reference line, which connects all average chord points on the propeller with each
other. Skew and rake are usually applied to modify propeller-induced pressure pulses, therefore chan-
ging cavitation behaviour.

The most commonly used propellers are fixed pitch propellers (FPP) and controllable pitch propellers
(CPP). The most important difference is that using a CPP allows the operator to rotate the propeller
blades and set a desired pitch angle, leading to better manoeuvrability and adaptability to different
operational profiles. However, this comes at the cost of larger hub losses and higher maintenance cost
due to the additional systems required. FPPs are less expensive but have an optimal working point, so
in case of multiple operational profiles a trade-off has to be made.

2.1.2. Performance Indicators
To be able to compare the performance of different propellers, advance velocity vA, thrust T and torque
Q are often expressed non-dimensionally [15], see equation 2.1:

J =
vA
npD

KT =
T

ρn2
pD

4
KQ =

Q

ρn2
pD

5
(2.1)

Where J is the advance coefficient, KT the thrust coefficient and KQ the torque coefficient. Further-
more, vA is the advance velocity, or the relative velocity of the blade with respect to the water. Lastly,
np is the propeller speed in rotations per second.

From these three dimensionless parameters, the open water efficiency η0 can be determined as shown
in equation 2.2.

η0 =
1

2π

TvA
Qnp

=
KTJ

2πKQ
(2.2)

The nominator in equation 2.2 is a measure for propulsive energy, where the denominator is a measure
for the energy used to turn the propeller. The open water efficiency includes axial, rotational and viscous
losses but does not include losses due to interaction effects.

Plotting KT , KQ and η0 against J results in an open water propeller plot, as shown in figure 2.1a. The
position at J =0, corresponding with maximum values for KT and KQ, is called bollard pull.

Figure 2.1a can be used for so-called first quadrant operation. There are four quadrants, defined by an
advance angle β, which are explained in table 2.1:

β = tan−1

(
va

0.7πnpD

)
(2.3)

Table 2.1: The four quadrants of propeller operation, including ahead and astern bollard pull.

Quadrant Advance angle vA np Interpretation
0 0 + Ahead bollard pull

1 0 < β ≤ π/2 + + Ahead operation
2 π/2 < β < π + - Breaking while ahead

β = π 0 - Astern bollard pull
3 π < β ≤ 3π/2 - - Astern operation
4 3π/2 < β < 2π - + Breaking while astern

The use of an advance angle β rather than advance velocity J prevents singularities where J → ∞.
The thrust and torque coefficients are also rewritten:

C∗
T =

T
1

2
ρv2RA0

C∗
Q =

Q
1

2
ρv2RA0D

(2.4)
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Where vR equals the advance velocity at a radius 0.7R and A0 the area of the propeller plane. C∗
T and

C∗
Q can now be plotted against β to find the four-quadrant open water diagram of a propeller, as shown

in figure 2.1b.

(a) First-quadrant open water diagram for different P/D ratios of the
Wageningen B4-85 propeller.

(b) Four-quadrant open water diagram for different P/D ratios of
the Wageningen B4-70 propeller.

Figure 2.1: First- and four-quadrant open water diagrams. From [16].

2.2. Rudders

Figure 2.2: Rudder terminology. Adapted from [17].

A rudder is a control surface used primarily for
course-keeping and initiating turns, and some-
times for roll damping [17]. Rudders have a
long history of use, dating back to ancient Egypt,
where oars were specifically positioned to func-
tion as rudders for steering [18]. Although com-
mon, rudders are not the only way for a vessel
to maintain course or initiate turns. For instance,
water jets can deflect flow by moving a bucket
to steer the vessel [19] and the Voith-Schneider
propeller allows for thrust direction control by in-
fluencing the vane-pitch angles [20]. Lastly, an
azimuthing or podded propulsor also eliminates
the need for a separate rudder.

In this section, the working principles behind
and terminology of a conventional rudder system
(CRS) will be discussed, along with an overview
of different types of conventional rudders. The
gate rudder system (GRS), which exhibits char-
acteristics of CRS’s and energy saving devices
(ESDs), will be discussed in section 2.7.

2.2.1. Terminology
Rudders function as hydrofoils and are almost always positioned at the aft of the ship on a vertical or
near-vertical axis known as the stock [21]. Each water plane slice of the rudder exhibits a foil geometry.
Various foil geometries are possible, for instance a certain NACA profile or having a fish tail. The
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simplest geometry is nothing more than a flat plate [17, 22]. Figure 2.2 illustrates some key terminology
related to the rudder from the centerline plane perspective [17]. In figure 2.2, cR, cT and c̄ denote the
root, tip and average chord length, respectively. The sweep angle Ω denotes the angle between the
1/4 chord line and the vertical mean stock line. Span s denotes the vertical distance between the root
and the tip, and from span and root chord the geometric aspect ratio is defined as λG = s/cR. The
effective aspect ratio λE takes into account the finite span of the rudder as well as asymmetry in the
rudder and is expressed as a factor kλ of λG: λE = kλλG. Not shown in figure 2.2, rudder deflection in
radians with respect to the hull it is attached to is denoted with δR. Lastly, also not shown, an important
parameter is the rudder gap, denoting the distance between the hull and the rudder root. As this region
is dominated by separation due to sharp corners, the gap width has influence on rudder efficiency.

2.2.2. Working Principle
A rudder serves as the initiator of a vessel turn [23]. The combination of rudder lift force and the
lever from this force to the center of gravity leads to a yaw moment on the hull. When the turn has
been initiated, most of the force required to turn is accounted for by the hull lift force, because the
hull under an angle of attack starts to act like an extremely low aspect ratio foil, where span s equals
draught T and chord c the distance between the forward perpendicular and the stern frame. This was
confirmed by a mathematical study performed by Fuss [24]. An overview can be seen in figure 2.3 [23].
When manoeuvring at nearly zero speed, the rudder accounts for a larger part of the force required for
turning, as there is less flow around the ship hull. Rudders of big ships account for 2 to 3 percent of
ship resistance [25]. During the design phase, rudder design is a trade-off between manoeuvrability
and efficiency which typically depends on the owners’ requirements.

(a) Rudder lift force initiating turn. (b) Ship hull acting as a lifting surface.

Figure 2.3: Hydrodynamic forces on a hull when turning. From [23].

2.2.3. Rudder Types
There are several types of rudders, differing in profile type and attachment methods to the hull. Re-
garding profile type, various options exist and a certain profile is selected or designed to optimise for
low drag or high manoeuvrability at a certain ship speed. One notable type is the flap rudder, which
features a flap at the trailing edge to be able to increase the camber of the rudder and enhance man-
oeuvrability. For attachment methods, Tupper [26] categorises rudders based on two criteria. The first
criterion divides between balanced, semi-balanced, and unbalanced rudders, based on the horizontal
distance from the centre of pressure of the rudder to the rudder stock. The second criterion corres-
ponds with the attachment position of the rudder: a spade rudder is only connected at the rudder root,
while other rudders have an additional pintle located along the span or at the tip.

2.3. Hydrodynamic Interaction
Flow around a hull with appendages is a complex phenomenon. The presence of different components
influences the flow behaviour around other components. This is called hydrodynamic interaction. This
interaction can be intended or unintended, beneficial or disadvantageous. The inflow field to a propeller,
for instance, is often heavily influenced by the presence of the hull, and this unintended interaction
needs to be accounted for in the design phase. On the other hand, an energy saving device (ESD) is
designed to have a beneficial hydrodynamic effect. Insight in hydrodynamic interaction is crucial for
reducing unwanted effects and maximising beneficial ones. This section will start by providing a short
introduction to fluid dynamics applied to hulls and foils, and thereafter discuss different types of aft ship
interaction, being propeller-hull, propeller-rudder, and rudder-hull.
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2.3.1. Boundary Layers and Flow Around a Hydrofoil
A boundary layer is the region directly adjacent to a surface, where the fluid velocity equals zero at the
surface and the free-stream velocity at the boundary layer border. Under potential flow assumptions,
fluids are considered inviscid and irrotational, resulting in a constant velocity field profile near surfaces.
However, in real viscous flows, these assumptions do not hold, and the no-slip condition must be
applied, leading to the formation of a boundary layer. We can define a surface aligned along the x-axis
with the y-axis perpendicular to it, and a fluid flowing over the surface with its velocity component in x-
direction denoted with u. The no-slip condition imposes that at y = 0, u = 0. The distance in y-direction
over which u develops from 0 to the free stream velocity defines the boundary layer. As the flow
progresses in positive x-direction the derivative ∂u/∂y|y=0 increases. The boundary layer thickness δ
typically grows as a square root of the distance from the leading edge. The boundary layer can either
be laminar or turbulent. A turbulent boundary layer has more momentum and a higher thickness than
a laminar boundary layer [25]. The development of a boundary layer can be seen in figure 2.4 [27].

Figure 2.4: Boundary layer development. Adapted from [27].

On the suction side of a foil, the maximum velocity over the foil typically occurs near the point of max-
imum thickness. From the leading edge to this point the pressure decreases, so dp/dx < 0, creating a
favourable pressure gradient and accelerating the flow. At the point of maximum velocity, the pressure
gradient is zero. Between this point and the trailing edge the pressure increases (dp/dx > 0), and the
flow decelerates. In this region of adverse pressure gradient, du/dy increases rapidly, and even flow
reversal can happen close to the surface. The point at which the flow first reverses is called the sep-
aration point as the flow will separate from the foil. An example of boundary layer separation along a
hydrofoil can be seen in figure 2.5 [25].

Figure 2.5: Boundary layer separation along a hydrofoil. Adapted from [25].

2.3.2. Flow Around a Hull
When sailing through the water, both viscous and inertial effects play a role. The former is respons-
ible for the development of a boundary layer along the ship length, the development of which will be
discussed. The latter is responsible for the wave system arising, and will also briefly be touched upon.

Hull Boundary Layer
For a hull, most part of the boundary layer is turbulent. Different regions in the flow around a hull are
shown in figure 2.6 [28]. To determine whether a flow is laminar or turbulent, the Reynolds number
shown in equation 2.5 can be used.
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Figure 2.6: Different regions in the flow around the hull. From [28].

Re =
ρvL

µ
=

vL

ν
(2.5)

In equation 2.5, v is the characteristic velocity, in this case ship speed. L is a characteristic length, being
ship length, ρ is the water density and µ and ν are the dynamic and kinematic viscosity, respectively.
The Reynolds number is a measure for the inertial forces with respect to viscous forces. In other words:
high Reynolds numbers (inertia dominates) indicate turbulence where low Reynolds numbers (viscosity
dominates) indicate laminar flow. For smooth plates, the transition between laminar and turbulent flow
lies aroundRe ~O(106) [29]. In reality, due to surface roughness, this number can become lower. Ships
typically sail at Reynolds numbers between 106 and 1010 [30]. Intuitively, at these Reynolds numbers
viscosity should not play a large role. The reason why it does, is that within the turbulent boundary
layer, the diameter L of the turbulent eddies serves as the length scale for the Reynolds number. This
very low length scale relative to the ship length leads to values of ReL possibly as low as 1 - 103.

Flow separation occurs at regions of adverse pressure gradient, often associated with the aft ship. The
locations of flow separation are therefore related with curvatures and sharp edges in the aft ship. These
design features can be tweaked. Planing hulls, for instance, trigger flow to separate at the transom and
the sides by making use of a hard chine and straight stern buttock lines in order to reduce drag and
enabling the hull to plane [31]. Likewise, sharp edges on for instance the propeller hub, rudder pintle
or the root of foils can trigger separation.

In contrast to the 2D situation in section 2.3.1, three-dimensional effects come into play when looking at
a hull boundary layer. This leads to two possible types of separation: bubble-type and vortex-type [28].
In bubble-type separation, the fluid separates in small volumes over a so-called separation bubble. In
vortex-type separation, streamlines ‘roll up’ in order to form long vortices. Vortex-type separation has
a large influence on the wake field, as will be seen in section 2.4.

Wave System
Inertial effects combined with the presence of a free surface cause a wave system to arise around a
moving hull. As this thesis focuses on underwater behaviour in the aft ship, the phenomena driving
this system will not be discussed. However, it is important to note that for ships with limited draught,
the wave system can influence the direction and magnitude of the inflow to the propeller or other com-
ponents. Additionally, the wave pressure field and potential resulting ship motions influence the flow
around the hull, leading to highly nonlinear behaviour.

2.3.3. Propeller-Hull Interaction
One of themost crucial types of interaction in the aft ship is the two-way propeller-hull interaction. As the
propeller operates in the hull wake field, its behaviour changes compared to the open-water situation.
Conversely, the velocities induced by the propeller influence flow around the hull. Lastly, the propeller
and hull cause pressure fluctuations on one another, potentially leading to unwanted effects.

In marine engineering the propeller-hull interaction is captured in two factors: the thrust deduction factor
t and the wake fraction w [15]. They are defined in equation 2.6.

t =
kpT −R

kpT
w =

vS − vA
vS

(2.6)
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In equation 2.6, kp equals the number of propellers, T the thrust per propeller, R the towed ship resist-
ance, and vS and vA the ship speed and advance velocity, respectively. The wake fraction has to do
with the wake field discussed in section 2.4 and accounts for the reduction in (average) axial inflow ve-
locity due to the presence of the hull compared to the open-water situation. The thrust deduction factor
accounts for the effect of the propeller on the hull (and rudder): because the propeller accelerates both
upstream and downstream areas, hull and rudder resistance increases, leading to a higher thrust de-
mand to overcome the higher resistance. The thrust deduction and wake factors together define the
hull efficiency ηH , which is defined as the ratio between (1-t) and (1-w).

The non-uniform inflow to the propeller leads to a varying angle of attack on a revolving blade segment,
causing cavitation-inducing pressure fluctuations. Furthermore, if the vertical distance from the pro-
peller tip to the hull is not too large, pressure fluctuations on that part of the hull with the blade passing
frequency can arise. These pressure fluctuations and possible cavitation that results from them can
lead to various unwanted effects [32], such as unwanted vibrations, on-board noise, radiated noise
harmful to marine fauna and reduced stealth in the case of naval ships.

2.3.4. Propeller-Rudder Interaction
The rudder is often positioned directly in the propeller slipstream. As a result of this, the rudder en-
counters propeller-induced pressure fluctuations, just like the hull. Furthermore, cavities shed from
the propeller, such as tip vortex cavitation or hub vortex cavitation, can implode on the rudder blade,
possibly leading to erosion. Furthermore the rudder behaviour changes with changing propeller thrust
loading [17]. With increasing thrust loading, the side force of the rudder also increases, as well as the
angle at which stall occurs [33]. Lastly, the rudder acts as a post-swirl stator, regaining some of the
rotational losses in the propeller wake field. Some rudders are optimised for this purpose, and will be
discussed in section 2.6.3.

2.3.5. Rudder-Hull Interaction
The most important interaction between the hull and rudder has already been elaborated on in section
2.2.2: the rudder serves as the initiator of a turn. However, there is one other notable effect, being
the flow straightening effect [34]. While neglecting the effect of the hull on the flow, sailing under a
drift angle (for instance due to applying a rudder angle) will lead to a decreasing effective inflow angle
to the rudder. However, the presence of the hull will lead to a straightening effect. This will lead to
an increasing inflow angle and recovery of rudder lift. This recovered rudder lift translates to a higher
overall efficiency because less rudder angle is needed leading to a smaller rudder drag.

2.4. The Wake Field

Figure 2.7: A wake field for a single-propeller container ship.

The region dominated by viscous flow behind
the ship hull is called the wake field. While
the wake field refers to this entire region, in the
context of hydrodynamic interaction, the term
is used to denote the flow field at the propeller
plane. Due to viscous and inertial effects dis-
cussed in section 2.3.2 the wake field is usually
highly non-uniform. Figure 2.7 shows an ex-
ample of a hull wake field for a single-propeller
container ship at the propeller plane.

A wake field plot, as seen in figure 2.7, usually
uses isosurfaces or numbers in the plot to de-
note the ratio of local axial velocity compared to
ship velocity, va/vS . The arrows denote the dir-
ection and magnitude of the in-plane flow, con-
sisting of the relative tangential velocity vt/vS
and relative radial velocity vr/vS . The plot is
viewed from behind the ship, looking forward
towards the bow.
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From figure 2.7 follows that due to the presence of a wake, the flow velocity diminishes locally. Some-
times, flow even reverses [20], leading to negative va/vS values. Looking at the in-plane flow, it can be
seen that the flow goes upward and inward, as can be expected for this single-propeller configuration.
In the upper half of the wake field the influence of the hull is largest, both in terms of axial velocity and
in-plane velocity. The arrows clearly show the effect of vortex-type separation leading to an inward curl
in the top half plane of the wake field.

Every hull shape has its own unique wake field for every velocity [20]. The wake field at the propeller
plane is dependent on the shape of the aft ship, the number of propellers and the placement of the
propeller. For instance, a pulling podded propeller is likely to operate in a more uniform wake field than
a propeller operating directly behind a high block coefficient oil tanker. A wake field is typically obtained
by performing model tests or a model- or full-scale CFD simulation.

Like discussed in section 2.3.3, the presence of a propeller changes the wake field. Several types of
wake fields can be distinguished, depending on the effects taken into account. The ITTC distinguishes
between two types of wake fields: nominal and effective/total [35]. The nominal wake field is the wake
field due to the hull alone. It consists of potential flow, viscous, wave action, and non-linear components.
The effective or total wake field consists of the nominal wake field combined with interaction effects
due to the presence of the propeller. It is an imaginary type of wake field and can be interpreted as the
wake field ‘felt’ by the propeller. Carlton [20] splits the effective/total wake field up into an effective and
a total wake field, where the latter represents the wake field as it could be measured in real-life with
the propeller present.

The effective wake field is used by propeller designers to base their designs on. In the Wärtsilä in-
house propeller design software Archimedes, a nominal wake field is inserted which is converted to an
effective wake field using the theoretical method of Huang and Groves [36]. This theoretical method
takes the nominal wake field, as well as the non-dimensional thrust coefficient CT (see equation 2.4)
as inputs [20], and outputs the effective wake field. Figure 2.8 illustrates the differences between the
three wake field types.

TotalEffectiveNominal

Propeller
Induced
Velocities

Propeller-Hull
interactions

Hull
(+ selected
appendages)

Figure 2.8: Nominal, effective and total wake field.

2.5. Cavitation

Figure 2.9: The phase diagram for water.
Adapted from [20].

Figure 2.9 shows the phase diagram for water [20]. It can
be seen that the phase of water is a function of pressure
p and temperature T . This implies that at a constant tem-
perature, such as the temperature of seawater, pressure
fluctuations can cause water in its liquid form to evaporate.
This phenomenon, known as cavitation, can have negative
effects, including vibrations and erosion of the propeller, the
hull, and other aft ship components, as well as disruptive on-
board noise. Additionally, cavitation can disturb marine life
and reduce stealth.

As propellers create pressure differences to generate thrust,
cavitation should be accounted for during propeller design.
In fact, propeller design is almost always a trade-off
between performance and cavitation behaviour. Whether
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or not cavitation will occur can be predicted using the cavitation number [21]:

σ =
p0 − p
1

2
ρv20

(2.7)

Where p0 is the ambient pressure, p the local pressure, ρ the water density and v0 the reference velocity.
The cavitation number corresponding to cavitation inception σv is found by substituting the vapour
pressure pv for the local pressure p in equation 2.7. If σ < σv, cavitation will occur.

Sometimes, also a pressure coefficient Cp is defined [25]. As the pressure coefficient is defined as the
negative cavitation number, cavitation will occur when σv < −Cp:

Cp =
p− p0
1

2
ρv2

(2.8)

Due to the larger pressure fluctuations, cavitation increases with higher propeller loadings. Different
types of cavitation patterns on ship propellers are shown in figure 2.10 [37]. In the aft ship, propeller-
induced cavitation can occur for multiple reasons:

• Increased propeller loading leads to higher lift and drag coefficients, causing lower minimum
pressures.

• The interaction between the propeller and another aft ship component, such as the hull, especially
if the clearance between hull and propeller is small.

• Propeller-induced pressure fluctuations due to the finite number of propeller blades [21].
• Pressure fluctuations resulting from the non-uniform inflow to a propeller blade over a revolution.

Figure 2.10: Possible cavitation patterns on ship propellers. From [37].

The latter of the mentioned reasons is highly connected with the wake field behind the ship hull, which
is why it is so important to be informed about the effective wake field while designing a propeller. For
a single-propeller vessel, the wake field typically has a V-shaped wake peak at the 12 o’clock position
[38]. In this wake peak, velocities are low due to hull-induced flow disturbances. When a blade passes
through this wake peak, the hydrostatic pressure is at its minimum. Furthermore, the reduced axial
velocities in the wake peak lead to high angles of attack on the propeller. Therefore, the local pressure
is at its lowest, increasing the risk of cavitation. It can be reasoned that the axial and tangential flow
directions have the highest influence on pressure fluctuations, as they together determine the angle of
attack on the propeller blade and subsequently the lift and drag coefficients, as well as the pressure
coefficient.

While assessing wake field-induced cavitation on a blade, typically the blade position with the largest
cavitation volume, or the volume of all vapour-filled cavities together, is selected. This position typically
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lies close to the position with the lowest margin against cavitation (the lowest pressure on the blade).
The position of the largest cavitation volume can typically be found shortly after the zero-degree position
marked by the propeller generator line. At this point, the propeller has (almost) passed the wake peak,
and all wake field-induced cavitation is fully developed. The total cavitation volume on a blade at this
position can serve as a measure of the influence of the presence of the hull on propeller cavitation. An
example can be seen in figure 2.11.

(a) Distribution of pressure coefficient Cp. (b) Distribution of cavitation volume.

Figure 2.11: Assessment of wake field induced cavitation on a propeller blade after wake peak passing.

2.6. Energy Saving Devices
Appendages, for instance in the form of fins, ducts or stators, that are aiming to optimise the hydro-
dynamic behaviour of a vessel, are called energy saving devices (ESDs). All energy saving devices
either aim to decrease the thrust deduction by improving the propeller-hull interaction, or to improve
the propulsor’s efficiency [39]. After a short period of interest during economical and oil crises in the
1970s, when oil prices dropped again in the 80s the interest in ESDs diminished. This was also due to
difficulties regarding discrepancies between model- and full-scale test results [40].

Due to the goal of reducing emissions worldwide and rules and regulations that follow from this, to-
gether with increasing fossil fuel prices, energy saving devices have regained interest. As was already
stated in the introduction of this report, not only fossil fuel powered vessels can benefit from increased
hydrodynamic efficiency. For vessels that are powered by alternative of renewable fuels, that often still
suffer from volumetric or gravimetric fuel storage constraints, the increased autonomy by making use
of energy saving devices can increase their range of application.

Figure 2.12: Wärtsilä EnergoFlow. From [41].

There are various different types of ESDs, and they can
be classified in various ways. Mysa, for instance, classi-
fies ESDs based on whether they are located upstream or
downstream of the propeller [42]. Carton and Jin also use
this classification, and so does Anschau. However, the
former authors also distinguish ESDs that are located at
the propeller plane [20, 43], and the latter also distinguish
ESDs that are a combination of upstream and downstream
ESDs [44]. Another way of classification is working prin-
ciple based. Xu divides between ESDs that aim to optim-
ise the inflow of water to the propeller, recover propeller-
induced rotative energy, reduce the tip vortex strength or
are a complete substitute for a conventional propeller [45].
Turkmen [46] divides between post-swirl, pre-swirl, stern
flow regulating and complex ESDs. Lastly, Spinelli [47] di-
vides between pre-swirl, ducted and post-swirl ESDs, which
is also the division that will be used in this section.
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2.6.1. Pre-swirl
Apart from generating thrust, the rotatingmotion of a propeller leads to rotational kinetic energy losses in
its wake, that get larger for higher propeller rotation rates. The idea behind pre-swirl generating ESDs is
that by inducing pre-swirl the propeller is able to operate at a lower rotation rate while still encountering
the same angle of attack [39]. In this way, rotational kinetic energy losses will theoretically reduce and
ideally diminish. Apart from being able to decrease rotational kinetic energy losses, pre-swirl stators
can also help to decrease fluctuations in blade loadings. As discussed in section 2.7, due to ship
geometry the water velocity in the wake field often has a positive z-component. This can be beneficial
during a downward movement of a propeller blade, but decreases the lift during upward movement and
induces fluctuations in the blade loading. An asymmetric pre-swirl stator can help to reduce this effect.
An example of a pre-swirl stator is the Wärtsilä EnergoFlow [41], which is shown in figure 2.12. The
EnergoFlow consists of three foils that are connected at the tips. It makes sense that the EnergoFlow
is located on port side: if it were placed on starboard side but still deflected the flow downward, it would
actually reduce the thrust generated by the clockwise-rotating propeller.

2.6.2. Ducts
Ducts that aim to optimise the inflow to the propeller plane have a long history, described in many papers
[39, 45–47]. Consisting of a curved hydrofoil, they can be either symmetrical or asymmetrical. Ducts
are usually placed around the propeller (ducted propellers), or upstream of it. Ducted propellers are
typically used in low-speed situations, such as towing (bollard pull) and trawling. Because they directly
increase the velocity at the propeller, they reduce propeller thrust and torque. However, the duct itself
generates a thrust that is higher than the decrease in propeller thrust at low speeds. In bollard pull, up
to 50% of the thrust can be generated by the duct [20]. However, due to drag increase the efficiency
of the duct diminishes with increasing velocity.

Figure 2.13: Various upstream duct
designs. From [47].

Upstream ducts typically aim to optimise the inflow to the propeller,
improving the propeller-hull efficiency. Some examples can be seen
in figure 2.13 [47]. It can be seen that some upstream ducts oper-
ate in combination with pre-swirl stators. Most upstream ducts are
located at the top half of the propeller plane. By increasing the flow
velocity in this top half, the wake field becomes more uniform, redu-
cing pressure fluctuations and possibly cavitation on the propeller
blades.

2.6.3. Post-swirl
Energy saving devices of the post-swirl category aim, just like pre-
swirl ESDs, to mitigate rotational kinetic energy losses. However,
they act as a ’post-treatment’ instead of generating pre-swirl, which
is why they can also be classified as ’energy recovery’ energy sav-
ing devices. There are various ESDs that are designed to operate
behind the propeller, such as different kinds of blades or fins (pro-
peller boss cap fin, hub vortex vane) that recover energy from the
propeller hub vortex [47]. Another existing application is extending
the propeller hub towards the rudder [45]. This can improve the flow
straightening effect of the rudder. Furthermore, this decreases the
size of the zone of low pressure behind the propeller hub, decreas-
ing the effect of the propeller hub vortex.

2.7. The Gate Rudder
The gate rudder was invented by Sasaki and Kuribayashi in 2012 and first mentioned by Sasaki in 2013
[8, 9]. The main difference between the gate rudder and a conventional rudder is that the two blades
of a gate rudder are placed alongside the propeller instead of in the propeller slipstream. Because
of this, the gate rudder is supposedly able to generate a net thrust force instead of a net drag, which
is one of the main reported working principles of the gate rudder [48]. Initial designs were a two-foil
configuration on both sides of the propeller that did not wrap around the top side of the propeller, and
a configuration that wrapped around the top of the propeller in which both blades were connected and
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could only be pivoted together [49]. The most recent design consists of two foils that wrap around the
top and sides of the propeller and are able to pivot individually, and can be seen in figure 2.14 [10].
In figure 2.14, the first full-scale gate rudder ever installed on the 2400 deadweight tonnage vessel
Shigenobu is shown. The Shigenobu was equipped with a gate rudder system (GRS) in 2017, while

Figure 2.14: A gate rudder installed on the Shigenobu. From [10].

her sister ship Sakura remained sailing with a conventional rudder system (CRS), enabling comparing
the performance between the vessels. Next to the Shigenobu, two other vessels were equipped with
a GRS in 2021, being the Shinmon maru and Koshin maru. In 2022 the Nogami was converted, being
the fourth vessel featuring a gate rudder [50].

The gate rudder is currently being investigated by the European Union-funded project GATERS, which
has a sub-license agreement with the gate rudder patent holder, Wärtsilä Netherlands [11]. Within this
project, MV Erge became the fifth gate rudder equipped vessel in 2023. MV Erge also has a sister ship,
MV Erle, allowing for comparative studies [51].

2.7.1. Reported Benefits

Figure 2.15: Gate rudder operation modes.
Adapted from [52].

The main benefit of the gate rudder over a conventional rud-
der is the alleged power saving. Both the Shigenobu and
the Erge reported significant savings after their retrofit to a
GRS. For the Shigenobu, an average power saving of 14%
has been reported, with peaks up to 27% compared to her
sister vessel Sakura [10, 53]. The Erge reported power sav-
ings over 35% after being retrofitted to a GRS compared to
the situation just before retrofitting. Compared to the power
usage just after newbuild, the savings were still over 20%
[51]. However, discrepancies arise when comparing the full
scale results to model tests and CFD results. For instance,
in 2015 Sasaki [49] only reports savings in the range of 6-
8% for model and CFD tests. Bureau Veritas even reports
an adverse power saving of 3-4% while evaluating the feas-
ibility of implementing a GRS on a container vessel [54]. On
the other hand, Köksal [55] reports a 22% benefit regard-
ing power requirements for a GRS-equipped 1:21.7 scale
model of the Erge.

A possible explanation for the observed discrepancies are
scale effects. Because of smaller Reynolds numbers for
model tests, flow around model scale vessels tends to be
more laminar than in real-life. Because a conventional rud-
der is positioned in the turbulent propeller slipstream and
the gate rudder is not, the gate rudder will suffer more from this effect, leading to larger differences
between model and full scale [56, 57]. Hussain et al. [58] performed a numerical study on small (3
m) and large (6 m) model scale, as well as full scale (69 m), and found that on larger scales the gate
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rudder generates relatively more thrust compared to scaled-down models. Furthermore, due to the
gate rudder affecting the advance velocity of the propeller and this phenomenon also being subject to
scale effects, the ITTC wake scaling procedure can not be applied when a gate rudder is applied [58].

Another reported benefit of the gate rudder is its improved manoeuvrability and better seakeeping
compared to a conventional rudder. Because both gate rudder blades are individually rotatable, a lot
of different configurations can be used, as can be seen in figure 2.15 [52]. After the retrofit of Erge
[51] it was directly reported that overshoot angles while steering were reduced, the turning circle speed
increased and the crabbing mode turned out to work conveniently. However, also for manoeuvrability
different studies provide discrepant findings. From MARIN research, for instance, no manoeuvrability
benefits for a 214 m vessel were found during model tests. [59]. Instead, a negative outcome was
found compared to a conventional rudder due to sub-optimal use of the propeller flow field.

Lastly, model tests of the Erge show that using a gate rudder less cavitation on the propeller occurs due
to the lower propeller thrust. Furthermore, the gate rudder is not located in the wake of the propeller
like a conventional rudder, preventing shed cavitation to collapse on the rudder blade [60]. This leads
to less noise emissions. What adds to the reduction of noise is the fact that the gate rudder serves as
a sound barrier around the propeller, reflecting and scattering emitted noise. Model tests of the Sakura
show similar results [61].

2.7.2. Working Principles
At the time of writing, there is no consensus on the primary working principle of the gate rudder. How-
ever, the theory most commonly mentioned in GATERS and Sasaki literature is the net thrust effect.
This theory states that the gate rudder delivers net thrust, in contrast to a conventional rudder, which
typically generates net resistance [46].

The gate rudder is shaped like an accelerating duct. In the aft ship, water flows inward toward the
propeller plane. Combined with the forward ship speed and the gate rudder’s position at both sides of
the propeller, the gate rudder generates a lift force that can be decomposed in a force parallel to the
sailing direction and a force perpendicular to the sailing direction, oriented to the propeller [46]. This
effect in combination with the accelerating duct effect leads to the presence of a region of low pressure
located on the insides of the gate rudder blades at the leading edges, increasing the positive force on
the gate rudder blades and unloading the propeller.

A critical point to note is the gate rudder’s function as a duct: tip clearance, or the distance from the
propeller tip to the inside of the duct, highly affects the duct efficiency [62]. Generally, tip clearance
should be kept as low as possible [20]. This condition is not met by the gate rudder, making it less
likely that double-digit efficiency improvements arise solely from the duct effect. However, a numerical
study described that a beneficial effect was found when placing the gate rudder at a distance of 1.25R
compared to 1.5R from the propeller, whereR is the propeller diameter [46]. Therefore, the gate rudder
is usually designed to operate at a distance of 1.2-1.4R from the propeller [58].

2.8. Conclusions
This chapter aimed to provide an answer to the first and third sub-question of this thesis. These sub-
questions are as follows:

What is the importance of understanding the nominal wake field in propeller design, and at which points
in the aft ship design process can predicted nominal wake fields be applied?

What criteria determine the quality of a predicted nominal wake field, and what are the requirements
for accurate nominal wake field prediction?

This chapter has provided a hydrodynamical background for this thesis report. After introducing the
main aft ship components, propellers and rudders, the complex relationship between these compon-
ents and the ship hull was elaborated on. To design a propeller with optimal performance and to prevent
cavitation-induced hindrance levels to be exceeded, knowledge of the wake field is essential. In partic-
ular, understanding the effective wake field is crucial. It was explained that the current incorporation of
wake field information in the propeller design process involves obtaining a nominal wake field through
model or CFD tests, after which themethod of Huang andGroves is used to scale the nominal wake field
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up to the effective wake field. As was mentioned in the introduction to this thesis, due to ever-increasing
demand for higher efficiencies and the resulting developments in the field of energy saving devices and
the gate rudder, iterative and integrated aft ship design processes might in the future be preferred over
linear ones. As performing model tests after every small change in hull form or after every appendage
is infeasible, and performing CFD calculations is costly and time-intensive, being able to quickly predict
a nominal wake field would be a good first step in facilitating this modern iterative design approach.

The quality of a predicted nominal wake field regarding propeller performance is determined by the level
of accuracy in representing the velocity distribution behind the ship hull. This implies that the average
predicted velocity in the ship wake (represented by the wake fraction w), as well as individual predicted
velocities in the wake field, should lie close to the expected values. In this project, predicted wake
fields will be evaluated using a score assigned by a “loss function” (a concept that will be introduced in
section 3.1.6), which will be used to fine-tune the models.

When evaluating the quality of a predicted nominal wake field in terms of cavitation behaviour, its
performance depends on the extent to which a propeller designer can use the prediction to estimate
the wake-induced cavitation behaviour of a propeller. This means that the wake field should accurately
identify regions with strong velocity fluctuations, as these lead to pressure fluctuations that may induce
cavitation. To assess the predicted nominal wake fields for cavitation performance, some predictions
will serve as input to a cavitation assessment tool. This process will be elaborated on in section 7.6.



3
Machine Learning Theory

In the field of artificial intelligence (AI), machine learning (ML) involves creating algorithms that classify
or predict the outcome of an event based on some input, without having previously seen the “correct”
output. The models used are regression or classification models. There are different ways to train
a machine learning model, but the training always involves a dataset of some kind. Although the
name “artificial intelligence” suggests otherwise, machine learning algorithms are not really intelligent.
Instead, statistics lie at the basis of all algorithms, varying from the simplest linear regression to the
most complex deep neural network algorithms.

This chapter will present a background onmachine learning and, similar to chapter 2, is partially adopted
from the literature review conducted as part of this thesis project [13]. The aim of this chapter is to
partially answer the second sub-question of this thesis, which was presented in the thesis introduction:

Which machine learning algorithms and structures are most suitable for predicting the nominal wake
field, and what are the steps that need to be taken to develop such models?

In this chapter, part of this question will be addressed. This will be achieved by first introducing key
machine learning concepts and terminology in section 3.1. Subsequently, the two machine learning
algorithms used throughout the thesis project, namely support vector machines and neural networks,
will be elaborated on in sections 3.2 and 3.3, respectively. Thereafter, existing literature on wake field
prediction using machine learning is elaborated on in section 3.3.5. Finally, a conclusion to this chapter
will be presented in section 3.4.

3.1. Fundamentals of Machine Learning
In this section, the fundamentals of machine learning will be discussed. First, the main concepts and
some terminology are introduced, and an explanation of what a dataset consists of follows. There-
after, the concepts of classification, regression, machine learning types and feature engineering are
explained. Lastly, the use of a loss function will be elaborated on.

3.1.1. Main Concept and Terminology
Every machine learning model is equivalent to a function y(x) that takes input x and transforms it to
an output y [63]. Two phases in the existence of a machine learning model can be distinguished: the
learning phase and the production phase. During the learning phase, the function y(x) is defined:
the machine learning algorithm is selected, the values of relevant hyperparameters are defined and
the model parameters are determined through model training. Hyperparameters are settings that are
defined before training a machine learning model, such as the amount of layers in a neural network
or the learning rate. Model parameters are the parameters that are determined during the training of
the machine learning model and essentially contain the “learned information” by the machine learning
model. For example, w and b in the linear regression equation y = wx+b are model parameters [64].

Several activities occur during the learning phase. First, a data set needs to be collected and prepared.

17
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Thereafter, the inputs (or “features”) of the machine learning model need to be extracted from the data
set in a process called feature engineering. Next, the selected machine learning model is trained,
meaning that all model parameters are determined by using a learning algorithm. Lastly, the trained
model is evaluated and if necessary a next design iteration is started. When the machine learning
model has been tested and validated, it can be deployed and enters the production phase, where it
can be used on new examples that it has never encountered before. The machine learning project life
cycle by Burkov [65] is shown in figure 3.1 and will be used throughout this thesis report.

Learning phase

Goal
definition

Data
collection

Feature
engineering

Model
training

Model
evaluation

Production phase

Figure 3.1: Machine learning project life cycle. Adapted from [65].

3.1.2. The Dataset
In a machine learning project, a dataset is typically represented as {(x1, y1), (x2, y2), . . . , (xN , yN )}. In
this set, every vector xi is called a feature vector. A feature vector xi is a vector of features with length
D: xi =

[
x
(1)
i , x

(2)
i , . . . x

(D)
i

]
. Every feature corresponds to a property of the input, and each feature

in every feature vector corresponds to the same property. In the case of this thesis, for instance, x(1)

might refer to the ship velocity vS . If so, every feature vector xi would have its first entry x(1)
i represent

ship velocity. The amount of entries in the feature vector is called the dimensionality D [64]. Note that
the subscript denotes the vector in the dataset, and the superscript between brackets the feature within
a vector.

Every element yi is a label, which contains the “right answer” given the feature vector. It is used
to properly train a machine learning model in supervised and semi-supervised learning. As will be
discussed later, some types of machine learning do not require the data set to be labelled, or only to
be partially labelled.

Figure 3.2: Underfit (green curve), overfit (red
curve) and balanced fit (blue curve) on a dataset.

Adapted from [66].

For machine learning purposes, the dataset is split into min-
imally two subsets, the largest of which (usually 80% or
more) is called the training set. The training set is used
to determine the model parameters, such as the weights in
a neural network. In addition to the training set, there is a
validation set [63]. This validation set is used to check the
chosen hyperparameters and the selected algorithm. It is
not used in fitting the model parameters, so it can serve as
an indicator of the quality of the fit. Sometimes, a so-called
test set is kept apart. Burkov [64] recommends using the
test set to check the performance of the model before going
into production. As it is not used to fit the model paramet-
ers or tune the hyperparameters and is therefore unseen by
the machine learning model, the test set can be used to get
unbiased insight in model performance. Bishop [63] recom-
mends using a test set to evaluate the performance of the
model if overfitting is suspected.

A machine learning algorithm and the tuning of its hyperparameters could be too general, leading to
an underfit of the data (equivalent to using a linear function to estimate a higher-order function). On
the other hand, an overfit could also occur (equivalent to using a higher-order function to estimate a



3.1. Fundamentals of Machine Learning 19

Figure 3.3: Classification versus regression. Adapted from [67].

low-order function). This means that the model is so tightly fit to the training data and its potential errors
that it can predict the training data really well, but will very poorly work on validation or test data. It is
important to select the algorithm and tune the hyperparameters in such a way that a balanced fit is
achieved. Underfit, balanced fit and overfit are illustrated in figure 3.2 [66].

3.1.3. Classification and Regression
Machine learning models can be used for classification or regression. The difference between clas-
sification and regression can be seen in figure 3.3 [67]. In classification, a machine learning model
aims to assign a label to an unlabeled example. There is a finite set of classes to which every label
belongs [64]. This classification can be binary (on/off, spam/no spam, day/night) or multiclass (red/or-
ange/green, high/medium/low). During the training phase of a classification model a decision boundary
is constructed. This decision boundary divides the samples from different classes as good as possible:
all data points on one side get class A, all data points on the other side get class B. The way in which
the decision boundary is directed influences the classification performance of the model. In multiclass
classification, more than one decision boundary is present. When the data is not perfectly separable,
defining a decision boundary is always a trade-off.

In regression, a value is assigned to an unlabelled example. This is directly analogous to a regression
line in a graph. The decision on which type of regression should be taken (algorithm selection) and the
fine-tuning of the hyperparameters happens in the learning phase. To judge the quality of a regression,
a cost function (such as least-squares) should be minimised. However, the cost function does not
necessarily say anything about the level of overfitting.

3.1.4. Types of Machine Learning
There are three main branches in machine learning: supervised, unsupervised and reinforcement learn-
ing [68]. Semi-supervised learning, a hybrid method between supervised and unsupervised learning,
is often considered as a fourth branch [63, 64]. The main principles of supervised, unsupervised, semi-
supervised and reinforcement learning are as follows:

• Supervised learning
In supervised learning, the machine learning algorithm optimises a function that maps an input
to an output [69]. It does so by learning from labelled examples (xi, yi). Both regression and
classification functions can be derived from supervised learning.

• Unsupervised learning
Unsupervised learning takes an unlabelled dataset {(x1), (x2), . . . , (xN )}, and analyses it. Un-
supervised classifiction is also called clustering [70]. It can be used to automatically divide data
points in groups, find outliers, or for generative purposes [69].

• Semi-supervised learning
Semi-supervised learning is a cross-over between supervised and unsupervised learning. Usu-
ally, labelled data is rare and unlabelled data are numerous [69]. Semi-supervised learning works
just like supervised learning. The unlabelled data might seem useless, but can help the algorithm
identify the distribution of the data. In other words, information is added to the machine learning
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model, potentially leading to better predictions [64].
• Reinforcement learning
Reinforcement learning is an environment-driven approach [69], meaning that the model operates
“in an environment”. This environment could be, for example, a chess match. There are usually
many choices to make and the optimal sequence of choices depends on external factors (the
opponent). By coupling risk and reward to certain actions, the expected average reward can be
calculated and the model can choose the optimal action [64].

3.1.5. Feature engineering
The process of transforming raw data into an usable dataset consisting of input vectors with features
is called feature engineering [65]. Part of this process is conceptual and consists of determining which
features to include. This choice is ideally based on specific knowledge on the problem, as it bounds the
scope of the machine learning model: the regression is only based on the features that are taken into
account. The other part of the process consists of creating the features and feature vectors. This can
be done manually or automatically. Features can for instance be scaled raw variables, combinations
of variables or categorical values converted to a numerical value.

According to Bengio et al., feature engineering is an important but labour-intensive process [71]. Fur-
thermore, it displays the main weakness of most commonly-used machine learning models: a model
on its own is unable to separate the wheat from the caff in a raw dataset. According to a 2016 survey
from Forbes, data scientists spend 80% of their time on cleaning and organising data, which includes
feature engineering [72]. Feature engineering is arguably the most critical step in the development
of a machine learning model. It is relatively simple to train multiple different models and choose the
best one, but without a properly engineered dataset no model will be able to generalise and produce
sensible results. Good features are unique, and informative, which means that they should be highly
relevant to the target variable(s).

As machine learning models can only handle numbers, all non-numerical data has to be converted to
numerical values. Various methods exist to convert all types of data to numerical values, a lot of which
are discussed by Burkov [65]. One used in this thesis project is one-hot encoding, which converts
categorical data into numerical values without introducing ordinality. This method creates n columns,
with n being the number of categories, and assigns a value of 1 to the column representing the category
while keeping all other columns to 0.

It is common practice to scale numerical features, for instance by normalising to the interval [0,1] or
[-1,1], or by standardising so that the mean µ of the feature equals 0 and the standard deviation σ
equals 1. There are several reasons to do so. In deep neural networks, scaled data speeds up the
training speed [65]. Scaling features ensures that every feature has an equal contribution, preventing
domination of a single feature [73]. Lastly, by forcing the features in a specified range, the risk of
numerical overflow errors due to very large or small numbers is mitigated.

3.1.6. The Loss Function and Gradient Descent
An essential component of every machine learning model is the loss function. Given a single prediction
made by amachine learningmodel, for instance duringmodel training, the loss function is some function
of this prediction ŷ and the label value y, which is also known as the target. Because we are usually
interested in the average performance of a machine learning model on the entire validation set, a
function of all losses together is calculated, usually being an average. This function is known as the
objective function. An example of an objective function is shown in equation 3.1. Here, the loss function
is the squared difference between the prediction and the target, making this objective function the mean
squared error (MSE).

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (3.1)

Sometimes also a cost of input factor is added to the objective function. A cost of input factor is a nu-
merical penalty that depends on the magnitude of the trained input weights. The idea behind penalising
large model weights is that smaller weights lead to simpler models. Usually, a trade-off hyperparameter
(for instance C) determines the balance between loss and cost of input.
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The aim of the training phase is to minimise the objective function by finding the optimal model para-
meters. In order to do this, the loss function is derived with respect to the model parameters, which are
part of the prediction ŷ. By finding the gradient, which indicates the direction of the steepest ascent of
a function, the direction of largest decrease of the loss (and therefore objective) function can be found.
A step with a certain size (learning rate α) can now be taken. This concept is called gradient descent,
and lies at the core of many machine learning algorithms. Its process is shown in equation 3.2 [63].

wj+1 = wj − α∇Li (3.2)

Where w is the parameter vector, j is the iteration, α denotes the learning rate hyperparameter and
Li equals the loss function for sample i. The variation of gradient descent which updates the model
parameters sample by sample based on the individual losses per sample, is called stochastic or se-
quential gradient descent. If the model parameters were updated by calculating the gradient based on
the combined loss of multiple samples, it would be called batch gradient descent [74].

3.2. Support Vector Machines
One of the two machine learning algorithms applied in this thesis project is support vector machine
(SVM). SVM, a supervised machine learning algorithm, is widely used for classification. Within this
thesis project, the regression equivalent of SVM was used, which is called support vector regression
(SVR). Section 3.2.1 provides a background and introduction to support vector machines. In section
3.2.2, the differences between support vector regression and support vector machine are explained.
Later in this thesis, sections 5.3 and 6.2 will elaborate on the application of a support vector machine
and support vector regression in the context of the thesis project, respectively.

3.2.1. Working Principles of Support Vector Machines
The key principle behind SVM is to consider the input data in high-dimensional space [63]. By trying to
split the data with high-dimensional planes called hyperplanes, the class of a new input can be predicted
by determining its location with respect to the hyperplane. The hyperplane is therefore also called the
decision boundary.

The equation for a D-dimensional hyperplane, where D is the number of features in x, is as follows:

wx+ b = 0 (3.3)

With parameters w and b, where w is a real-valued vector and b a real-valued constant.

The objective when training a SVM model is to find the optimal set of parameters {w∗, b∗} which do
not only correctly classify all data in the train set, but also maximise the margin around the constructed
hyperplane in order for the model to better generalise to new, unseen samples. This is visualised in
figure 3.4 [74].

Something that can also be seen in figure 3.4 is that samples to the right of the hyperplane have a
positive value, whereas samples to the left are negative. By checking the similarity in sign between
a label y and a prediction ŷ, loss can be assigned to incorrectly labelled samples. On top of this
classification loss, the margin in figure 3.4 is given by 1

||w|| . Thus, by minimising ||w|| the margin is
maximised.

The final optimisation problem, as explained by Brunton, is shown in equation 3.4 [74]. A hyperpara-
meter C that weighs the relative importance of the classification loss with respect to the margin size is
included in the objective function. High values of C will lead to a smaller margin but better classification
accuracy on the training data, while low values of C will lead to a larger margin but potentially lower
classification accuracy. Equation 3.5 summarises the loss function for an SVM.

minC

m∑
j=1

ℓ(yj , ŷj)︸ ︷︷ ︸
classification loss

+
1

2
||w||2︸ ︷︷ ︸
margin

(3.4)
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Figure 3.4: Two potential hyperplanes applied to the same set of data. In (a) the hyperplane margin is maximised, as opposed
to the situation in (b). From [74].

where

ℓ(yj , ŷj) =

{
0, if signs of yj and ŷj match;
+1, otherwise

(3.5)

As can be seen in equation 3.5, the loss function is not forgiving of noise in the data set. If the data is not
linearly separable, a hyperplane with as many misclassified samples as close to the decision boundary
is preferred over a hyperplane with misclassified samples further away. This is not accounted for by
the current loss function ℓ. To do so, and also prevent optimisation errors due to the discrete nature of
the loss function ℓ, the smooth Hinge loss function H is introduced. This Hinge loss function is zero if
the sample is correctly labelled, and proportional to the distance from the decision boundary if not [64]:

H = max(0, 1− yj(wxj − b) (3.6)

A powerful ability of SVM is its ability to enrich the feature space of the dataset in order to be able
to separate and classify the samples more easily. The data points in figure 3.5a, for instance, are not
linearly separable. By using a mapping ϕ : x 7→ ϕ(x) [64], where ϕ is of higher order than x, the dataset
is enriched and it has become easy to fit a hyperplane between the different classes. In the case of
figure 3.5b, the dataset is enriched by introducing a new dimension that is a non-linear combination of
the two existing ones: zi = x2

i + y2i for each i.

Functions that map data to a higher-dimensional non-linear space are called kernel functions. Per-
forming such calculations is time-intensive. Furthermore, selecting the appropriate kernel function for
a specific problem is, although an educated guess can be made, an iterative process. Fortunately,
the method of Lagrange multipliers can be used to solve the optimisation problem. This is known as
the “kernel trick” [64] and essentially is a work-around to reduce computational cost associated with
high-dimensional feature spaces. One of the most widely used kernel functions is called radial basis
function (RBF), which measures the distance between data points and uses this information to map all
points in higher-dimensional space, where they are easily separable by hyperplane. This allows the
SVM to create complex and curved decision boundaries [75].

3.2.2. Support Vector Regression
Support vector regression (SVR) is the regression counterpart of SVM. Unlike SVM, the goal of SVR is
not to find a hyperplane that serves as a decision boundary with a margin as high as possible. Instead,
the goal is to find a hyperplane that best fits the high-dimensional relationship between the different
features. This difference, as well as the slight difference in terminology, is shown in figure 3.6.

In figure 3.6 can be seen that what was previously called the margin, is now called the ε-tube. Samples
that fall within this “tube” do not get penalised, even though they are not exactly aligned with the hy-
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(a) Linearly inseparable data points
(b) Linearly separable data points after feature space

enrichment

Figure 3.5: Transformation to a higher-dimensional space of a dataset, making it easily separable by a hyperplane.

(a) Support vector machine (b) Support vector regression

Figure 3.6: Differences between SVM and SVR. Adapted from [76].

perplane. In this way the algorithm is forgiving to (small) errors in the dataset, and a low level of noise.
Bishop [63] presents both an objective and loss function for support vector regression. The objective
function is shown in equation 3.7 In this equation, the term ||w|| appears, although it has less of a
physical interpretation as compared with SVM. Minimising the parameter ||w|| is equal to regularising
the model, which means that model complexity is penalised. The loss function, which is essentially an
updated version of the SVM Hinge loss function, is shown in equation 3.8 [63].

minC

m∑
j=1

ℓ(yj , ŷj) +
1

2
||w||2 (3.7)

where

ℓ(yj , ŷj) = Eε(yj , ŷj) =

{
0, if |ŷj − yj | < ε;
|ŷj − yj | − ε, otherwise

(3.8)

3.3. Neural Networks
Artificial neural networks (ANN), or just neural networks (NN), are machine learning models inspired by
the human brain [77]. Developed from the mid-20th century [78], they feature deeply interconnected
“neurons” called units or nodes divided over multiple layers. A neural network structure is shown in
figure 3.7 [79]. As information only flows from left to right in figure 3.7, this type of network is often
called “feedforward neural network” (FNN).
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Figure 3.7: Structure of a neural network (NN). From [79].

This section discusses the theory relevant to this thesis regarding neural networks. Section 3.3.1 will
explain the key concepts of neural networks. In section 3.3.2 ensemble models will be discussed.
Although ensemble models are not exclusively used with neural network algorithms, in this thesis, the
ensemble method’s submodels will consist solely of smaller neural networks. Afterwards, section 3.3.3
will explain the concept of memory in neural networks by delving into recurrent neural networks (RNN)
and long short-termmemory (LSTM) networks. Lastly, section 3.3.4 will elaborate on finding the optimal
set of hyperparameters in a process called hyperparameter tuning.

3.3.1. Working Principles of Neural Networks
As can be seen in figure 3.7, a neural network consists of a D-dimensional input layer, one or more
hidden layers and an output layer. It is conventional to denote variables like y with a super- and subscript
y
(n)
l,u , where l and u represent the hidden layer index and unit index within the layer, respectively. The
superscript (n) is used when y is a vector, to denote the entry in the vector. Therefore, the network
shown in figure 3.7 can be described using equations 3.9 and 3.10 (adapted from [64]).

y = f NN (x) = f o(f hn
(f h2

(f h1
(x)))) (3.9)

f l(z)
def
= g l(Wlz+ bl) (3.10)

The bold-face functions in equations 3.9 and 3.10 are vector functions of the same size as the amount
of units per layer. The function g is usually a non-linear activation function. In words, in every neuron
(unit u) in a layer, a bias bl,u is added to the linear combination of all outputs from the previous layer
multiplied by a weight wl,uyl−1. This result is then passed through the typically non-linear activation
function gl, which is usually, but not necessarily, the same for all units in a layer. In every layer, all weight
vectors wl,1 . . .wl,n form the layer weight matrix Wl and all biases bl,1 . . . bl,n form the bias vector bl.

Figure 3.8 provides a closer look at this process. Unit u1,1 is displayed. Because this is the first unit
in the first hidden layer, it takes the output of the input layer x as inputs. After multiplying all features
in x by their respective weights w

(n)
1,1 , they are summed together with bias b1,1 upon entering the unit.

The summation is then passed through the activation function to obtain the numerical value of the first
feature of the input to the next layer, y(1)1 . It can already be seen that with an increasing amount of
layers and nodes, the amount of parameters increases rapidly.

Activation Functions
The activation function, which processes the summation of the previous layer’s outputs and the bias, is
the component that introduces non-linearity to the neural network - although also linear activation func-
tions exist. Apart from being linear or non-linear, important characteristics of activation functions include
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Figure 3.8: Unit u(1,1) at position 1 in the first hidden layer h1 of a neural network.

their differentiability (continuous or discontinuous), their range, and whether they are saturating or non-
saturating. Differentiability is required for model training, whereas being saturating or non-saturating
indicates whether the limit of the activation function’s derivative approaches zero as it tends to infinity.
Some commonly used activation functions are listed below. Their graphs and equations are shown in
figure 3.9 and equation 3.11:

• The Linear or identity activation function simply passes the input value unchanged. It is continu-
ously differentiable, non-saturating and its range is (−∞,∞).

• ReLU stands for rectified linear unit and is a ramp function. It outputs 0 for all x ≤ 0 and x for all
x > 0. It is not differentiable without manually setting the derivative at x = 0 to either 0 or 1, after
which it becomes piecewise differentiable. ReLU has a range of [0,∞).

• The Logistic or sigmoid activation function is a continuously differentiable saturating function with
a range of (0, 1), making it suitable for binary classification.

• The TanH activation function is defined by the hyperbolic tangent function and behaves similarly
to the logistic activation function, with the primary difference being its range: (−1, 1).

(a) Linear (b) ReLU (c) Logistic (d) TanH

Figure 3.9: Graphs of the Linear, ReLU, Logistic and TanH activation functions.

Linear: ReLU: Logistic: TanH:
g(x) = x g(x) = max(0, x) g(x) = 1

1+e−x g(x) = ex−e−x

ex+e−x (3.11)

Deep Learning
When a neural network has many hidden layers, it is referred to as a deep neural network (DNN), in
contrast to a regular neural network, which is called shallow. There is no specific number of hidden
layers that classifies a neural network as deep, but it generally requires at least two. The models trained
in this thesis often have more than two hidden layers. However, due to the relatively shallow nature of
the developed models compared to more advanced models, the term “deep” will not be used.
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Model Parameter Tuning
Neural networks can easily become very complex, featuring a large number of weights and biases.
Finding the optimal set of model parametersmay seem like a challenging task, but in practice, it primarily
requires proper book-keeping. A popular optimisation algorithm is called backpropagation and its steps
are described below [80]:

1. Define a loss function: because this is a function of both the prediction and the targets, all weights
and biases are incorporated in the loss function.

2. Initialise all weights and biases. Typically, small random values around 0 are used. The reason
for using random values is that if all weights and biases were set to a fixed value, such as zero,
there would be no differentiation between layers and nodes. As all routes through the neural
network would then be identical, there would be a lack of asymmetry in the network. In that case,
the algorithm would not be able to find the gradient of the loss function [81].

3. Compute the next prediction by running one sample from the training dataset through the neural
network using the initialised weights and biases. Calculate the loss based on the prediction and
the target. To increase training speed, the average loss of multiple samples is sometimes used
to train the model. This so-called batch size is a hyperparameter of the neural network. This step
is called the forward pass because information flows from input to output.

4. Using the chain rule, calculate the partial derivatives of the loss function with respect to all weights
∂L/∂w

(k)
(i,j) and biases ∂L/∂b(i,j). The chain rule is used to compute all these partial derivatives,

that together form the gradient, by systematically applying the derivatives through the layers of
the model. This step is the reason why activation functions need to be differentiable. Because
the starting point for calculating all derivatives is the output side of the network, this step is called
the backward pass.

5. Update the weights w
(k)
(i,j) and biases b(i,j) by taking a step with size α (the learning rate hyper-

parameter) in the direction of largest descent of the loss function, which is the negative gradient.
6. Repeat the from step 3. A complete cycle through all samples in the training set is called an

epoch. Optimisation usually stops when the decrease in loss falls below a certain threshold or
the maximum (pre-defined, hyperparameter) number of epochs has been reached.

It should be noted that there are several ways to calculate the updated weights and biases in step
5. An algorithm to perform this calculation is called an optimiser. In this thesis, the popular Adam
optimiser was used, which adjusts the learning rates for each parameter and helps the model learn
more efficiently [82].

3.3.2. Ensemble Methods
An ensemble method combines outputs from multiple base models, which may individually have low
accuracy, using averaging, majority voting or a meta-model to achieve better performance than using
a single model. Averaging means taking the average of outputs of all base models. Majority voting is
often applied in classification and means that the class that the majority of base models predict will be
selected. A meta-model is a top-layer machine learning model that is trained to combine the outputs
from the base models. An ensemble method does not require either the meta-model or any of the base
models to be a neural network. However, in this thesis, the only ensemble model used is one built
exclusively with neural networks as both meta- and base models.

Three commonly used types of ensemble learning methods are bagging, boosting, and stacking. Bag-
ging involves dividing the training data into multiple subsets, on which models are trained. The final
result is obtained by averaging the predictions of the base models. Bagging is used to reduce the vari-
ance of model predictions. Boosting involves sequentially training multiple base models, where newer
models are trained to correct the errors of the older models. It is used to reduce the bias of model pre-
dictions. Lastly, stacking involves training multiple base models, using their predictions as inputs for a
top-level meta-model. Stacking aims to use the strengths of different models to reduce both the bias
and variance of the predictions. Budu [83] summarises the key differences between bagging, boosting
and stacking in table 3.1.



3.3. Neural Networks 27

Table 3.1: Key differences between bagging, boosting and stacking. Adapted from [83].

Bagging Boosting Stacking
Approach Parallel training of

weak models
Sequential training of
weak models

Aggregate predic-
tions of models in
meta-model

Subset selection Random sampling Not required Not required
Goal Reduce variance Reduce bias Reduce variance and

bias
Model combination Majority voting or

averaging
Weighted majority
voting or averaging

ML model (meta-
model)

3.3.3. Recurrent Neural Networks and Long Short-Term Memory
Until now, only feedforward neural networks have been discussed. Feedforward neural networks work
well when the inputs have a constant shape and do not necessarily have a sequential relationship.
Sometimes, however, a prediction does not only need to be a function of the current input, but also of
previous inputs. A neural network architecture that can handle this kind of sequential input values is
called a recurrent neural network (RNN). A more advanced solution is called long short-term memory
(LSTM). Both architectures are discussed in this section.

Recurrent Neural Networks
A vanilla recurrent neural network is shown in figure 3.10 [84]. It can be seen that the structure in
general is similar to a feedforward neural network, but the output from the activation function loops
back into the weight and bias summation. For readability, the network in figure 3.10 has been “rolled
out” to show two timesteps. Based on figure 3.10, the following statements can be made:

• The inputs xi have a sequential (e.g. temporal) relationship. For example, in figure 3.10, x1 could
denote yesterday’s temperature and x2 today’s temperature.

• Element i in the output vector y represents a prediction for timestep i + 1. Depending on the
application, either the entire output vector or only its last element can be returned as the predic-
tion. In figure 3.10, only the final prediction y(2), which represents tomorrow’s temperature, is of
interest. In this case, the prediction of today’s temperature y(1) is of no interest because today’s
measurement is already available.

• All weights and biases (in this case w1, w2, w3, b1 and b2) remain constant over all timesteps. This
allows the RNN to handle inputs of variable size.

Unit u1

x2 w1

b1

∑ Activation
function

w3 b2 y(2)

Unit u1

x1 w1

b1

∑ Activation
function

w3 b2 y(1)

w2

Timestep 2

Timestep 1

Figure 3.10: Recurrent neural network structure showing two time steps. Adapted from [84].

The fact that all weights and biases remain constant over all timesteps allows the RNN to handle
variably-sized inputs, but it is also its greatest weakness. Since the output from unit u1 is multiplied
with weightw2, which is constant over all timesteps, over time the first input gets multiplied by wt

2, where
t equals the amount of timesteps. This can lead to gradient issues:
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• When w2 < 1, the gradient of the loss function with respect to w2 approaches zero over time. This
leads to slow optimisation and is known as the vanishing gradient problem.

• When w2 > 1, the opposite occurs. Due to the constant multiplication by a number greater than
1, the first timestep’s input will become relatively more important than later inputs over time. This
is known as the exploding gradient problem.

In order to prevent the vanishing/exploding gradient problem, new recurrent neural network algorithms
have been developed, a popular one being long short-term memory.

Long Short-Term Memory
Long short-term memory (LSTM) is a popular recurrent neural network structure. The network features
a so-called long-term memory called a “cell state” Ct, and a short-term memory called a “hidden state”
ht, where t denotes the timestep. It is designed in such a way that the cell state does not encounter
the vanishing/exploding gradient problem. An overview of a long short-term memory unit is shown in
figure 3.11 [85].

ht

∏ ∑
Ct

(1)

w2 b1

∑

xt

w1

σ

(2)

w3

w4 b2

∑
σ

∏

w5

w6 b3

∑
TanH

(3)

w8 b4

∑

w7

σ TanH

∏

ht+1

Ct+1

Figure 3.11: Long short-term memory unit. (1) = forget gate. (2) = input gate, where right side = potential long-term memory
and left side = percentage of potential long-term memory to remember. (3) = output gate, where right side = potential

short-term memory and left side = percentage of potential short-term memory to remember. Adapted from [85].

Starting at the left side of figure 3.11, the current values of the long-term memory Ct and short-term
memory ht can be seen. In combination with the input xt, in region (1) the percentage of long-term
memory to retain is determined. This is done by passing the short-term memory and input, multiplied
by weights and incremented by a bias, through the sigmoid activation function, resulting in a value
between 0 and 1. Because this is the step that allows the cell state to “forget” part of its content, region
(1) is called the forget gate.

Region (2) is called the input gate, because in this region the input to the long-term memory is de-
termined. At the right side of region (2) the potential long-term memory to add is determined using the
weighted short-term memory and input, and a bias. The TanH activation function is used to obtain a
value between -1 and 1. On the left, the actual added percentage of the potential long-term memory is
determined, in a way similar to the forget gate.

Finally, in region (3), which is called the output gate, the new short-termmemory is determined. For this,
the long-term memory is passed through a TanH activation function and multiplied with a percentage
that - again - follows from the short-term memory, input and a bias. The resulting new short-term
memory ht+1 is also the model’s output from timestep t. By adding multiple LSTM units, additional
timesteps can be calculated.
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3.3.4. Hyperparameter Tuning
Model parameters like weights and biases are determined in during model training. On top of this,
the optimal set of hyperparameters corresponding to a model also needs to be determined. Although
some hyperparameters can be determined through reasoning (a non-linear problem requires non-linear
activation functions), most of the hyperparameters in a neural network are usually determined in a
process called hyperparameter tuning. Among neural network hyperparameters that can be tuned
are the amount of layers in the net, the amount of nodes per layer, the activation function per layer,
the implementation of regularisation techniques, and the learning rate. It can be imagined that the
hyperparameter space, consisting of all possible hyperparameter combinations, gets very large very
easily. Therefore, multiple hyperparameter tuning algorithms exist. Some common algorithms are
described in this section.

Grid Search
Grid search is the simplest of all hyperparameter tuning algorithms. It “exhaustively searches over
a predefined set of hyperparameters” [86], making it a very slow algorithm when the hyperparameter
space is very large. It makes no informed decisions on which parts of the grid to assess first. When
time constraints are not a factor, grid search is a solid and thorough tuning algorithm.

Random Search
Random search is a hyperparameter tuning algorithm that randomly selects entries from the hyper-
parameter space and evaluates them. Although random search is still a relatively brute-force method,
it can be more efficient than grid search, especially when the number of possible combinations to try is
limited. Due to its deviation from the grid, random search allows for testing more values of the different
variables with the same number of tried hyperparameter combinations.

Bayesian Search
Bayesian optimisation works by building a surrogate model using results from past attempts of hyper-
parameter combinations. It uses this surrogate model to select the next combination of hyperparamet-
ers that appears the most promising. In theory, the optimal set of hyperparameters should be found in
less time compared to grid search and random search [65, 86].

Hyperband Search
Hyperband is a relatively new hyperparameter tuning algorithm introduced by Li et al. [87] in 2018.
Instead of creating a surrogate model to increase tuning efficiency like Bayesian methods, Hyperband
accelerates the random search algorithm by employing aggressive early stopping. By early stopping the
trial of a hyperparameter combination when performance is already lacking after a few epochs, a much
larger portion of the hyperparameter space can be explored in the same amount of time. The authors
even claim that with Hyperband, an order-of-magnitude decrease in computation time compared to
Bayesian tuning techniques is achieved [87].

3.3.5. Literature on Wake Field Prediction
During the literature review that was conducted as part of this thesis project [13], literature on wake
field prediction using machine learning was collected and analysed. A summary of this literature is
presented in this section.

Hwangbo and Shin published on the statistical prediction of wake fields in 2000 already [88], making it
the first paper to delve into predicting wake fields using machine learning. They used an artificial neural
network and their dataset consisted of design parameters and measured wake fields of 57 vessels,
varying from container vessels to very large crude carriers. Their input consisted of a description of the
hull by means of a grid, where every grid point referred to the intersection between a waterline and a
station line. Every data point in the grid consisted of the angle between the centre line of the vessel
and the line from the ship middle line plane at the propeller to the corresponding intersection. Hwangbo
and Shin used a symmetric representation of the wake field and reached a correlation of 80% between
the input and output data.

Another paper was written by Kim and Moon in 2006 [89]. This paper builds upon the work by Hwangbo
and Shin: Kim and Moon use the same data set and the same way of representing the input. However,
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instead of a regular neural network, theymake use of a neuro-fuzzy system (NFS). This is a combination
of fuzzy logic and a neural network. In fuzzy logic, an exact (“crisp”) value is fuzzified, which means
that it is (potentially partially) assigned to a certain set with a value on the interval [0,1] [90]. A simple
example: driving 80 km/h on a highway can be considered ’slow’ with a value of 1. Driving 120 km/h is
considered ’fast’ with a value of 1. An intermediate value, say 100 km/h, is then considered 0.5 ’slow’
and 0.5 ’fast’. This is represented in figure 3.12. There can, of course, be infinitely many categories.
After fuzzification, logic rules (IF-THEN, OR, AND, etc) can be applied. Combining this with a neural
network, Kim and Moon achieved higher accuracy than Hwangbo and Shin. Although the authors do
not provide a performance metric, it can visually be confirmed that the NFS outperforms the ordinary
neural network described by Hwangbo and Shin.

Figure 3.12: Fuzzification.

In 2023, research onwake flow characteristic prediction using deep
neural networks and transfer learning was published by Lee and
Lee [91]. This research focuses on predicting viscous resistance
and the wake distribution for container ships, with a specific type
of ESD attached: the flow control fin (FCF). The input consists of
six design variables specific to the FCF, as well as geometric in-
formation of the hull shape. Lee and Lee [91] assumed the cir-
cumferential distribution of the axial velocity to be symmetrical in
the xz-plane. They used eight Fourier series to the tenth order to
prepare the axial wake field for training. A similar approach was
followed in this thesis, as will be discussed in section 4.3.2. The
aim of their research was to use a method called transfer learning
to extend a model trained on data from a 1000 TEU container ship
to be able to predict results from 2500 and 3600 TEU container
ships, with limited data.

A common factor across all existing literature on wake field prediction is that the features to all described
models consist of geometric representations of the ship hull. This thesis focuses on nominal wake field
prediction using only basic ship parameters as features. No existing literature on nominal wake field
prediction using these types of input features was found.

3.4. Conclusion
In this chapter, the main concepts of machine learning have been introduced. Firstly, the fundamentals
of machine learning were discussed, followed by a more thorough introduction to both support vector
machines and neural networks. Lastly, existing literature on wake field prediction was summarised,
identifying that all existing literature makes use of geometric representatoins of ship hulls. Based on
the information provided in this chapter, part of the second sub-question of this thesis can be answered:

Which machine learning algorithms and structures are most suitable for predicting the nominal wake
field, and what are the steps that need to be taken to develop such models?

From this chapter, it has become clear that linear regression models are not suitable for predicting
nominal wake fields, as the driving phenomena behind the wake field (discussed in chapter 2) are
highly non-linear. Furthermore, the preferred machine learning architecture for this problem needs to
have a sufficiently high level of complexity to learn the underlying patterns from the dataset. Section
6.2 later in this thesis will show that support vector regression lacks sufficient complexity. Lastly, the
machine learning project life cycle has been introduced, and the following chapters will walk through
this process step by step. Therefore, the remainder of this thesis will provide a full answer to the second
sub-question.
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This chapter covers the “data collection” step in the machine learning project lifecycle as described by
Burkov [65] in figure 3.1. An important first step after defining the goal of the machine learning project
is to collect and prepare a dataset that suits the problem. This dataset can either be produced for the
purpose, or an already existing dataset can be used.

In section 4.1, the collection of data will be elaborated on. This raw data needs to be filtered before it
can be used; this process is described in section 4.2. Not only are the inputs to the machine learning
project important, but the labels used in the supervised learning process are as well. They will be
discussed in section 4.3. Finally, section 4.4 will provide concluding remarks to the data collection and
preparation process, and present the characteristics of the filtered dataset.

4.1. The Dataset
As mentioned in the chapter introduction, the dataset used for a machine learning problem can either
be purpose-built or an existing dataset can be taken. Advantages and disadvantages of producing a
dataset or taking an existing one are summarised in table 4.1.

For this project, where there was not sufficient time to create a purpose-built dataset, an existing dataset
was taken fromWärtsilä’s in-house propeller design software, Archimedes. Section 4.1.1 will elaborate
on this software. Afterwards, in section 4.1.2, the used variables from the dataset will be discussed.

4.1.1. Wärtsilä Archimedes
Archimedes is Wärtsilä’s in-house propeller design software. It consists of various modules that can be
used in several design stages. Among others, the available functionalities consist of cavitation analysis
using Cavprop, Mpuf, PropCav, and Procal, blade thickness checks, ice class checks, corrosion fatigue
analysis, hub stress and strength calculations, propeller benchmarking, and creating hydrodynamic
documentation.

31
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Table 4.1: Advantages and disadvantages of using an existing dataset or using a purpose-built one.

Advantages Disadvantages
Existing dataset

+ Inexpensive in terms of time
and production cost

+ No additional complexity ad-
ded to the workflow (e.g. the
propeller design workflow)

- Data quality and informat-
iveness may be lacking be-
cause the dataset was cre-
ated for another purpose

Purpose-built dataset
+ Highly informative data can
be generated

+ Dataset size can be tailored
to the problem’s needs

- Expensive in terms of time
and production cost

- Workflow might be disrupted
due to the need to create the
dataset

Not only does Wärtsilä Archimedes allow the propeller designer to make use of the above-mentioned
tools, it also serves as a database with current and past propeller and thruster projects. It is this
database that has been used as the dataset for this thesis project. This choice was not only made
out of necessity: the ship parameters that are stored in the dataset are typically known early in the
design process, before any complex calculations or CFD analyses have been performed. To be able
to predict a nominal wake field based solely on this rudimentary dataset would therefore be of value for
the propeller designer.

4.1.2. Dataset Variables
The dataset from Wärtsilä Archimedes consists of 1799 samples. Their corresponding labels will be
elaborated on in section 4.3. The dataset variables that have been used, either to filter the dataset or
for feature engineering (see chapter 5), are shown and explained in table 4.2. In this table, the “Used
for” column denotes whether the variable has been used for filtering (F), feature engineering (FE), or
both.

4.2. Data Filtering
Following the collection of the dataset, the next step is dataset filtering, which will be described in
this section. Sections 4.2.1 to 4.2.5 will cover the removal of incomplete samples, duplicate samples,
Product, OrderKey andWakeOrigin filtering, physical outlier filtering, statistical outlier filtering, and label
filtering, respectively. This order corresponds with the order of steps taken in the project. After every
step, the number of remaining samples will be presented.

4.2.1. Incomplete Sample Removal
The first step in the data filtering process is the removal of incomplete or invalid samples. A sample is
considered incomplete if not all expected variables are present, and invalid if one or more variables are
not of the correct datatype. For instance, the variable Cb that denotes the block coefficient Cb should
be of datatype float.

All variables used for feature engineering (FE) in table 4.2 were checked for completeness, except
for ShipType and WakeOrigin. These two “special” variables will be discussed later. Within the 1799-
sample Wärtsilä Archimedes dataset, 165 invalid samples were identified, reducing the amount of
samples to 1634.

With all invalid samples removed from the dataset, some raw dataset visualisations could be created.
Visualisations and characteristics of the filtered dataset are discussed in section 4.4 and appendix B,
while those of the raw 1634-sample dataset are presented in appendix A.
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Table 4.2: Overview dataset variables used for filtering (F) and/or feature engineering (FE).

Explanation Used for
OrderKey The internal order key used by Wärtsilä to identify

projects. As order keys can start with different codes to
denote specific series, they can be used for filtering.

F

Product The Product variable is used for filtering. It denotes the
type of product, which is either Propeller, CIPS (Coastal
and Inland Propeller System, used to denote smaller
FPPs of no more than 2.5 meters in diameter), or
Steerable Thruster.

F

ShipType Variable used to denote the vessel type. FE
Lpp The length between perpendiculars of the vessel in

meters.
F, FE

Beam The beam of the vessel in meters F, FE
Cb The block coefficient CB at design draught of the vessel. F, FE

Draught The draught of the vessel in meters F, FE
ShaftHeight The vertical distance from the vessel bottom to the center

of the shaftline in meters.
F, FE

NumberOfShaftLines The number of shaft lines in the vessel. As this thesis
project focuses solely on single-propeller vessels, the
NumberOfShaftLines variable is used for filtering.

F

PropellerDiameter The diameter of the propeller in millimeters. F, FE
FSAH_ShipSpeed The vessel speed in the Free Sailing Ahead condition, in

knots.
F, FE

FSAH_RPM The rotational speed of the propeller in the Free Sailing
Ahead condition, in revolutions per minute.

F, FE

WakeOrigin A variable that denotes the origin of the wake field
information associated with the sample. Due to scaling
effects, the wake field will look different on a model scale
than on a full scale, so it is important to know this origin.

FE

4.2.2. Duplicate Removal
The data filtering step that follows on the removal of incomplete samples is removing duplicates. Du-
plicate samples not only influence dataset statistics, such as the mean and standard deviation of a
certain variable, but they can also lead to the machine learning model overfitting. If a duplicate sample
appears in both the training and validation sets, the model trained on an exact copy of that sample will
“recognise” it in the validation set. This will lead to an overestimation of model performance.

For this project, the duplicate removal has been based on the subset of dataset variables consisting
of Lpp, Beam, Cb, Draught, ShaftHeight, as well as the wake field information. If all of the variables in
this subset had identical values to an other sample or other samples in the dataset, all duplicates were
removed. From the 1634 samples in the dataset, 964 samples remained after duplicate removal.

4.2.3. Product, OrderKey and WakeOrigin Filtering
The next filtering step is based on the Product and OrderKey variables. As this thesis project focuses
solely on symmetrical single-propeller vessels, all samples with Product category Steerable Thruster
were removed from the dataset to make sure that only categories Propeller and CIPS remain.

Filtering on OrderKeys was added later in the project. Each OrderKey starts with a combination of
letters. In consultation with Wärtsilä engineers, only projects starting with PD, SNL, and SPwere selected.
This was done because these are relatively new projects, and it is likely that their associated labels,
the corresponding wake fields, are of higher quality. Therefore, this filtering method might help training
the machine learning model on a qualitatively better dataset.
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In another effort to increase dataset quality, filtering based on WakeOrigin was added. WakeOrigin de-
notes the origin of the labeled wake field data and can take any of the following values: CfdCalculationFs,
CfdCalculationMs, ModelTest, OtherProject, StandardDB, or Unknown. The first three values are self-
explanatory, denoting a full-scale CFD calculation, a model-scale CFD calculation, and a model-scale
EFD test, respectively. OtherProject means that the wake field is directly imported from another pro-
ject, such as a similar ship, and StandardDB indicates that the wake field information comes from a
standard database. Since these two categories indicate that the wake field is only a rough estimate
of the actual wake field, they are filtered out of the dataset. The Unknown category, which is the most
frequent, has a special status that will be discussed in section 5.4.

Filtering on Product, OrderKey and WakeOrigin further reduced the amount of samples in the dataset,
from 964 to 279 samples.

4.2.4. Physical Outlier Filtering
Filtering numerical variables based on physical constraints is the next step in the data preparation
phase. All these numerical variables (Lpp, Beam, Cb, Draught, ShaftHeight, NumberOfShaftLines,
PropellerDiameter, FSAH_ShipSpeed, and FSAH_RPM) were checked to ensure they have nonzero,
non-negative values. All samples that did not meet this criterion were filtered out. Furthermore, if
necessary, minimum and maximum values were set for these variables. The block coefficient variable
(Cb) was constrained to the interval [0.2, 0.9], and the NumberOfShaftLines was constrained to [1, 1],
effectively allowing only vessels with a single shaftline.

The physical outlier filtering step reduced the amount of samples in the dataset from 279 to 154.

4.2.5. Statistical Outlier Filtering
In the following filtering step, statistical outliers were detected and removed from the dataset. Z-score
anomaly detection was selected to perform the statistical filtering step. The Z-score of a sample is the
amount of standard deviations it is away from the sample mean. The Z-score can be calculated by
subtracting the mean from each sample and dividing the result by the standard deviation. Usually, a
Z-score higher than 3 indicates an anomaly [92]. Therefore, all samples with variables having a Z-score
of 3 or higher were filtered out. This led to a further reduction of the dataset size to 148 samples.

4.2.6. Label Filtering
The final step in the filtering process is applying filters based on the labelled wake fields. Firstly, a check
was performed on the completeness of the label information: if the label was missing, the sample was
dropped. Thereafter, a symmetry check was performed. The idea behind introducing a so-called asym-
metry coefficient, the calculation of which will be elaborated on in section 4.3.4, is that for a symmetric
single-propeller vessel, a more or less symmetrical wake field is expected. If the Z-score of the asym-
metry coefficient exceeded 3, indicating a high level of asymmetry, the sample was dropped. After the
final filtering step, 142 samples remained out of the initial 1799 samples. An overview of the number
of samples remaining after every filtering step is shown in figure 4.1.

4.3. Data Labels
Apart from the variables that will later be turned into features, the Wärtsilä Archimedes dataset also
includes wake field information that will be used as labels. The variables that are of interest for this
label engineering procedure are presented in table 4.3.

The variable types that are of interest consist of two integer variables and five arrays. nWakeRadii
and nWakeAngles denote the number of radii and angles at which nondimensionalised velocities in
the axial, tangential, and radial directions are given, respectively. WakeRadii and WakeAngles contain
these radii and angles. WakeRadii is zero padded to a length of 13 and WakeAngles to a length of 100.
Vx, Vt, and Vr are all arrays of size 1300. The first 13*nWakeAngles entries in these arrays represent
the nondimensionalised velocities. For every angle in WakeAngles, the nondimensionalised velocities
at every radius in WakeRadii are given, followed by zero padding until a length of 13 is reached. After
iterating through every radius for every angle, the array is zero padded to a length of 1300.

The arrays Vx, Vt and Vr that describe the wake field in three directions are not usable as labels in their



4.3. Data Labels 35

Figure 4.1: Samples from the Wärtsilä Archimedes dataset remaining after every filtering step.

Table 4.3: Overview of variables from the Wärtsilä Archimedes dataset used for label engineering.

Explanation Datatype
nWakeRadii The amount of radii at which wake

velocities are given
int

nWakeAngles The amount of angles at which wake
velocities are given

int

WakeRadii The radii at which wake velocities are
given. Normalised to the interval [0, 1].

array of floats of size 13 with
the last (13-nWakeRadii)
entries being zero

WakeAngles The angles at which wake velocities are
given.

array of floats of size 100 with
the last (100-nWakeAngles)
entries being zero

Vx, Vt and Vr Wake velocity in axial, tangential and
radial direction, respectively.
Nondimensionalised with ship speed.

array of floats of size 1300

original form, as they do not contain information on which location the nondimensionalised velocities
refer to. Furthermore, not all wake fields are given at the same interval of radii or angles.

To be able to train and validate the machine learning model, all labels should present the nondimen-
sionalised velocities in the wake field at the same radii and at the same angles. Section 4.3.1 delves
into the process of interpolating to obtain these velocities. In section 4.3.2, the use of the discrete co-
sine transform to reduce output dimensionality is elaborated on. Section 4.3.3 contains an explanation
on how the final sample labels have been built up. In section 4.3.4 the calculations for the asymmetry
coefficient, that is used to filter the raw dataset, are shown. Lastly, in section 4.3.5 the MARIN standard
for loading and saving wake field files is touched upon. It should be noted that although the procedure
is the same for the velocities in the axial, tangential, and radial directions, only the calculations for the
axial direction are presented because the final models have only been trained on axial data.

4.3.1. Interpolation of Radii and Angles
In order to present all wake field velocities at the same radii and angles, they need to be interpolated
if not already given at the desired radii and angles. First, the target points had to be determined. For
the angles, symmetry in the wake field was assumed. The justification for this assumption is that this
project focuses solely on single-propeller symmetrical vessels, so symmetrical nominal wake fields are
expected. The target angles were determined to be the 19 values between 0 and 180 degrees, in
intervals of 10 degrees, so θ = [0, 10, . . . , 170, 180].
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In order to determine the target radii, a visual inspection of the dataset was performed. It was noticed
that almost all labels provide wake field information from a radius of approximately r = 0.4R onward.
To prevent large extrapolation errors and to emphasize the important outer region of the propeller, the
set of target radii r/R = {0.4, 0.6, 0.8, 0.9, 1.0} was selected.

To prepare the raw labels for interpolation and extrapolation, the 1300-entry Vx array for each sample
has been stripped of all padded zeroes and converted into a list of lists representing a matrix of di-
mensions (nWakeAngles, nWakeRadii), where each row represents a single radius and each column
represents a single angle. Note that nWakeAngles and nWakeRadii can vary from sample to sample.
By iterating over the columns of the Vx matrix, all nondimensionalised velocities are interpolated or
extrapolated to the target radii using linear interpolation. Linear interpolation was chosen because it
allows for easy extrapolation in cases where the lowest radius at which the wake field is given lies
above r = 0.4R for a certain sample.

Figure 4.2: Cubic spline interpolation of the nondimensionalised
velocities of a wake field for a single radius in the interval [0, 180].

After interpolation to the correct wake
radii, the Vx matrix is transposed to a mat-
rix of dimension (5, nWakeAngles). Us-
ing the WakeAngles array to match each
column of Vx with its corresponding wake
field angle, the smallest subset of Vx
where the interval [0,180] still fits is pre-
served. The nondimensionalised velocit-
ies at the right angles can now be ob-
tained. While iterating over the five tar-
get radii r/R = {0.4, 0.6, 0.8, 0.9, 1.0}, the
wake angle values θ = [0, 10, . . . , 170, 180]
are calculated using cubic spline interpol-
ation. This process can be seen in figure
4.2.

After iterating over all samples, all wake
field velocities are given at the same five
radii and 19 angles. This results in an output space dimensionality of 95, which is relatively high
compared to the input dimensionality of approximately 30. One way to address this is to reduce the
number of radii and angles at which the nondimensionalised velocities are labelled. However, dropping
too many radii or angles leads to loss of information. Another option is to represent all wake field graphs
in a way that requires fewer data points than directly logging the velocities, such as using a discrete
cosine transform.

4.3.2. Discrete Cosine Transform
The discrete cosine transform (DCT) is a Fourier-like transformation first described in 1974 by Natara-
jan, Rao, and Ahmed in [93]. The DCT can transform any evenly-sampled signal into a sum of cosine
functions with different frequencies. It is therefore a transformation from the time domain (or, in this
case, the spatial domain) to the frequency domain. A property of the discrete cosine transform that
makes it suitable for compression and dimensionality reduction is the fact that most energy (informa-
tion) of the signal is packed in the first few coefficients [94]. Because of this, DCT is widely used in data
compression, especially in digital media compression like images, audio and video. The application of
a frequency domain transform like DCT to prepare wake field information for use in a machine learn-
ing model has been demonstrated before by Lee and Lee [91], who used Fourier series to the tenth
harmonic in their work, as can be seen in figure 4.3.

There are multiple types of DCT. Usually, DCT Type II is referred to as “the” discrete cosine transform.
DCT Type III is the inverse of DCT Type II and can be used to perform a back-transformation from the
frequency domain to the time domain. The equations for DCT Types II and III are given in equations
4.1 and 4.2, respectively [95].

yk = 2

N−1∑
n=0

xn cos

(
πk(2n+ 1)

2N

)
for k = 0, . . . , N − 1 (4.1)
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Figure 4.3: Pre-processing of wake field data for neural network: (a) bisecting the propeller plane; (b) harmonic analysis. From
[91].

yk = x0 + 2

N−1∑
n=1

xn cos

(
π(2k + 1)n

2N

)
for k = 0, . . . , N − 1 (4.2)

In equation 4.1, yk denotes the DCT coefficients and xn denotes the equally-spaced samples from the
original signal. In equation 4.2, which represents the DCT type III equation (the inverse of the type II
DCT), xn denotes the DCT coefficients and yk denotes the reconstructed samples.

The power of the discrete cosine transform can be seen in figure 4.4. After sampling the wake field
graph at 91 equally spaced intervals, the first 91 DCT coefficients were obtained. It can be seen that
with just the first 15 (figure 4.4b) or even 10 (figure 4.4a) coefficients, the graph can be recreated with
reasonable accuracy. Appendix C delves deeper into representing a wake field graph using its first
n DCT coefficients and shows how most of the energy is indeed stored in the first few coefficients by
presenting a graph of the number of DCT coefficients taken into account versus the mean squared
error of the reconstructed curve.

(a) Graph reconstructed from first 10 DCT coefficients (b) Graph reconstructed from first 15 DCT coefficients

Figure 4.4: A wake field velocity graph reconstructed using (a) its first 10 DCT coefficients and (b) its first 15 DCT coefficients.

Considering that all preprocessed wake field velocities are sampled at five different radii for 19 different
angles, it would not make sense to take the first 19 DCT coefficients or more to represent one wake field
graph. The number of DCT coefficients to take into account has therefore become a trade-off between
accurately representing the original wake field graph and the output space dimensionality. The number
of DCT coefficients to take has become a hyperparameter of the machine learning model.
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4.3.3. Label Engineering
Once the raw labels from the Wärtsilä Archimedes dataset were sampled at fixed radii and angles, and
the option to perform a discrete cosine transform on individual wake field graphs at certain radii had
been implemented, the next step was to create the dataset labels in a uniform manner. There were
two options: label engineering with and without using DCT.

When the discrete cosine transform is not chosen to be used, the process of creating the labels is fairly
simple. Using Python, the interpolation to the correct radii and angles as described in Section 4.3.1 is
performed. This leads to an output space dimensionality of j ·k, where j equals the number of radii and
k the number of angles to be considered. The standard values of j and k are 5 and 19, respectively,
leading to a dimensionality of 95. The resulting 3D matrix has a shape of (i, j, k), where i equals the
total number of samples.

The other option is to represent every wake field graph with the first n coefficients from its discrete
cosine transform. When this option is chosen, instead of sampling k angles from the cubic spline
interpolation described in section 4.3.1, 91 angles are sampled and the DCT process as described in
section 4.3.2 is followed. This results in a 3D matrix of shape (i, j, n) where i and j again represent the
amount of samples and the amount of radii, and n denotes the amount of DCT coefficients that have
been taken into account.

4.3.4. Asymmetry Coefficient
To be able to filter the dataset based on the quality of the labels, a “asymmetry coefficient” was defined.
Since only single-propeller symmetric vessels are considered in this research, symmetrical nominal
wake fields are expected. Highly asymmetric wake fields can therefore indicate flawed data, such as
wake field information from other types of thrusters mislabelled as propeller plane data or measurement
errors during EFD experiments.

The input to the asymmetry coefficient calculation for each sample is the Vx array, which has been
stripped of all padded zeroes and converted into a list of lists representing a matrix with dimensions
(nWakeAngles, nWakeRadii). For each radius, the list containing all velocities in the interval θ = [0, 360]
was split into a “right hand plane” list containing the values of θ between 0 and 180 degrees and another
list (“left hand plane”) containing the values between 180 and 360 degrees. The latter list was then
reversed. Since not all labelled wake fields presented velocities with a constant angular interval, both
lists were cubic spline interpolated to an interval of one degree. The mean of the absolute differences
between all left hand and right hand planes was then taken to be the sample’s asymmetry coefficient.
Filtering was based on the Z-score of each sample’s asymmetry coefficient: if the Z-score exceeded 3,
the wake field was deemed an anomaly and the sample was removed from the dataset.

4.3.5. MARIN Wake Format
Although all inputs to the machine learning model, including both features and labels, are directly
sourced from the Wärtsilä Archimedes database, there should be an easy method to import predicted
wake fields back into Archimedes for comparison. Wake fields can be imported into Archimedes via its
graphical user interface (GUI). The MARIN wake format is used within this GUI to import and export
wake fields. This wake format uses text files with a .wak extension and uniformly displays wake field ve-
locities in the axial, tangential, and radial directions, respectively. The first three lines of the file indicate
that it is a MARIN wake file, including the ID (OrderNo), the ship type, and its main parameters L, B, T ,
and CB . Thereafter, the number of radii and angles at which the velocities are provided is presented,
followed by three tables containing the Vx, Vt, and Vr information, respectively. An example is shown
in figure 4.5. In this example, angles between 40 and 320 degrees have been omitted for brevity.

Using Python, a function was written that takes all required variables (order number, ship type, length,
breadth, draught, block coefficient, wake field angles, wake field radii, and nondimensionalised velocit-
ies in axial, tangential, and radial direction) as inputs, and outputs a wake field in the MARIN format for
further analysis in Wärtsilä Archimedes.
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Wake export in MARIN format
OrderNo (As engineered)Wakefield
ShipType, L = 165, B = 26.9, T = 7.4, Cb = 0.6421

8 19
1130 1412.5 1695 1977.5 2260 2542.5 2683.75 3107.5

0 0.347 0.473 0.578 0.654 0.771 0.822 0.831 0.876
20 0.483 0.667 0.8 0.856 0.884 0.87 0.854 0.816
40 0.424 0.645 0.797 0.86 0.892 0.875 0.857 0.812

...

320 0.424 0.645 0.797 0.86 0.892 0.875 0.857 0.812
340 0.483 0.667 0.8 0.856 0.884 0.87 0.854 0.816
360 0.347 0.473 0.578 0.654 0.771 0.822 0.831 0.876

0 0 0 0 0 0 0 0 0
20 -0.001 -0.03 -0.004 0.033 -0.012 0.076 0.153 0.348
40 0.037 0.018 0.037 0.072 0.037 0.123 0.196 0.382

...

320 -0.037 -0.018 -0.037 -0.072 -0.037 -0.123 -0.196 -0.382
340 0.001 0.03 0.004 -0.033 0.012 -0.076 -0.153 -0.348
360 0 0 0 0 0 0 0 0

0 -0.091 -0.078 -0.072 -0.073 -0.081 -0.16 -0.216 -0.366
20 -0.105 -0.117 -0.124 -0.122 -0.096 -0.139 -0.178 -0.275
40 -0.085 -0.119 -0.126 -0.106 -0.088 -0.127 -0.159 -0.241

...

320 -0.085 -0.119 -0.126 -0.106 -0.088 -0.127 -0.159 -0.241
340 -0.105 -0.117 -0.124 -0.122 -0.096 -0.139 -0.178 -0.275
360 -0.091 -0.078 -0.072 -0.073 -0.081 -0.16 -0.216 -0.366

Figure 4.5: The structure of a MARIN wake file. Angles between 40 and 320 degrees have been omitted.

4.4. Filtered Dataset Characteristics and Conclusion
This chapter has described the “data collection” step in the machine learning project life cycle. By
filtering on multiple criteria, the dataset size was reduced from 1799 to 142 samples. Descriptive
statistics of all variables that will be used for feature engineering, except for WakeOrigin, are shown in
table 4.4. The WakeOrigin variable will be discussed in section 5.4. Table 4.4 shows for each variable
its mean, standard deviation, minimum and maximum value, and the values under which 25, 50, and
75 percent of the data falls, respectively. The box plots of all variables are given in figure 4.6.

It can be seen that all variables not only have values that mostly fall within a reasonable range, and their
extreme values are not considered extreme outliers. Appendix B presents several other visualisations
based on the filtered dataset, including a distribution plot, density plot, and linear correlation heatmap.
After a statistical and visual inspection of the filtered dataset, it can be concluded that the filtering
procedure was successfully applied. The next step is to perform feature engineering, which will be
described in the following chapter.
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Table 4.4: Descriptive statistics of the filtered Wärtsilä Archimedes dataset.

mean std min 25% 50% 75% max
Lpp 155.4 59.6 54.4 115.9 148.8 187.3 349.5
Beam 26.1 9.4 12.4 19.2 23.4 32.3 63.0
Draught 8.4 2.4 5.2 6.7 7.9 9.2 16.1
ShaftHeight 3.0 0.8 1.4 2.3 2.9 3.4 4.9
Cb 0.7 0.1 0.4 0.6 0.7 0.8 0.9
PropellerDiameter 5631 1564 2800 4500 5400 6500 9600
FSAH_ShipSpeed 15.7 3.3 7.4 13.8 16.0 17.9 23.5
FSAH_rpm 119.2 31.1 68.2 96.7 114.0 137.6 229.4

Figure 4.6: Box plots of all filtered variables in the Wärtsilä Archimedes dataset.
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After collecting and preparing the dataset, the next step in the machine learning project life cycle [65] is
feature engineering. This involves selecting, combining, and manipulating the variables in the dataset
to use them as inputs to the machine learning problem. This step is crucial because the features
allow the model to learn. Therefore, the features should be as informative as possible, ideally uniquely
describing every sample in the dataset.

In this chapter, the process of feature engineering is described and the features that are used in this
thesis are elaborated on. The engineered features are explained based on their category. Section 5.1
delves into variables from the raw dataset that are either directly used as features or combined with
another variable and then turned into a feature. In section 5.2, the process of feature engineering using
domain knowledge is elaborated on. Afterward, the one-hot encoding algorithm is explained in section
5.3. Feature engineering by data imputation is touched upon in section 5.4. Section 5.5 explains the
importance of normalisation or standardisation. These processes are generally recommended after
engineering the features. Finally, in section 5.6 the characteristics of the feature space are shown and
discussed.

5.1. Uncorrelated Features from Dataset Variables
Some features directly originate from one of the variables in the raw dataset. They can either be directly
turned into a feature or combined with another variable. The latter is often done when two variables are
highly correlated. Strong correlations between features should be avoided. At best, correlated features
only introduce redundancy and computational cost to the model, and at worst, they cause overfitting.

Linear correlation can be easily detected using a correlation matrix, such as the one discussed in sec-
tion 4.4. A correlation coefficient with an absolute value close to one indicates strong linear correlation,
whereas correlation coefficients with near-zero absolute values indicate no linear correlation. In con-
trast to linear correlations, higher-order correlations are harder to grasp in a single matrix. Instead, a
scatter plot or heatmap can be created for every possible combination of potential features. Higher-
order correlations can then be easily detected visually.

41
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There are multiple options to avoid feature correlation. Firstly, one of the correlated features can simply
be removed. In the case of perfect correlation, this would reduce the complexity of the model while not
removing any information from it. Additionally, the values of two features can be averaged to obtain a
single feature. Another option is to divide one feature by the other. If the features describe variables of
equal unit, this directly nondimensionalises the feature.

Variables that have directly been turned into features are Cb, PropellerDiameter, FSAH_ShipSpeed
and FSAH_rpm as they did not have a strong correlation with each other. Features created by com-
bining variables are:

• L/B, or the length-to-beam ratio, is introduced. By taking the ratio between the Lpp and Beam
variables from the dataset, this commonly used ratio is utilised as a feature instead of two highly
correlated ones.

• B/T, or the beam-to-draught ratio, is created by taking the ratio of the Beam and Draught variables
for the same reasons as the L/B feature.

• ShaftHeight/T, or the shaft height-to-draught ratio, is created in a similar manner to L/B and B/T.

5.2. Feature Engineering using Domain Knowledge
Non-linearly combining variables or existing features into new features adds information to the feature
space of a machine learning problem. Domain knowledge is essential to combine variables or existing
features in such a way that the newly engineered features represent quantities relevant to the problem.

In this section, the features engineered using domain knowledge for this project are discussed. Two cat-
egories of domain knowledge-informed features can be distinguished: features that represent physics-
based relations, referred to as derived features, are discussed in section 5.2.1, and those that are
derived (semi-)empirically are covered in section 5.2.2.

5.2.1. Derived Features
The derived features used in this project are as follows:

• Fr is a feature that combines FSAH_ShipSpeed (converted from knots to meters per second) and
Lpp, along with the gravitational constant g = 9.81 m/s2, to obtain the dimensionless Froude num-
ber shown in equation 5.1. As the Froude number represents the ratio of inertial to gravitational
forces, it intuitively adds relevant information to the feature space.

Fr = U/
√
gL (5.1)

• Re is a feature that combines FSAH_ShipSpeed and Lpp with the kinematic viscosity of seawa-
ter ν = 1.19·10-6 m2/s, resulting in the Reynolds number (equation 5.2). Representing the ratio
between inertial and viscous forces, the Reynolds number is also of interest in nominal wake field
predictions.

Re = (UL)/ν (5.2)

• Displacement. Lpp, Beam, Draught, and Cb are multiplied with a shell appendage factor s of
0.005 to find the displacement volume ∇ in cubic meters as shown in equation 5.3.

∇ = LBTCB(1 + s) (5.3)

• CNabla represents the displacement volume to length ratio C∇ as provided by Lamb [96]. This
ratio denotes the “fatness” of the vessel: higher values indicate fuller vessels where lower values
are an indication for more slender vessels. The dimensionless C∇ takes displacement volume
and vessel length as inputs and is shown in equation 5.4.

C∇ =
∇
L3

(5.4)
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5.2.2. (Semi-)Empirical Features
The (semi-)empirical features used in this project are as follows:

• Delta_Bertram is an equation for displacement mass in tonnes, derived from a semi-empirical
ship length estimation equation provided by Bertram [97]. All variables in this equation are present
in the dataset, or can be directly calculated. By re-writing, equation 5.5 was obtained. In this
equation, L is in meters, U in meters per second, and CB and Fr are dimensionless. It was
found that there is some correlation with the displacement volume feature discussed in Section
5.2.1. However, due to the semi-empirical nature of Bertram’s equation, the correlation is not
strong, and thus this feature was retained.

∆Bertram =

 Lpp

3.2U0.3
CB + 0.5

(0.145/Fr) + 0.5


1/0.3

(5.5)

• CM_HSVA is the empirical midship coefficient as proposed by the Hamburg Ship Model Basin
HSVA. The midship coefficient CM is defined as the area of the underwater cross-section amid-
ships divided by the product of beam and draught. Presented by Lamb [96] as being the best
empirical equation out of three and being the best practice estimation in Germany, the HSVA
approximation of the midship coefficient is only dependent on the block coefficient and is shown
in equation 5.6.

CM,HSVA = (1 + (1− CB)
3.5)−1 (5.6)

• KB_Schneekluth is Schneekluths approximation of centre of buoyancy (COB) heightKB, presen-
ted in Lamb [96]. It is dependent on midship coefficient CM , block coefficient CB and vessel
draught T , and its equation is shown in 5.7.

KBSchneekluth = (0.90− 0.30CM − 0.10CB)T (5.7)

• CF_ITTC denotes the dimensionless frictional resistance coefficient CF as determined by the
International Towing Tank Conference (ITTC) in 1957, described in [98]. The frictional resistance
coefficient plays an important role in the frictional resistance equation RF = 0.5ρCFSU

2 , where
RF is in Newtons, S in square meters, and U in meters per second. The empirical ITTC coefficient
is a function of the Reynolds number Re and can be seen in equation 5.8.

CF,ITTC = 0.075/(log10 Re− 2)2 (5.8)

• PD_Volker is an estimation for delivered power PD in kW by the vessel engine by Völker from
[98]. This estimation, shown in equation 5.9, combines displacement mass ∆ in tonnes with
vessel speed U .

PD,Volker = ∆0.567U3.6 · 10−3 (5.9)

• W_Taylor is the empirical wake fraction (wT ) equation by Taylor, as published in [99]. Potentially
being a very strong feature, multiple empirical wake fraction equations have been implemented,
including the British Ship Research Association (BSRA) and the Harvald estimations, apart from
the Taylor estimation. The Taylor estimate was chosen after comparison between the outcomes
of the semi-empirical equations and the calculated wake fractions from the labels. The Taylor
wake fraction estimation turned out to be the best match and the other wake fraction estimations
have been left out of the feature space to prevent strong correlations. The Taylor, BSRA and
Harvald wake fraction estimations are shown in equations 5.10 to 5.13, respectively.

wT ,Taylor = 0.50CB − 0.05 (5.10)

wT ,BSRA = −0.0458 + 0.03745C2
B + 0.1590DW − 0.8635Fr + 14773Fr2 (5.11)
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where

DW =
B

∇1/3

√
∇1/3

Dprop/1000
(5.12)

wT ,Harvald =
(
1.095− 3.4CB + 3.3C2

B

)
+

(
0.5C2

B

(
6.5− Lpp

B

))
/
Lpp

B
(5.13)

5.3. Categorical Features
All the features discussed so far have numerical values. After normalizing or standardizing, these
features can be directly used as inputs to the machine learning model. However, sometimes a feature
is not numerical but categorical. Such a categorical feature must first be converted to a numerical value
before it can be used in a model.

There are several ways to convert categorical values to numerical values. When the categories have
an ordinal relationship, this conversion is straightforward: for instance, a low-mid-high categorization
would translate into 0.0-0.5-1.0 in numerical values. When the categories do not have an ordinal rela-
tionship, they are called nominal categorical values [100]. Nominal categorical values are not associ-
ated with any numerical order or hierarchy, for instance car brands or colours. When nominal categor-
ical values are converted to numerical features by simply assigning a random value to each individual
category, false hierarchical information is introduced into the machine learning model. Therefore, an
alternative method of conversion is needed. One such method, used in this project, is one-hot encod-
ing.

In one-hot encoding, all n unique categories in a column are transformed into n new columns, each
representing one unique category. These n new columns are filled with zeros, except for the samples
that belong to the corresponding category, which are marked with a one. In this way, the nominal
categorical value is converted to numerical values without introducing ordinality to the machine learning
model. A downside of one-hot encoding is that with a large number of unique categories, a large number
of low-informative features are added to the feature space.

One of the one-hot encoded nominal categorical variables from the Wärtsilä Archimedes dataset is
ShipType. This variable denotes the ship type associated with the project. Over the years, however,
this variable has become cluttered, resulting in 145 unique categories. These categories range from
actual ship types to inconsistently inserted project titles, thereby complicating the analysis. To address
this issue, a new variable, “ShipGroup”, was created and provided by Wärtsilä, reducing the number of
categories from 145 to 18. All ShipGroup categories have been numbered in a ShipGroupNo variable,
which was one-hot encoded to serve as input for the machine learning models. An overview of all
ShipGroups with their ShipGroupNo values is shown in table 5.1.

Of all 18 ShipGroups, 9 different ShipGroups remained in the dataset after filtering, being Bulk Carrier,
Cargo Vessel, Combination Carrier, Container Vessel, Fishing Vessel, Tanker, RoRo Vessel Single,
Service Vessel and Other.

5.4. Feature Engineering using Data Imputation
As mentioned in section 4.1.2, a WakeOrigin variable describing the origin of the wake label exists
in the Wärtsilä Archimedes dataset. The possible origins are CfdCalculationFs, CfdCalculationMs,
ModelTest, OtherProject, StandardDB, and Unknown. The OtherProject and StandardDB categories
were filtered out of the dataset. In the complete dataset of 1799 samples, 1377 samples have an un-
known WakeOrigin, which means that 76.5% of all samples do not have a known WakeOrigin. After
the filtering process, which tends to include more recent and correctly labeled samples, this percent-
age drops to 16.2%. This means that 23 out of the 142 remaining samples after filtering are labelled
Unknown. Given the significant difference between a model scale and full scale wake field due to the
different Reynolds numbers, it was decided to substitute the missing data through a process called
data imputation. Whether a wake field is a model scale or full scale wake field was predicted using a
support vector machine. Sections 5.4.1 to 5.4.4 will discuss this data imputation process, elaborating
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Table 5.1: Overview of all different ShipGroups with their respective ShipGroupNo values.

ShipGroupNo ShipGroup Number of vessels
1 Bulk Carrier 147
2 Cargo Vessel 122
3 Combination Carrier 64
4 Container Vessel 309
5 Cruise Vessel 68
6 Fishing Vessel 37
7 Inland Vessel 4
8 Tanker 291
9 Navy & Coast Guard Vessel 75
10 Offshore Vessel 60
11 Passenger Vessel Single 4
12 RoRo Vessel Single 21
13 RoRo Vessel Twin 47
14 Service Vessel 149
15 Passenger Vessel Twin 5
16 Yacht 82
17 Other 210
18 Ferry 104

on the tools and libraries used, the data preparation, the training of the support vector machine, and
an evaluation of the model’s performance, respectively.

5.4.1. Tools and Libraries Used for Data Imputation
Just like the rest of this thesis project, the data imputation of the WakeScale variable was performed
using Python. For the support vector machine architecture, the svm module from the Scikit-learn library
was used [101]. To address the imbalance between samples labeled model scale and full scale, which
will be discussed in section 5.4.2, the SMOTEENN module from the Imbalanced-learn library was em-
ployed [102]. The Seaborn library [103] was used for evaluation, in particular for the confusion matrix
visualisation in section 5.4.4.

5.4.2. Preparation of the Wake Field Data
Just like during the label engineering procedure described in section 4.3, the wake fields, which serve
as inputs to the support vector machine rather than as labels in the “main” machine learning model,
needed to be prepared before use. All wake fields are interpolated to fixed radii and angles, so that
all wake field matrices have equal dimensionality and every entry in all matrices refers to the same
position in the wake field.

The next step was to reduce the amount of different classes, in a process called “binning”. As the only
classes relevant for this thesis are Model scale, Full scale and Unknown, the CfdCalculationMs and
ModelTest categories were merged into Model scale. The CfdCalculationFs category was renamed.

Thereafter, the dataset was divided into a learning and production set. The former subset consisted
of all samples with a known wake scale, and were used in the learning phase to train and validate the
support vector machine. The production set was filled with wake fields of unknown scale as their scale
needed to be predicted.

A strong class imbalance was observed in the learning set. Class imbalance is problematic in a classi-
fication algorithm because it can lead to biased models that favour the most common (majority) class,
resulting in poor performance on the less common (minority) class. This imbalance can cause the
model to have high overall accuracy but fail to correctly predict samples of the minority class, which is
to be avoided. Batista, Prati and Monard [104] explain that this problem can be solved by artificially
oversampling the minority class and undersampling the majority class. By over- and undersampling
the dataset is artificially balanced by adding and removing data points, respectively, thus reducing
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prediction errors on the minority class.

Batista, Prati and Monard propose various combined over- and undersampling techniques, of which
SMOTE-ENN was selected [104]. SMOTE (synthetic minority oversampling technique), as explained
in Burkov [65], works by randomly selecting a sample xi from the minority class, as well as its k nearest
neighbours. A random nearest neighbour xzi is then selected, and a synthetic sample is created by
interpolating between xi and xzi. ENN (edited nearest neighbours) is an undersampling technique, and
works by taking a random majority class sample and removing it from the dataset if at least two of its
three nearest neighbours are of the minority class.

The SMOTEENN module from Imbalanced-learn automatically performs SMOTE-ENN over- and under-
sampling. Its input parameters, apart from the dataset to perform the combined over- and under-
sampling on, include a parameter to set the desired class ratio after re-sampling. This parameter
was left empty, which leads to class balance. Furthermore, a random state parameter can be specified
to reproduce results by fixing the random choice of samples for re-sampling, enabling debugging.

5.4.3. Training the Data Imputation Model
After balancing the different class in the dataset, the data imputation model could be trained. To boost
model performance, a process called “repeated random subset validation” was deployed. Repeated
random subset validation is a method for model evaluation and selection, which helps in reducing
overfitting by picking the model that generalises best to unseen data. It involves the following steps:

1. Create n random training-validation sets.
2. Train n support vector machine models on the n training sets.
3. Validate all n models on all different validation sets, keeping track of all model’s accuracies on all

validation sets.
4. Calculate the variance of all n accuracies of all n models.
5. Pick the model that has the mean highest accuracy with the lowest accuracy variance on the n

validation sets.
6. Using the selected model, make predictions for the production set.

The model accuracy is calculated as shown in equation 5.14. The model accuracy is the ratio between
the number of correctly classified examples and the total number of classified examples. In equation
5.14, TMS, TFS, FMS, and FFS denote number of prediction outcomes of true model scale, true full
scale, false model scale, and false full scale, respectively. A perfectly performing model therefore has
an accuracy of 1.

Accuracy =
TMS + TFS

TMS + TFS + FMS + FFS
(5.14)

The support vector machine model was defined and trained using the svm module. The RBF kernel
was selected. Two hyperparameters associated with the RBF kernel are C and γ. The hyperparameter
C is called the regularisation parameter and can be interpreted as a cost function, trading off model
accuracy andmodel complexity. A lower value of Cmakes the model more forgiving to misclassification,
simplifying the model. High values of C lead to a more complex shape of the decision boundary and
less classification errors, but with increased risk of overfitting. The hyperparameter γ is called the
kernel coefficient and determines the influence of a single sample, meaning how much space around
the sample should be classified as the same category as the sample. Low values of gamma denote a
large sphere of influence around samples, smoothening the decision boundary. High values of gamma
lead to complexer boundaries and can, just like high values of C, lead to overfitting. A comparison of
different values of C and γ can be seen in figure 5.1 [105].

5.4.4. Evaluating and Validating the Data Imputation Model
After having obtained the best model from the repeated random subset validation procedure, the per-
formance of the model needed to be evaluated. To do this, predictions were made using the best model
based on the validation set inputs, and compared to the validation set labels. There are some random
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Figure 5.1: The influence of the RBF hyperparameters C and γ on the decision boundary of an SVM. From [105].

factors, being the random samples picked by SMOTEENN during over- and undersampling, and the ran-
dom splitting into training and validation sets during the repeated random subset validation procedure.
Therefore, the results discussed in this section are unique to a single run. By running the whole data
imputation structure multiple times, it was verified that the results discussed here are representative
for the overall model performance. The model/full scale data imputation algorithm is run during every
feature initialisation step in any wake field predicting model, after which the metrics discussed below
are obtained for that specific run.

Figure 5.2: Confusion matrix of the model/full scale
classification model.

To assess the model performance, both a classifica-
tion report and a confusion matrix have been created.
A confusion matrix is a heat map. On its x-axis the
predicted classes are shown, and on its y-axis the ac-
tual (labelled) classes. In this way, the amount of cor-
rectly and falsely predicted classes can be visualised.
A confusion matrix for the model/full scale classifica-
tion model is shown in figure 5.2. In this confusion
matrix, 0 denotes a full scale wake field and 1 a model
scale wake field. As can be seen, the model has cor-
rectly predicted all wake field scales, achieving an ac-
curacy of 1.

Apart from a confusion matrix, a classification report
was created, which can be seen in table 5.2. A classi-
fication report shows the precision, recall and F1-score
for all classes. In the classification report, just as the
confusion matrix, a full or model scale wake field is de-
noted with a 0 or 1, respectively.

Precision is the ratio between correctly predicted ex-
amples of a class and all predictions of a certain class,
so for instance, precision = TFS/(TFS + TMS). Re-
call equals the ratio between correctly predicted ex-
amples of a class and the whole size of the actual class: recall = TFS/(TFS + FMS). The F1-score
is the weighted average of precision and recall. Apart from precision, recall and F1-score for every
class, the classification report shows the model accuracy as well as the macro average (average of the
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Table 5.2: Classification report of the model/full scale classification model.

Precision Recall F1-score Support
0 1.00 1.00 1.00 22
1 1.00 1.00 1.00 16

Accuracy 1.00 38
Macro avg 1.00 1.00 1.00 38

Weighted avg 1.00 1.00 1.00 38

unweighted mean) and weighted average of the precision, recall and F1-score. The weighted average
is calculated based on the amount of samples in every class, denoted in the “support” column. As the
model/full scale classification model almost never makes a classification mistake, all of the values in
the classification report shown in table 5.2 are equal to one. Therefore, the classification model was
deemed sufficiently accurate to use the predicted wake scales for data imputation on the WakeScale
variable. The one-hot encodedWakeScale feature columns were added to the feature space.

5.5. Feature Scaling
After obtaining a set of numerical features, the final step before proceeding to model training was to
perform feature scaling. Scaling features to (more or less) equal intervals through normalisation or
standardisation is a common practice in machine learning engineering, as it can improve the speed
of convergence of a model and prevent feature dominance. Especially in gradient-based machine
learning models like neural networks, features with orders of magnitude higher values can dominate all
derivatives during the backward pass. Additionally, very large or small feature values can lead to nu-
merical instability and integer overflow. In Sections 5.5.1 and 5.5.2, normalisation and standardisation
will be discussed. Section 5.5.3 will introduce the concept of data leakage and how to prevent it.

5.5.1. Normalisation
Scaling all features back to a specified interval, usually [0, 1] or [−1, 1], is called normalisation. Because
the features are only squeezed in or stretched out to fit the desired interval, the original distribution
shape of the feature values remains the same. The normalisation equation is shown in equation 5.15,
where xnorm is the normalised value of sample x, xmin and xmax are theminimum andmaximum values
of x, and l and u denote the lower and upper bound of the normalisation interval, respectively.

xnorm =
(x− xmin)(u− l)

xmax − xmin
(5.15)

5.5.2. Standardisation
A downside of normalisation is that in the presence of extreme outliers, the majority of data will be
concentrated in a smaller sub-interval within the normalisation interval. Standardisation is the process
of manipulating features in such a way that they become zero-mean and have a standard deviation of
one, obtaining the properties of a standard normal distribution. Standardisation is better at dealing with
extreme outliers, as it will not squeeze the rest of the data into a small subset. As there are no specific
rules on whether to normalise or standardise features, both options have been tried. Neither normal-
isation or standardisation yielded better results, and it was randomly chosen to use standardisation as
feature scaling method. Equation 5.16 shows the standardisation equation.

xstd =
x− µ

σ
(5.16)

5.5.3. Data Leakage
A phenomenon that should be avoided at all costs during machine learning engineering is data leakage.
Data leakage occurs when information from the validation or test sets “leaks” into the model training
process. This means that information from the validation or test sets is used by the machine learning
model before it is supposed to be available to it. Data leakage can therefore lead to overfitting of the



5.6. Feature Characteristics and Conclusion 49

model to the validation or test sets, making it perform well on one of those two sets while being unable
to generalise to new, previously unseen data.

Data leakage can happen explicitly, for instance, by having exact duplicates in a dataset. If one du-
plicate sample ends up in the training set and the other in the validation set, the model will learn to
remember the exact label for the duplicate input, leading to seemingly good performance. It can also
happen implicitly, where not exact samples are known to the machine learning model, but other related
information. Although the risk of data leakage is not unique to feature scaling, it can easily happen
when the feature scaling is not applied properly.

To prevent leaking information from the validation and test sets to the machine learning model, nor-
malisation or standardisation should first be performed on the training set only, rather than the whole
dataset. If the dataset statistics (mean, standard deviation, minimum value, and maximum value) were
calculated based on the whole dataset before splitting into training, validation, and test sets, the training
set would contain implicit information about the validation and test sets. After normalising or standard-
ising the training set, the training set-based statistics can be used to normalise or standardise the
validation and test sets as well.

5.6. Feature Characteristics and Conclusion
This chapter has described the process of feature engineering. Some features have been directly
taken from dataset variables, while other features have been derived from or are semi-empirical fea-
tures based on dataset variables. Two categorical features (ShipGroupNo and WakeOrigin) have been
discussed, with the latter being engineered using data imputation with a support vector machine. All
features have been scaled by standardising them.

Table 5.3 presents the descriptive statistics of all engineered features, except the one-hot encoded
features ShipGroupNo and WakeOrigin. These (sets of one-hot encoded) features have been omitted
as they do not have any numerical meaning, only a categorical one. Table 5.3 is also shown in appendix
D, where also a box plot visualisation of the statistical distribution of all features is presented. Table D.1
also defines the bounds of the feature domain, which is important to take note of. Predictions based
on unseen data are more likely to be accurate when they fall within the feature domain of the model.
The distribution of each feature is shown in figure 5.3.

It can be seen that some of the engineered features have a skewed distribution, such as Displacement
and Delta_Bertram. This is not necessarily a problem, as standardisation rather than normalisation
was used to scale all features and standardisation is less sensitive to outliers than normalisation. The
most important conclusion to draw is that, according to the distributions shown in figure 5.3, and the
density plots and heatmap presented in appendix D, no two features seem to have a high correlation
(except for Cb and W_Taylor, which will be elaborated on in section 7.5). Having obtained a set of
uncorrelated features, the machine learning models can now be defined and trained.
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Figure 5.3: Univariate distribution plots of all engineered features.
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Table 5.3: Descriptive statistics of the engineered features.

mean std min 25% 50% 75% max
Cb 0.7060 0.0938 0.4420 0.6485 0.7087 0.7800 0.8850
PropellerDiameter 5631 1564 2800 4500 5400 6500 9600
FSAH_ShipSpeed 15.73 3.281 7.435 13.79 15.95 17.90 23.51
FSAH_rpm 119.2 31.12 68.20 96.70 114.0 137.7 229.4
LB 5.925 0.8070 3.367 5.446 5.988 6.422 8.812
BT 3.086 0.6332 2.110 2.617 3.036 3.350 6.508
ShaftHeightT 0.3533 0.0499 0.2231 0.3184 0.3521 0.3933 0.4732
Fn 0.2164 0.0515 0.0960 0.1878 0.2218 0.2421 0.3486
Re 1.086e9 5.634e8 2.235e8 6.748e8 9.501e8 1.378e9 3.299e9
Displacement 32839 37188 1709 10284 20162 39574 204529
Delta_Bertram 60817 101057 585.6 8140 22209 69046 772855
Cm_HSVA 0.9805 0.0211 0.8851 0.9749 0.9868 0.9950 0.9995
CNabla 0.0071 0.0025 0.0028 0.0056 0.0068 0.0083 0.0210
KB_Schneekluth 4.503 1.275 2.800 3.612 4.214 4.836 8.307
CF_ITTC 0.0015 0.0001 0.0013 0.0015 0.0015 0.0016 0.0019
PD_Volker 8733 9609 228.9 2672 4981 12449 62769
W_Taylor 0.3030 0.0469 0.1710 0.2742 0.3043 0.3400 0.3925
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The step following the feature engineering step is training the machine learning model, as can be seen
in the machine learning project life cycle [65]. Multiple different types of models have been trained.
An explanation of the chosen machine learning structures is provided in section 6.1, together with an
overview of tools and libraries used, the code framework, the training setup, visualisations, and the
used loss functions and performance metrics. Section 6.2 describes a small experiment that highlights
the importance of considering the interconnectedness between all data points in the wake field. Lastly,
in sections 6.3, 6.4, and 6.5 the tuning and training of all feed-forward neural networks, the ensemble
method and the long short-term memory model will be elaborated on, respectively.

6.1. Model Setup
This section will elaborate on everything that is constant across all trained neural networks. Section
6.1.1 will provide the overview of hardware, tools, and libraries used. In section 6.1.2, the choice for
neural networks in general as well as the specific neural network “flavours” will be explained. Thereafter,
in section 6.1.3 the code framework will be introduced. Section 6.1.4 will show the part of the training
setup that is common across all models, and in section 6.1.5 all used standard loss functions and
performance metrics are introduced and explained. Finally, sections 6.1.6 and 6.1.7 will introduce the
used visualisations and custom-built loss functions.

6.1.1. Hardware, Tools, and Libraries Used
All calculations have been performed on a laptop equipped with a 12th gen Intel Core i5-1245U CPU.
This CPU has 12 cores with a base speed of 1.60 GHz. Additionally, the laptop is fitted with 16 GB of
memory.

All modeling, validation, and visualisation for the various model architectures was conducted using
Python. In addition to the standard Python libraries such as NumPy, Matplotlib, SciPy, and Pandas,
several other libraries were used. The primary library used for defining and training most models was
TensorFlow [106], a popular machine learning framework compatible with Python and other program-
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ming languages. On top of TensorFlow, the Keras API was employed [107]. Keras is a higher-level
library than TensorFlow, providing built-in methods for specifying loss functions, model layers, training
algorithms, and hyperparameter tuners. Furthermore, Scikit-learn was used to build a simple support
vector regression model, and for some of its supporting features in the main models [101].

6.1.2. Model Architectures
Neural networks have been selected as the preferred machine learning architecture for this project.
The reasoning behind this choice is as follows. Firstly, neural networks are well-suited for recognising
complex patterns and relationships in datasets. Given the influence of complex fluid dynamics phenom-
ena in wake field prediction, the chosen machine learning architecture must be capable of capturing
this complexity. The non-linear nature of the phenomena behind wake fields is dealt with by using
non-linear activation functions within the neural network structure.

Furthermore, due to the interconnectedness between all nodes in a neural network, each output node
is informed about its surroundings. The gradients of all velocities within a wake field are constrained, so
velocity predictions at a certain point in the wake field should be made while considering the surround-
ing velocity predictions. This interconnectedness is not accounted for when using less sophisticated
machine learning architectures such as support vector regression. An example of single-point predic-
tion using a support vector regression structure is provided in section 6.2 and serves as justification for
employing the more complex neural network architecture.

A downside of using neural network architectures is their limited interpretability. While the concept
of fitting a high-dimensional hyperplane to the dataset when using a support vector machine can (to
some extent) still be visually interpreted, a neural network is typically a black box: the effect of tuning
its hyperparameters and model parameters can be evaluated and interpreted, but it is not clear which
underlying phenomena are exactly captured by the neural network and to what extent.

Lastly, neural network architectures are flexible by nature. When a larger dataset becomes available in
the future, re-training a neural network is a straightforward task. Therefore, the architectures presented
in this thesis can easily be adapted and improved by updating the dataset and re-training the models.
Three types of neural network architectures have been selected and developed during this project:

Feed-Forward Neural Network
The first type of neural network architecture deployed during this project is the feed-forward neural
network (FNN). This relatively simple type of neural network architecture served as a starting point for
the wake field predictions. FNNs were also utilised to test the effect of different loss functions during
model training, to assess the use of the discrete cosine transform (explained in section 4.3.2), and to
explore hyperparameter tuning. An in-depth explanation of the trained FNNs for this project can be
found in section 6.3.

Ensemble Method
The second type of neural network architecture is an ensemble method. Although it was explained in
section 3.3.2 that ensemble methods do not necessarily consist solely of neural networks, in this project
an ensemble of two neural network base models and a neural network meta-model was employed. The
reason to try an ensemble method was to investigate whether reducing the output dimensionality of the
base models would lead to better predictions by the meta-model. The ensemble method is elaborated
on in section 6.4. When taken to the extreme, the output dimensionality is reduced to one, representing
a single-point prediction. To demonstrate the importance of the interconnectedness between points in
the wake field, section 6.2 presents a support vector regression model that aims to accurately predict
single points in the wake field.

Recurrent Neural Network
The final neural network architecture used in this project is a recurrent neural network, specifically
a long-short term memory (LSTM) network. LSTM networks are well-suited for handling data with a
strong sequential relationship, often a strong temporal relationship. By iteratively allowing an LSTM
network to cycle through all angles in a wake field, the aim was to use the abilities of an LSTM to
handle sequentially dependent datasets, optimally accounting for the spatial sequential relationships
between velocity points in the wake fields. The LSTM network is elaborated on in section 6.5.
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6.1.3. Code Framework
For the sake of clarity, it was decided early in the project to divide all code into different Python scripts
based on functionality and/or the step in the machine learning project life cycle where each block of
code was utilised. This resulted in twelve Python scripts, of which eleven contain various functions, and
one over-coupling “pipeline” script combines those functions to step-by-step walk through the machine
learning model engineering procedure. Apart from the Python scripts, there is one JSON file containing
information about the dataset. A schematic overview of all scripts is provided in figure 6.1, where arrows
from one file to another indicate that the target file is called within the origin file. All Python files have
self-explanatory file names. Additionally, the scripts that read from and/or write to computer storage are
indicated with an asterisk (*). For simplicity, not all script calls made from function-containing scripts
are shown.

pipeline*estimate_wake_origin

data_manipulation

data_loading*

feature_engineering

data_analysis_visualisation

loss_functions

model_library

ml_model*

evaluation

export_to_wak*

data.json

Figure 6.1: Schematic overview of the code framework.

6.1.4. Training Setup
To ensure comparability between the different model architectures that were deployed, a large part of
the training setup was kept constant for all architectures. To begin with, all models were trained on the
same version of the Wärtsilä Archimedes dataset, with the same filters applied and using the same set
of features. All features have been standardised. A serious concern while training all of the models was
the dataset size. After filtering, only 142 out of 1799 samples remained. There is no consensus on the
minimumdataset size required to train an accurate, robust, and well-generalisingmodel. Although other
factors, such as the complexity of the machine learning problem and the informativeness of the features,
play a significant role in this minimum requirement, there are some rules of thumb. For instance, in
[108], a sample size of 10 to 100 times the number of features is mentioned as a rule of thumb for
estimating the minimum dataset size. Given a dimensionality of 28 features, this would imply that the
minimum dataset size for this project should be somewhere between 280 and 2800 samples, which
the current dataset does not meet.

Two problems arise when the dataset size is too small:

1. The machine learning model might learn to remember individual samples instead of identifying
underlying patterns and generalising.

2. The individual contribution of each sample becomes more significant, so if (near-)outliers end up
in the training, validation, or test set, this can cause a noticeable change in performance.

An additional problem is that during hyperparameter tuning, various combinations of hyperparameters
are tested, and those that result in the best performance on the validation set are selected. When
a large number of combinations is tested, this may lead to data leakage from the validation set to
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the model. Although this problem is not unique to small-dataset models, the risk of overfitting to the
validation set increases with decreasing dataset size [65].

To assess the level of overfitting to the validation set during model training, an additional test set was
used. This test set had not been “seen” by any model during training and was only used to assess a
model’s performance after training. Large differences between model performance on the validation
and test sets may indicate overfitting to the validation set caused by data leakage during the hyperpara-
meter tuning process.

By keeping the 75%-15%-10% train-validation-test split constant over all trained models, the effect of
the second problem on the relative comparability between all models was minimised. Additionally, to
assess the general effect of the small dataset size on all models, a cross-validation of all models was
performed, meaning that every model was re-trained multiple times on a different training-validation
split in a procedure called repeated random subset validation. The variance in model performance on
the different training-validation splits provides an indication of the sensitivity of the model to the training
data. Repeated random subset validation will be explained in section 7.4.

Another constant factor over all model architectures is that only models predicting the axial component
of the wake field were developed and evaluated. The reasoning behind this decision is that, due to
performance issues related to the dataset size and feature informativeness, a more thorough evalu-
ation of the axial component predicting models was performed. Furthermore, multiple different model
architectures (discussed in section 6.1.2) were developed in an effort to improve model performance.
It should be noted that all code was written with the other velocity components in mind, as well. As the
procedure of predicting the other velocity components is very similar to that of the axial components,
this additional functionality could easily be added in the future. Also, it was experimentally determined
that axial velocities in a nominal wake field are the most important with respect to cavitation properties,
compared to tangential and radial velocities. This will be disussed in section 7.6

Furthermore, all models that had their hyperparameters tuned using a hyperparameter tuning algorithm
used the same algorithm, Hyperband. The hyperparameter space was too large for grid or random
search to perform enough iterations, and the Bayesian optimiser kept converging to extreme values
in the hyperparameter space. Therefore, the Hyperband algorithm was the best option, preventing
memory overflow during hyperparameter tuning while still enabling the testing of many different hyper-
parameter configurations.

The final choice in the training setup, constant across all architectures, involved the implementation of
learning rate reduction and early stopping. If the reduction in the loss function stagnates during training,
the learning rate is reduced by a factor of 10, with a minimum threshold of 1*10-6. This reduction occurs
after 25 epochs of stagnation. If this reduction does not yield any improvement, the training process
is terminated after 40 epochs of continued stagnation. This approach saves time and computational
resources in cases where convergence is reached before reaching the maximum number of epochs.

6.1.5. Standard Loss Functions and Performance Metrics
This section describes all standard loss functions and performance metrics used for model training
and performance assessments. In addition to the mean squared error (MSE) between predictions and
targets, explained in section 3.1.6, these metrics include the mean absolute percentage error (MAPE),
coefficient of determination (R2), Pearson product-moment correlation coefficient (PPMCC), and an
assessment of residuals between predictions and targets.

Apart from these standard, “out-of-the-box” loss functions and performance metrics, some custom loss
functions have been developed. This was done in an effort to optimally connect the loss function to the
physical problem of predicting a wake field. These loss functions are discussed in section 6.1.7.

Mean Absolute Percentage Error
Themean absolute percentage error (MAPE) is a relative error metric, based on the mean of all percent-
ual errors between predictions ŷi and targets yi in the prediction and target arrays ŷ and y, respectively.
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Equation 6.1 shows how the mean absolute percentage error is calculated.

MAPE =
1

n

n∑
i=1

∣∣∣∣yi − ŷi
yi

∣∣∣∣ · 100% (6.1)

The mean absolute percentage error is a useful performance metric due to its interpretability as a
percentage difference between targets and predictions. However, this metric was not chosen for the
custom loss function for several reasons. Firstly, when the target or prediction values are zero or near-
zero, the MAPE value can become undefined or extremely large due to division by zero or near-zero
values. Given that the relative axial velocities, which together define the wake field, typically fall within
this range, MAPE was deemed unsuitable for this problem. Additionally, unlike the mean squared error
(MSE), MAPE does not progressively penalise larger errors more heavily than smaller errors.

Coefficient of Determination
The coefficient of determination, better known as the R-squared or R2 value, is indicative for the quality
of a linear fit [109]. Its calculation is shown in equation 6.2. In this equation, the nominator represents
the sum of squared errors between all predictions ŷi and targets yi. This is called the residual sum
of squares. The denominator equals the sum of all squared differences between targets yi and the
mean target value ȳ. This is called the total sum of squares, and is closely related to the variance of
the dataset labels, although while calculating the variance the average of all squared differences would
be taken instead of the sum. The range of the coefficient of determination is [0, 1], where a value of 0
indicates that the model does not explain any of the variability of the response data around its mean,
and 1 indicates that the model explains all the variability of the response data around its mean. This
means that with an R2-value of 0, the model does not perform better than just predicting the average
of all targets, and an R2-value of 1 indicates a perfect fit, where all predictions are equal to the targets.

R2 = 1−
∑n

i=1(yi − ŷi)
2∑n

i=1(yi − ȳ)2
(6.2)

The coefficient of determination value is useful for evaluating the goodness-of-fit of a regression, in-
dicating how well predictions match target values. In this project, it has been used to assess the
goodness-of-fit in the “actual-vs-predicted” plot that will be explained in section 6.1.6.

Pearson Product-Moment Correlation Coefficient
ThePearson product-moment correlation coefficient (PPMCC), or Pearson correlation coefficient (PCC),
is used to measure the linear correlation between variables, in this case targets and predictions. The
calculation of the PPMCC is shown in equation 6.3 [110], where the numerator represents the covari-
ance between the predictions ŷi and the targets yi. The covariance indicates the extent to which the
predictions and targets change together [111]. The denominator is the product of the standard devi-
ations of the predictions and the targets. By dividing the covariance by the product of the standard
deviations of both the predictions and targets, the correlation strength is determined.

PPMCC =

∑n
i=1(yi − ȳ)(ŷi − ¯̂y)√∑n

i=1(yi − ȳ)2
∑n

i=1(ŷi − ¯̂y)2
(6.3)

The range of the Pearson product-moment correlation coefficient is [−1, 1], where values close to -1, 0
and 1 are indicative of a strong negative, no, and strong positive correlation, respectively.

In this project, the PPMCC has been used as a metric during model training. By making predictions on
the validation set and logging the PPMCC value after every epoch, an PPMCC-vs-epochs graph can be
made. From the shape of this graph, the development of model performance over the training epochs
can be derived. This works as follows. At the beginning of the model training, the PPMCC should be
close to zero. This means that the predictions do not have any correlation with the targets. As the
model has not yet learned the underlying patterns in the training data, this is expected. As the training
continues, the PPMCC should increase. An increasing value of PPMCC is an indication that the model
is learning from the training data, resulting in better correlations between targets and predictions after
each epoch. Eventually, the PPMCC plateaus. A similar stagnation can be seen in the loss-vs-epochs
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graph. This is a sign that the model does not learn much from the data anymore, suggesting that the
model has learned as much as it can from the training data in its current hyperparameter configuration.
Lastly, if the PPMCC starts to decrease after reaching its peak, this might be because of overfitting to
the training set. When this happens, its performance on the validation set - and therefore the correlation
between predictions and targets - decreases.

Assessment of Residuals
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Figure 6.2: Bias and variance. Adapted from [112].

The residuals of a model prediction, defined as the
difference between the targets and the predicted val-
ues (yi − ŷi), can be used to assess the performance
of a model. The mean and variance of the residuals
provide insights into the model’s bias and variance, re-
spectively. The distinction between bias and variance
is illustrated in Figure 6.2 [112]. Bias and variance
are indicative of the model’s complexity. This concept
is known as the bias-variance trade-off, which implies
that more complex models tend to have low bias but
high variance, whereas simpler models show the op-
posite behaviour. This also means that bias and vari-
ance cannot be reduced simultaneously; reducing one
typically increases the other. The “sweet spot”, where
bias and variance are balanced and both acceptably
low, and minimise total error, is aimed to be found
through hyperparameter tuning and model training.

A near-zero average of residuals, indicating low model bias, is one of the factors that determine model
quality. Building on a near-zero average of residuals, the distribution of residuals is also important to
consider. When residuals are normally distributed, it indicates that errors are random and there is no
systematic over- or under-prediction of the targets. This is a sign that the machine learning model has
effectively identified all underlying patterns in the dataset.

Section 6.1.6 will present examples of visualisations based on residuals, including a visualisation that
indicates the level of normality of residuals. To quantify the level of normality, the Shapiro-Wilk test
was used. As a built-in function in SciPy, this test “tests the null hypothesis that the data [the residuals]
was drawn from a normal distribution” [113]. The stats.shapiro function returns two values: the test
statistic and the p-value. The test statistic is a real number between 0 and 1 that indicates the probability
of the residuals being normally distributed. However, the p-value also needs to be considered. Low
values (<0.05) indicate that the null hypothesis of the residuals being normally distributed should be
rejected.

6.1.6. Visualisation
This section will present the various visualisations that have been developed and generated during and
after each machine learning model training procedure. First, three different types of wake field plots will
be introduced. Next, graphs showing the development of the loss function and performance metrics
over the number of epochs during training will be presented and explained. Finally, the post-processing
visualisations generated after model training will be discussed.

Single Wake Field Plots
The first type of wake field plot is the single wake field plot. This plot takes a complete, 360-degree
wake field as input and outputs a visual representation of the wake field. The single wake field plot was
primarily used to visualise the input wake fields from the Wärtsilä Archimedes dataset, as the labelled
wake fields are provided at an interval of θ = [0, 360] degrees. The wake field plot enables the visual
inspection of the labelled wake fields. An example wake field plot is shown in figure 6.3a.

Comparison Plots
The comparison plot, or combined wake field plot, serves as an easy comparison between labelled and
predicted wake fields and is shown in figure 6.3b. It should be interpreted as follows. On the left-hand
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side of the comparison plot, the predicted wake field is shown. On the right-hand side, the labelled wake
field is shown. Since all predictions are made at the same radii, the comparison plot always starts at
the lowest standard radius of r/R = 0.4. As all wake fields in this thesis are deemed symmetrical
(and samples with excessively asymmetrical wake fields are filtered out), the angular range of both the
labels and the predictions is θ = [0, 180] degrees, allowing for side-by-side comparison as shown in
figure 6.3b.

Residual Plots
The final type of wake field plot is the residual plot. The residual plot visualises the difference between
the predicted wake field velocities and the labelled ones (yi - ŷi). Although the angular range of the
residual plot is θ = [0, 360] degrees, the left-hand and right-hand sides are equal because the angular
range of all predictions is only θ = [0, 180] degrees. The residual plot can be used to assess the extent
to which the residuals are random across all predictions and whether the distribution of residuals follows
a pattern. An example residual plot is shown in figure 6.3c.

(a)Wake field plot (b) Comparison plot (c) Residual plot

Figure 6.3: Example wake field plot, comparison plot and residual plot.

Loss and Metric Development Over Epochs
The next type of visualisation consists of graphs that display the development of some loss function or
performance metric over the training epochs. As standard loss functions and performance metrics have
been elaborated on in section 6.1.5 and the custom loss functions will be explained in section 6.1.7,
example plots will not be shown here. The following loss functions and metrics have been logged over
the training epochs and used for visualisation:

• Custom loss on the training and validation sets
• Mean squared error loss on the training and validation sets
• Mean absolute percentage error loss on the training and validation sets
• Pearson product-moment correlation coefficient on the validation set
• Learning rate

Post-Processing Visualisations
The final type of visualisations are the post-processing visualisations, based on the model predictions,
targets and residuals. They will be explained in this section.

Figure 6.4 shows an actual-versus-predicted plot. This can be interpreted as a comparison wake field
plot without the visual representation of the location of the predicted velocities, instead plotting them
against the labelled (actual) velocities. If the model were a perfect predictor of wake field velocities, all
scatter points would fall on the sloped grey line. The coefficient of determination, printed in the top left
of figure 6.4, is used as an indication of the goodness-of-fit between the predictions and the targets.

In figures 6.5a and 6.5b, a plot of residuals and a probability plot are shown, respectively. The plot of
residuals is a histogram that provides insight into the mean and distribution of residuals. The probability
plot, together with the Shapiro-Wilk test discussed in Section 6.1.5, shows the level of normality of the
set of residuals. It works by comparing the samples, in this case the residuals, with theoretical samples
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Figure 6.4: Example actual-versus-predicted plot

drawn from a standard normal distribution. A perfectly normally distributed set of residuals would result
in all scatter points falling on the red line. In the case of figure 6.5, the probability plot can be used to
conclude that although the set of residuals is relatively normally distributed towards themiddle quantiles,
the two tails of the set do not follow a normal distribution well. This is indicated by the fact that near
both extremes, the scatter points begin to deviate from the red line.

(a) Plot of residuals (b) Probability plot

Figure 6.5: Example plot of residuals and probability plot.

6.1.7. Custom Loss Functions
Asmentioned in the introduction of section 6.1.5, it is important to select a loss function that is connected
to the physical problem. By creating custom loss functions, the aim was to optimally assign higher loss
values to physically worse and lower loss values to physically better wake fields.

In a wake field, large parts are of less interest in terms of cavitation behaviour because they are not
typically located in regions where cavitation is expected. Furthermore, an out-of-the-box mean squared
error loss function would be biased towards the inner radii. Due to the nature of polar plots, data
points closer to the inner radius represent smaller areas than those located further towards the outer
radii. When using the discrete cosine transform to reduce the dimensionality of the output space, the
predictions consist of the first n coefficients calculated during the transformation. As can be seen in
appendix C, the first few coefficients are typically several orders of magnitude larger than those that
follow. The reasoning behind, as well as the calculation of the custom loss functions that have been
developed will be discussed in the following sections.

Weighted Mean Squared Error
To account for the natural bias towards inner radii when using a standard MSE loss metric, a weighted
mean squared error custom loss function was defined. First, the area weight as a function of wake field
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radius was determined. This was achieved by calculating the area of the circle with the upper bound
radius and subtracting the area of the circle with the lower bound radius. The upper and lower bound
radii are defined as the average of the radius of interest and the radius above it, and the average of
the radius of interest and the radius below it, respectively. For the lowest radius, there was no lower
bound radius. For the highest radius of 1, the upper radius was set to 1. The areas were normalised to
obtain the area ratios. For every radius, the mean squared error between the prediction and the target
was then multiplied with its respective area ratio to obtain a weighted mean squared error loss.

In addition to correcting for the represented area, the weightedmean squared error custom loss function
allows for assigning arbitrary weights to each radius. The rationale for experimenting with this custom
weighting was to emphasise regions in the wake field that are sensitive to cavitation development, such
as r/R = 0.7. However, as no significant improvement in prediction performance was observed with
various weighting configurations, all custom weights were set to one.

Velocity-Based Mean Squared Error
This loss function was only defined for models that utilised the discrete cosine transform (DCT). As
the first few coefficients calculated after the DCT are typically orders of magnitude larger than those
that follow, an out-of-the-box mean squared error loss metric would be biased towards the first few
coefficients. While this bias can be justified because the first few coefficients typically contain the most
information about the wake field, the details in the wake field that distinguish an average prediction from
a good one might be ignored. One way to address this issue is to standardise the DCT coefficients
before calculating the loss metric. Another option is to define a custom loss function that performs an
inverse discrete cosine transform before calculating the loss. This approach was implemented in the
velocity-based mean squared error custom loss function. After the inverse transform, the weighted
mean squared error loss function was applied to obtain the loss value.

Wake Fraction Mean Squared Error

Figure 6.6: Residual plot (absolute difference
between label and prediction) of a wake field
predicted by a model trained using the wake

fraction MSE.

Apart from considering every individual velocity in the wake
field, the average of all velocities should also be taken into
account when assessing the quality of a predicted wake
field. This can be achieved by calculating the nominal wake
fraction w, which is the wake fraction associated with the
nominal wake field that can be measured at the propeller
plane when only the bare hull is present. The average re-
lative velocity va/vs over the predicted wake field was cal-
culated using the same weighting for all radii as explained
in the weighted mean squared error. This average relative
velocity was subtracted from 1 to obtain the nominal wake
fraction of both the predicted and target wake fields. The
wake fraction mean squared error custom loss function con-
sists of the MSE between these two nominal wake fractions.
As can be seen in the residual plot in figure 6.6, no spatial
information is included in this loss function as it is only an
averagemetric. Therefore, the wake fractionmean squared
error custom loss function cannot be used on its own, but
can serve as a supplement to another loss function.

Combined Loss Function
The final custom loss function is a combinator loss function, which allows different loss functions to
be combined using weights. For instance, the weighted MSE can be combined with the wake fraction
MSE. Most of the trained models have been trained using this combined loss function.

6.2. Support Vector Regression Model
To quantify the importance of considering the interconnectedness between all data points in the wake
field, further justifying the choice for neural networks as preferred machine learning architectures for
this project, a simple experiment was conducted. From the original dataset, only the relative velocities
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at an angle of θ = 20 degrees at radii r/R = {0.4, 0.6, 0.8, 0.9, 1.0} were used to train a total of five
support vector regression (SVR) models that make single-point predictions.

The procedure was as follows. For every SVR model (five in total), only the label values corresponding
to the respective radius were kept. From the 136-sample dataset, a 36-sample test set was drawn.
With the remaining 100 samples, a so-called nested cross-validation was performed. This nested
cross-validation procedure is visualised in figure 6.7 [114]. The nested cross-validation serves two
purposes:

• To perform a cross-validation on the generalisation error of the SVM models.
• To perform hyperparameter tuning in such a way that overfitting is prevented.

Figure 6.7: Nested cross-validation. From [114].

As can be seen in figure 6.7, the 100-sample
dataset (denoted with “original set”) is split
up in k parts, or “folds”. For the SVR mod-
els, k = 10. By iterating through this loop
and systematically select one fold to be the
test fold and the other nine to be the train-
ing folds, the generalisation error of the SVR
models can be assessed. The difference
between nested cross-validation and “reg-
ular” cross-validation, is that for every iter-
ation, the training folds are split up again.
For the SVR models, this “nested split” con-
sisted of 5 folds. By performing a 5-fold
cross-validated grid search iteratively us-
ing four of these inner folds as training set
and the remaining one as validation set, for
every fold the optimal hyperparameters C
and γ could be determined, as well as the
resulting error on the validation set. All
SVR models used the radial basis function
(RBF) kernel. The search grid consisted of
150x150 values of C and γ, both logarithmically spaced between 10-5 and 103. For every model, cor-
responding to one of the five radii, the best hyperparameters were selected and performance metrics
were collected on the 36-sample test set. The performance metrics used are MAPE and REP (relative
error percentage). MAPE can be seen in equation 6.1, REP is defined as shown in equation 6.4. The
resulting predictions made by the five SVR models can be seen in figure 6.8, and the performance
metrics are shown in table 6.1.

REP =

√∑n
i=1(yi − ŷi)

2∑n
i=1(yi)

2
· 100% (6.4)

Table 6.1: Cross-validated values of MAPE and REP for the five single-point predicting SVR models.

Metric [%] r/R = 0.4 r/R = 0.6 r/R = 0.8 r/R = 0.9 r/R = 1.0
MAPE 28.69 22.96 21.10 14.99 11.80
REP 26.23 23.26 20.25 15.73 13.35

Several observations can be made from figure 6.8 and table 6.1. To start with, looking at the actual-vs-
predicted plots, the SVR models seem to be unable to accurately predict single points in the wake field.
A general trend that can be seen is that lower actual values are over- and higher actual values under-
predicted: the models seem to predict average values. Furthermore, both figure 6.8 and table 6.1 show
that velocities near the outer radii are easier to predict: the values of MAPE and REP decrease with
increasing radius, and the points in the actual-vs-predicted plot are closer to the diagonal.
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(a) r/R = 0.4 (b) r/R = 0.6 (c) r/R = 0.8

(d) r/R = 0.9 (e) r/R = 1.0

Figure 6.8: Actual-vs-predicted plots for the five single-point predicting SVR models.

In conclusion, these findings show the limitations of the support vector regression models in accur-
ately predicting the wake field data at an angle of 20 degrees, highlighting the need for more complex
modelling approaches than support vector regression to capture the underlying complexities. A neural
network, for instance, is better by design at capturing complex underlying phenomena and considers
the entire wake field at once, taking the values of surrounding data points into account. This finding
further answers the second sub-question regarding which machine learning architecture is most suited
for prediciting nominal wake fields.

6.3. Feed-Forward Neural Network Tuning and Training
The first type of neural network architecture deployed is the feed-forward neural network (FNN). As
mentioned in section 6.1.2, this relatively simple type of neural network serves as a good starting point.
Three different types of neural network models have been deployed, which are very similar to each
other but differ in the way the labels are presented to them, leading to different predictions.

Some of the hyperparameters of the neural networks have been determined using a Hyperband optim-
isation algorithm. Not all hyperparameters could be optimised using this optimisation algorithm because
of restrictions on the maximum size of the hyperparameter space. Therefore, the activation function
was not determined through hyperparameter tuning and for all nodes the ReLU activation function was
chosen. Apart from the tuned hyperparameters and variations in output space dimensionality, all neural
networks are identical. All hyperparameters that are consistent across all neural networks are shown
in table 6.2. The hyperparameters that are subject to tuning are listed in table 6.3.

The output layer activation function in table 6.2 is linear. This was done because predicting a nominal
wake field is a regression problem. Therefore, the output layer needs to be able to produce a wide range
of values. If a logistic (sigmoid) activation function were applied, for instance, all outputs would fall within
the range (0,1). This activation function is often used in binary classification networks. Furthermore, all
neural networks use the combined custom loss function, which combines the weighted MSE and wake
fraction MSE custom loss functions, each with a factor of 1.

Table 6.3 shows all neural network hyperparameters that are subject to tuning. A range of layers
between 1 and 5 was chosen to ensure the model remains relatively shallow. Deeper networks have a
higher capacity to learn complex patterns, but they also have a higher risk of overfitting, especially if the
dataset is not large enough. The number of units per layer is a hyperparameter that is determined for
each individual layer, allowing layers of variable size to exist throughout the model depth. The possible



6.4. Ensemble Model Tuning and Training 63

Table 6.2: Pre-determined hyperparameters across all feed-forward neural networks.

Hyperparameter Value
Input dimensionality D 28

Output layer activation function Linear
Loss function Combined custom

Optimiser Adam

Table 6.3: Feed-forward neural network hyperparameters to be tuned.

Hyperparameter Possible values Sampling method
Model depth (no. of layers) [1, 5] Steps of 1

Units per layer [0.5D, 150] Steps of 8
Dropout {0, 0.025} Choice

Learning rate [1 · 10−6, 1 · 10−4] Log sampling

values range between half the dimensionality (rounded off to 16) and 150, which is approximately five
times the dimensionality. To prevent the hyperparameter space from becoming too large, the number
of units per layer was sampled at intervals of 8.

Dropout is a regularisation measure that randomly removes a set percentage of nodes from the neural
network. The philosophy behind this approach is that by simplifying the model, the chance of overfitting
is reduced. The dropout hyperparameter is a choice: there is either no dropout, or a random dropout
of 2.5% of all nodes. Lastly, the learning rate was set to be sampled from a logarithmic scale between
minimum and maximum values of 1*10-6 and 1*10-4, respectively.

The three types of feed-forward neural networks considered in this study are: a neural network without
discrete cosine transform (DCT), and two networks with DCT - one with and one without DCT coefficient
standardisation. The rationale behind and the properties specific to these three types of feed-forward
neural networks are as follows. Firstly, the neural network without DCT serves as the fundamental
starting point of this project. The performance of this model will be used as a baseline for comparison
with all other models. The output dimensionality of this network is 95, as all labelled wake fields are
provided in the range of [0, 180] degrees with an interval of 10 degrees. The 19 resulting angles are
given at 5 different radii.

Performing a discrete cosine transform (DCT) on the wake labels was done to evaluate the effect of
reducing output dimensionality on the model’s performance, at the cost of introducing an error between
the actual wake field graph and the DCT-transformed wake field graph. After experimenting with differ-
ent numbers of initial coefficients, the first 12 DCT coefficients were selected as a compromise between
output dimensionality reduction and transformation loss. This leads to an output dimensionality of 60.
Initially, an out-of-the-box mean squared error loss function was applied to the DCT-transformed wake
fields. However, as this loss function lacks a clear relation to physical practice, it was decided to de-
velop a custom loss function in which an inverse DCT transformation is performed before calculating
the loss based on actual velocities.

Another choice regarding the DCT-transformed FNN was to standardise the labels, consisting of DCT
coefficients. Because the smallest DCT coefficients are two to three orders of magnitude smaller
than the largest ones, the rationale behind standardising the DCT coefficients was to reduce the
range of DCT coefficient values, thereby preventing the gradients from exploding or vanishing dur-
ing backpropagation. The standardised-DCT feed-forward neural network was trained alongside the
non-standardised one, enabling relative comparison.

6.4. Ensemble Model Tuning and Training
This section describes the tuning and training setup of the ensemble model. The rationale for creating
an ensemble of two sub-models is to improve prediction accuracy by reducing the output dimensionality
of each sub-model. By having each sub-model focus on predicting a smaller subset of coefficients
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more precisely, rather than attempting to predict a large number of coefficients with less accuracy, it
was aimed to enhance the overall performance of the ensemble.

The underlying trade-off being made is between output dimensionality and generalisability. While redu-
cing the output dimensionality of the sub-models can be beneficial, taking this reduction to the extreme
can stop the model from being able to generalise. This is because the model may no longer capture the
underlying relationships within the predictions. For instance, this issue was observed in the single-point
prediction example described in section 6.2. In section 6.4.1, the development of the two sub-models
is discussed. Finally, the tuning and training of the meta-model are described in section 6.4.2.

6.4.1. Sub-Models and Out-of-Fold Predictions
It was decided to train an ensemble model consisting of two sub-models, each predicting a different
subset of the 12 DCT coefficients. After inspecting figure C.7 in appendix C, which shows that the
first few DCT coefficients contain the majority of the energy or information about the original curve,
the decision was made to have the first sub-model predict the first four coefficients and the second
sub-model predict the remaining eight. Together with the over-coupling meta-model, these sub-models
form a variation on a stacking ensemble model.

The two sub-models make use of the out-of-the-box MSE loss function, as their outputs do not make
physical sense. Their hyperparameters have been tuned using the exact same configuration as the
feed-forward neural network with DCT-transformed labels without standardisation model described in
section 6.3. The only difference between the models is the output dimensionality: the first sub-model
has an output dimensionality of 20 consisting of 4 DCT coefficients provided at 5 different radii, and the
second sub-model has an output dimensionality of 40, which is the product of 8 coefficients and 5 radii.

When training the sub-models, it is essential to ensure that the training data for each sub-model does
not include information from the “main” validation set. This implies that the complete dataset for sub-
models 1 and 2 should be of the same size as the meta-model’s training set. In other words, there
should be as many predictions from sub-models 1 and 2 as there are samples. This can be achieved
by using k-fold cross-validation, combining the out-of-fold predictions to match the dataset size.

In this case, by using 8-fold cross-validation, each sub-model is trained on 7 folds andmakes predictions
on the remaining fold. This process is repeated for all 8 folds, ensuring that each data point is used
for both training and validation without overlap. All out-of-fold predictions are combined into the final
set of predictions made by sub-model 1 and sub-model 2. These two final sets of predictions are, in
turn, combined to form the “meta-features”, or the features that serve as input into the meta-model.
The process of making out-of-fold predictions based on an 8-fold cross-validation for both sub-models
1 and 2 is visualised in figure 6.9.
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Figure 6.9: Schematic overview of the out-of-fold predicting procedure. Note that the 8-fold cross-validation takes place twice,
to generate predictions for both submodel 1 and submodel 2.
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6.4.2. Meta Model
The outputs from the two sub-models serve as inputs (“meta-features”) to the meta model. These
meta-features do not necessarily have to make physical sense, although in this case they represent
the first four and last eight DCT coefficients, respectively. The dimensionality of the feature space is
12, as there are 12 intermediate DCT coefficients that serve as input to the meta model. The output
space is also 12-dimensional. The hyperparameters of the meta model are to be tuned using the same
Hyperband tuning algorithm as used for the feed-forward neural networks. The hyperparameters to be
tuned, together with their possible values or ranges, are shown in table 6.4.

Table 6.4: Ensemble method meta model hyperparameters to be tuned.

Hyperparameter Possible values Sampling method
Model depth (no. of layers) [1, 8] Steps of 1

Units per layer [8, 160] Steps of 8
Dropout {0, 0.025} Choice

Learning rate [1 · 10−6, 1 · 10−4] Log sampling

6.5. Long Short-Term Memory Model Tuning and Training
The final type of neural network architecture employed in this project was a long short-term memory
(LSTM) recurrent neural network. While an LSTM architecture is mainly used for data with a temporal
sequential relationship, in this case, it was used to make predictions based on a spatial sequential
relationship. To achieve this, some modifications were made to the way input data was fed into the
network. Additionally, the network architecture differs from the feed-forward neural networks used in
the other architectures.

Originally, the label matrices Y_train, Y_val, and Y_test were of shape (n, radii, angles), where n,
radii, and angles denote the number of samples in a set, and the number of different radii and angles at
which the wake field velocities are given, respectively. The three sets were transposed to be of shape
(n, angles, radii), allowing for easy iteration over the different spatial variables.

The input data have no natural temporal relationship, although the LSTM requires an input for every
entry in the sequence. Therefore, all input matrices X_train, X_val, and X_test were repeated 19
times, transforming them into 3D matrices. The physical interpretation of this is that the input features
do not change over the angles of the wake field.

An example of a single LSTM unit was explained in section 3.3.3. In an LSTM recurrent neural network,
multiple LSTM units might be present, distributed over several layers, similar to a regular neural network.
When multiple LSTM units are distributed over multiple layers, the output sequence from the first layer
serves as input to the second one. When units are placed in parallel, so in the same layer, they
synchronously perform calculations on the input sequence, and a linear combination of their predicted
output sequences is fed to all units in the following layer.

The LSTM units in the penultimate layer of the network are configured to output the entire predicted
sequence instead of only the final value, ensuring that a complete wakefield is produced. This setting
is disabled by default, as in other LSTM applications, the user might only be interested in the final
value. The complete sequences are then passed to the final layer in the LSTM network, which is a
TimeDistributed Dense layer. This is a special type of layer in Keras that applies the same Dense layer,
using a linear activation function (suitable for regression problems), to all entries in the sequence.

Some of the hyperparameters of the LSTM network used in this project have been tuned using the
Hyperband optimiser. The pre-determined hyperparameters can be found in table 6.5. All tuned hyper-
parameters, together with their possible values, are shown in table 6.6.



6.5. Long Short-Term Memory Model Tuning and Training 66

Table 6.5: Pre-determined hyperparameters for the LSTM network.

Hyperparameter Value
Input dimensionality D 28*19
Output dimensionality 5*19

Output layer activation function Linear
Loss function Combined custom

Optimiser Adam

Table 6.6: LSTM model hyperparameters to be tuned.

Hyperparameter Possible values Sampling method
Model depth (no. of layers) {1, 2} Choice

Units per layer {16, 23, 64, 128, 256, 512} Choice
Learning rate [1 · 10−6, 1 · 10−4] Log sampling
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The fourth step in the machine learning project lifecycle, and the final one to be discussed in this thesis
report, consists of a model evaluation. After this important step, the performance of all machine learning
models will be analysed and quantified. Based on these findings, a conclusion to this thesis report can
be drawn by answering the main research question.

This chapter presents an evaluation of all trained models, as well as an investigation of the ability of all
models to generalise to unseen data. Based on this ability, the models will be scored relatively to each
other. Furthermore, a feature importance study will be explained and presented, providing insight in the
relative contribution of every individual feature to the model’s performance. Lastly, some predictions
will be subjected to a cavitation check and compared with their respective labels in terms of predicted
cavitation behaviour.

Sections 7.1, 7.2, and 7.3 will present evaluations of the tuned and trained feed-forward neural net-
works, ensemble method, and long short-term memory recurrent neural network, respectively. For
readability, only the actual-vs-predicted, residual and probability plots for every model will be given
in this chapter. For all training metrics, including all epochs-vs-loss graphs, the reader is referred to
appendix E.

The results of the subsampling validation to assess generalisability will be discussed in section 7.4.
The feature importance study will be elaborated on in section 7.5, and finally, section 7.6 will present
the results of the cavitation check.

7.1. Feed-Forward Neural Network Evaluation
The first three models to be evaluated are the feed-forward neural networks without DCT, with DCT, and
with DCT and coefficient standardisation, respectively. Their tuned hyperparameters and evaluation will
be presented in sections 7.1.1, 7.1.2, and 7.1.3.

67
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7.1.1. Feed-Forward Neural Network Without DCT
The hyperparameters of the feed-forward neural network without discrete cosine transform that have
been tuned by the Hyperband optimiser, are presented in table 7.1. The metrics obtained after training
are shown in table 7.2. For the development of these metrics over the number of epochs during training,
the reader is referred to appendix E. There, in figure E.1, it can be seen that the model has converged
after approximately 40 epochs.

In table 7.1, it can be seen that the model depth was optimised to five layers. Despite this being at
an extreme, it was decided not to extend the hyperparameter space for another round of optimisation.
This decision was made to keep the model relatively shallow to prevent overfitting, and because in the
five optimal sets of hyperparameters, lower model depths were also found, indicating that shallower
models can also yield optimal results.

Table 7.1: Tuned hyperparameters for the feed-forward neural
network.

Hyperparameter Value
Model depth 5

Units in layer 1 126
Units in layer 2 134
Units in layer 3 86
Units in layer 4 86
Units in layer 5 86

Dropout 0
Learning rate 7.647 · 10−5

Table 7.2: Training metrics for the feed-forward neural
network.

Metric Value
Validation loss 0.0055
Validation MSE 0.0126

Validation MAPE 13.79

Figure 7.1: Comparison plot of a prediction of the
feed-forward neural network.

Figure 7.1 presents a comparison plot of a prediction
made by the FNN. All predictions generated by the
FNN are shown in appendix F.1. It can be observed
that the predictions are quite rough, and not as
smooth as in most labels. This is due to the fact that
the feed-forward neural network without discrete co-
sine transform directly outputs non-dimensionalised
velocities, rather than DCT coefficients that allow for
the reconstruction of a smooth graph at every radius.
Upon examining all test set predictions made by this
model in Appendix F.1, it appears that the feed-
forward neural network is capable of recognising
general patterns present across most wake fields: a
reduction in velocities towards the inner radii, and
a wake peak in the top half plane. However, aside
from the rather rough distribution of velocities over
the wake field, an important observation is that, in
general, detail is lacking in the predictions.

This observation is reflected in the actual-vs-predicted plots presented in figure 7.2. It can be seen
that there is a medium linear correlation between targets y and predictions ŷ, which is also indicated by
an R2-value of 0.70 on the validation set and 0.63 on the test set. The dense clusters in the top right
corners of both graphs represent the large part of the wake fields where the axial velocity is relatively
close to the ship speed. Whether or not the decrease in correlation of the test set with respect to the
validation set is due to overfitting of the model to the validation set, can not be stated with certainty
based on the two graphs in figure 7.2. The reason for this is that the validation and test sets are
so small (22 and 15 samples, respectively), that individual, particularly “hard-to-predict” samples may
have a high influence on the model performance. Therefore, an assessment of which models might
be overfitted to the validation set will be made after all different models have been discussed and they
can be compared on a relative basis.
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(a) Validation set (b) Test set

Figure 7.2: Actual-vs-predicted plots for the feed-forward neural network model.

Figure 7.3 presents plots of the model’s residuals of predictions for both the validation and test sets.
These residual plots show no significant bias: both plots are roughly symmetrical around zero and
appear to follow a normal distribution. In figure 7.4, the probability plots related to the residual plots
are shown. It can be observed that both residual plots deviate from normality in both tails, although the
residuals of both the validation and test sets are approximately normally distributed between residuals of
-0.2 and +0.2. Specifically, the probability plots indicate heavy tails on both sides of both residual plots,
suggesting that the extreme values in the set of residuals are more extreme than would be expected
with a normal distribution.

(a) Validation set residual plot (b) Test set residual plot

Figure 7.3: Residual plots for the feed-forward neural network model.

The observations made based on the actual-vs-predicted, residual, and probability plots are reflected
numerically in table 7.3. It can be seen in this table that for both the validation and test sets, the
means and standard deviations of residuals are approximately equal, although slightly higher for the
test set. The Shapiro-Wilk test statistics and corresponding p-values confirm that although the residual
plots roughly follow a normal distribution (indicated by a test statistic close to one), the null hypothesis
of normality should be rejected (indicated by a very low p-value). This suggests that while the resid-
uals appear to be normally distributed, the deviations in the tails are significant enough to reject the
assumption of normality.
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(a) Validation set probability plot (b) Test set probability plot

Figure 7.4: Probability plots for the feed-forward neural network model.

Table 7.3: Performance metrics for the feed-forward neural network.

Metric Validation Test
Mean of residuals 0.01750 0.01807

Standard deviation of residuals 0.1110 0.1380
Shapiro-Wilk test statistic 0.9651 0.9710

P-value 4.6 · 10−22 2.6 · 10−16

R2 0.70 0.63

7.1.2. Feed-Forward Neural Network With DCT
Similar to the evaluation of the feed-forward neural network without DCT, the tuned hyperparameters
and training metrics of the FNN with discrete cosine transformed labels are shown in tables 7.4 and 7.5.
The development of the training metrics over the number of epochs can be found in appendix E. These
metrics show regular behaviour on the custom combined and mean squared error loss, as well as on
the the Pearson product-moment correlation coefficient development. However, the mean average
percentage error loss metric shows strange behaviour. This can be explained by the fact that the
FNN with DCT predicts non-standardised DCT coefficients. While the custom combined loss function
performs inverse DCT after every epoch to obtain a loss that is comparable with other networks, this
does not happen in the MAPE calculation, leading to division by small numbers and irregular behaviour.

Table 7.4: Tuned hyperparameters for the feed-forward neural
network using DCT.

Hyperparameter Value
Model depth 5

Units in layer 1 134
Units in layer 2 102
Units in layer 3 142
Units in layer 4 14
Units in layer 5 118

Dropout 0.025
Learning rate 5.366 · 10−5

Table 7.5: Training metrics for the feed-forward neural
network using DCT.

Metric Value
Validation loss 0.0088
Validation MSE 0.1130

Validation MAPE 76152

Table 7.4 shows that the model depth has been optimised to five, similar to the FNN without DCT.
Notably, there is a ten-fold reduction in the number of units between hidden layers 3 and 4, which could
act as a “bottleneck layer”. This might help the network learn a more meaningful representation of the
data by compressing it into a lower-dimensional space, forcing it to select the most important features.
The dropout rate of 0.025 suggests that the model requires some regularisation to prevent overfitting.

Figure 7.5 presents the actual-vs-predictions plots of the FNN using DCT on the validation and test
sets. It can be observed from the coefficient of determination that the model performs better on the test
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set than on the validation set. Furthermore, according to the coefficient of determination, the model’s
performance on the validation set is worse than that of the FNN without DCT, whereas its performance
on the test set is slightly better.

(a) Validation set (b) Test set

Figure 7.5: Actual-vs-predicted plots for the feed-forward neural network model using DCT.

The residual plot based on the DCT FNN’s predictions on the validation set, shown in figure 7.6, reveals
a slight left-skewed distribution. This is reflected in figure 7.5a by the fact that more predictions fall
above and further away from the diagonal compared to the predictions below it. The test set residual
plot has a dip just to the right of the mean but otherwise seems to follow a normal distribution relatively
well. Figure 7.7 and table 7.6 reflect the observations in the actual-vs-predicted and residual plots,
although the low mean of residuals suggests that the validation set residuals are not left-skewed.

(a) Validation set residual plot (b) Test set residual plot

Figure 7.6: Residual plots for the feed-forward neural network model using DCT.

Finally, a comparison plot of a prediction made by the feed-forward neural network using DCT can be
seen in figure 7.8a. Compared to figure 7.1, it can be observed that the representation of the wake
field using DCT coefficients inherently causes the wake field graph to behave more truthfully, without
scattered velocity differences. However, the same limitation applies to the feed-forward neural network
using DCT as to the one without DCT: the predictions made are merely scaled-and-shifted “averages”,
slightly adapted based on the input values and unable to capture unique details in wake fields.
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(a) Validation set probability plot (b) Test set probability plot

Figure 7.7: Probability plots for the feed-forward neural network model using DCT.

Table 7.6: Performance metrics for the feed-forward neural network using DCT.

Metric Validation Test
Mean of residuals 0.000684 0.01108

Standard deviation of residuals 0.1220 0.1271
Shapiro-Wilk test statistic 0.9856 0.9906

P-value 1.1 · 10−13 6.7 · 10−8

R2 0.64 0.69

(a) FNN + DCT (b) FNN + DCT + standardisation

Figure 7.8: Comparison plots of predictions of the feed-forward neural networks using DCT.

7.1.3. Feed-Forward Neural Network With DCT and Standardisation
The final regular feed-forward neural network model that has been tuned and trained, and will therefore
be evaluated, is the feed-forward neural network with DCT and coefficient standardisation. This model
leverages both the discrete cosine transform and standardisation of the its coefficients to potentially
enhance the performance of the model. Table 7.7 provides the tuned hyperparameters for this model.
Notably, the model depth has been reduced to two layers, which suggests a simpler architecture com-
pared to the previous models. The first layer contains 126 units, while the second layer has 30 units.
This indicates some compression, although not as much as the FNN+DCT model. The dropout rate
remains at 0.025, indicating that some regularisation is deemed needed.

Table 7.8 presents the training metrics for the feed-forward neural network using DCT and coefficient
standardisation. The development of these metrics over the epochs is illustrated in figure E.3. The final
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validation loss is 0.0053, which is comparable to the other models. The progression of the MAPE and
PPMCC metrics over the epochs appears unusual. This behaviour is likely due to the standardisation
of the DCT coefficients, which brings all coefficients close to zero.

Table 7.7: Tuned hyperparameters for the feed-forward neural
network using DCT and coefficient standardisation.

Hyperparameter Value
Model depth 2

Units in layer 1 126
Units in layer 2 30

Dropout 0.025
Learning rate 9.445 · 10−6

Table 7.8: Tuned HPs for the FNN using DCT and
coefficient standardisation.

Metric Value
Validation loss 0.0053
Validation MSE 0.7543

Validation MAPE 206

Standardising the DCT coefficient seems beneficial to model performance; in figure 7.9 it can be seen
that the R2-values for the validation and test sets are 0.77 and 0.74, respectively. A comparison plot
of a prediction made by the model is shown in figure 7.8b. It can be observed that just like the FNN +
DCT model, this model predicts velocities in the wake field as smooth curves for every radius, leading
to smooth wake field graphs.

(a) Validation set (b) Test set

Figure 7.9: Actual-vs-predicted plots for the feed-forward neural network model using DCT and coefficient standardisation.

The residual and probability plots of the feed-forward neural network using DCT and coefficient stand-
ardisation (figures 7.10 and 7.11) show no notable differences compared to the other discussed models:
they mostly follow a normal distribution, except for the tails. This is also reflected in the performance
metrics in table 7.9. However, what can be observed is that the mean and standard deviation of resid-
uals, both of the validation and test sets, is the lowest of all feed-forward neural network models.

Table 7.9: Performance metrics for the feed-forward neural network using DCT and coefficient standardisation.

Metric Validation Test
Mean of residuals 0.005657 0.0134

Standard deviation of residuals 0.09844 0.1154
Shapiro-Wilk test statistic 0.9705 0.9565

P-value 2.552 · 10−20 3.505 · 10−20

R2 0.77 0.74
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(a) Validation set residual plot (b) Test set residual plot

Figure 7.10: Residual plots for the feed-forward neural network model using DCT and coefficient standardisation.

(a) Validation set probability plot (b) Test set probability plot

Figure 7.11: Probability plots for the feed-forward neural network model using DCT and coefficient standardisation.

7.2. Ensemble Model Evaluation
The following model that will be evaluated is the ensemble model consisting of two neural network sub-
models and one meta-model. Sub-models 1 and 2 predict the first 4 and remaining 8 DCT coefficients,
respectively, after which the DCT coefficients are combined by a meta-model.

The two sub-models have been tuned individually. Their tuned hyperparameters can be seen in tables
7.10 and 7.11, respectively. The tuned hyperparameters of the meta-model are presented in table 7.12,
and the training metrics of the meta-model are shown in table 7.13.

Table 7.10: Tuned hyperparameters for the ensemble
sub-model 1.

Hyperparameter Value
Model depth 5

Units in layer 1 150
Units in layer 2 142
Units in layer 3 134
Units in layer 4 54
Units in layer 5 94

Dropout 0.025
Learning rate 1 · 10−4

Table 7.11: Tuned hyperparamters for the ensemble
sub-model 2.

Hyperparameter Value
Model depth 52

Units in layer 1 22
Units in layer 2 126
Units in layer 3 134
Units in layer 4 134
Units in layer 5 86

Dropout 0.025
Learning rate 1 · 10−4

When examining the validation loss, it can be seen that the loss of the ensemble meta-model is almost
four times as high as that from the best-performing feed-forward neural network. The effect of this is
clearly visible in figure 7.12, which shows that the performance of the ensemble method, expressed in
R2, is subpar compared to the other models, especially for the validation set. Data points appear to
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Table 7.12: Tuned hyperparameters for the ensemble
meta-model.

Hyperparameter Value
Model depth 7

Units in layer 1 56
Units in layer 2 128
Units in layer 3 120
Units in layer 4 72
Units in layer 5 16
Units in layer 6 8
Units in layer 7 144

Dropout 0.025
Learning rate 8.25 · 10−5

Table 7.13: Training metrics for the ensemble model.

Metric Value
Validation loss 0.020
Validation MSE 0.20

Validation MAPE 87734

be randomly scattered across the actual-vs-predicted plot. For both the validation and test sets, the
dense cluster in the top right corner seems to be asymmetrically located with respect to the diagonal.

(a) Validation set (b) Test set

Figure 7.12: Actual-vs-predicted plots for the ensemble model.

A possible explanation for this is that although the first four and final eight DCT coefficients are “stacked
together” by the meta-model, this implementation of an ensemble method can not be considered a
pure stacking model. A pure stacking ensemble would combine outputs of various source and quality
(e.g. models trained on different datasets, using different features, or using different machine learning
algorithms) in an aim to obtain a meta-model that performs better than any of its sub-models. Therefore,
whole models are stacked in a stacking model, rather than subsets of the desired final outputs, such as
the first n DCT coefficients. By “cutting up” the 12 DCT coefficients that were to be predicted for each of
the five radii that together define the wake field, the physical meaning of the labels was diminished for
both sub-models, making it harder for the two sub-models to identify underlying patterns that connect
certain inputs to the labelled values.

As can be seen in figurs 7.13, the residual plots (especially the residual plot based on the validation
set) have heavy tails. Because of this clear non-normality, no probability plots are presented for the
ensemble method. Both the distributions of the validation and test set residuals mainly deviate from
normality at both tails. Furthermore, both distributions are slightly left-skewed. The performance of
the ensemble model is quantified using the performance metrics in table 7.14. Apart from the low
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R2-values, especially the high standard deviation of residuals for both the validation and test sets is
indicative of the ensemble model’s subpar performance.

The reader is referred to appendix F, particularly section F.4, to get an overview of the practical effect
of this relatively low performance. It can be observed that the ensemble model has converged to
a more-or-less general “average shape”. Although other models, such as the DCT transformed feed-
forward neural networks, exhibit this behaviour as well, this effect seems to be stronger for the ensemble
method.

(a) Validation set residual plot (b) Test set residual plot

Figure 7.13: Residual plots for the ensemble model.

Table 7.14: Performance metrics for the ensemble model.

Metric Validation Test
Mean of residuals 0.01435 0.01565

Standard deviation of residuals 0.1604 0.1307
Shapiro-Wilk test statistic 0.9829 0.9782

P-value 3.7 · 10−15 7.1 · 10−14

R2 0.38 0.67

7.3. Long Short-Term Memory Model Evaluation
The following machine learning model to be evaluated is the recurrent neural network, more specifically
the long short-term memory model. The results of the hyperparameter tuning are presented in table
7.15, the LSTM training metrics in table 7.16.

Table 7.15: Tuned hyperparameters for the LSTM model.

Hyperparameter Value
Model depth 1

Units in layer 1 512
Learning rate 9.445 · 10−6

Table 7.16: Training metrics for the LSTM model.

Metric Value
Validation loss 0.0047
Validation MSE 0.0104

Validation MAPE 13.3

Figure 7.14 shows the actual-vs-predicted plots for the LSTMmodel on both the validation and test sets.
It can be seen that the validation set plot in figure 7.14a looks quite symmetric around the diagonal,
obtaining a R2 of 0.75, while the predictions on the test set look less coherent, which also translates to
a lower R2 of 0.60.

A first explanation for this big (0.15) difference in R2 that might come to mind is overfitting of the model
to the validation set. This can happen during a long and extensive hyperparameter tuning process,
because the performance of every combination of hyperparameters is assessed using the validation
set. However, only four hyperparameters (of which the “amount of units in layer 2” hyperparameter
was not used in the final tuned model) have been tuned. Furthermore, the hyperparameter tuning
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(a) Validation set (b) Test set

Figure 7.14: Actual-vs-predicted plots for the LSTM model.

was limited, both in total number of trials and in maximum number of epochs per trial, due to limited
computational resources and the relatively long time it takes to train a LSTMmodel. Therefore, another
explanation for the difference in performance had to be found.

When examining the predictions made by the LSTM model, as presented in section F.5, the funda-
mentally different approach of a recurrent neural network compared to a feed-forward neural network
becomes visible. As the velocities in the wake field are sequentially predicted for every angle between
0 and 180 degrees, the model inherently takes surrounding wake field velocities into account. This
informativeness-by-design can contribute to more accurate predictions, as demonstrated by the ex-
ample shown in figure 7.15a. However, if the LSTM model exhibits erratic behaviour at the initial
angles, these errors are likely to propagate through all following angles of prediction, with errors some-
times even “exploding” over the following angles. An example of such a prediction is illustrated in
figure 7.15b. Since “very good” or “very bad” predictions appear to occur without a clear reason, the
variation in the R2-value is likely to be attributed to the sensitivity of the LSTM model to this specific
training-validation-testing split as well as limited generalisation.

(a) Good prediction (b) Bad prediction

Figure 7.15: Example of a good and a bad prediction made by the LSTM model.
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The residual plots and corresponding probability plots based on the LSTM model’s predictions and
targets are shown in figures 7.16 and 7.17. The LSTM model does nog significantly deviate from the
other trained models in terms of these plots: a low zero-mean indicates low model bias, especially on
the validation set. Furthermore, a roughly normal distribution of errors is observed, except for the tails.
Particularly, the validation set residual plot’s left and test set residual plot’s right tails are heavier than
would be expected. Finally, the performance metrics of the LSTM model are presented in table 7.17.

Table 7.17: Performance metrics for the LSTM model.

Metric Validation Test
Mean of residuals 0.006125 0.03679

Standard deviation of residuals 0.1020 0.1406
Shapiro-Wilk test statistic 0.9656 0.9198

P-value 6.3 · 10−22 7.5 · 10−27

R2 0.75 0.60

(a) Validation set residual plot (b) Test set residual plot

Figure 7.16: Residual plots for the LSTM model.

(a) Validation set probability plot (b) Test set probability plot

Figure 7.17: Probability plots for the LSTM model.
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7.4. Repeated Random Subsampling Validation
After all individual machine learning models had been evaluated, a random repeated subsampling valid-
ation was performed. The idea behind a random repeated subsampling validation is that by repeatedly
splitting the data into training and validation sets, it can be proven or disproven that a model’s perform-
ance is not overly dependent on a particular dataset split. In other words, the sensitivity of a model to
various splits, and therefore its ability to generalise to unseen data is assessed.

When a model is highly sensitive to a certain split, averaging the model’s performance over multiple
iterations of splits will provide a more stable and reliable estimate of its performance. High sensitivity
to a specific split can indicate that the model is overfitted to the validation or test set. However, it could
also be due to issues with the dataset. For instance, when the dataset is relatively small, a random
train-validation-test split is more likely to have non-similar statistical characteristics, which can affect
the model’s performance and is one of the reasons that without a sufficiently large dataset, a model will
not be able to generalise.

The repeated random subsampling validation was performed for all models. All models, with tuned hy-
perparameters, were re-trained eight different times on eight different splits. The performance, meas-
ured in validation loss, was recorded for every split and every model. The descriptive statistics of the
repeated random subset validation is shown in table 7.18 and visualised in figure 7.18.

Table 7.18: Descriptive statistics of the models’ performances on 8 random splits. All values have been multiplied with 103 for
readability.

values * 103 mean std min 50% max
FNN 6.845 0.928 5.535 6.682 8.189

FNN DCT 8.153 1.594 6.285 8.083 0.672
FNN DCT STD 6.838 1.746 3.809 6.902 9.874

Ensemble 11.81 4.777 7.091 9.845 19.245
LSTM 6.205 1.353 4.597 6.258 8.227

Figure 7.18: Comparison of validation loss distribution for all machine learning models with 8-time repeated random
subsampling validation.

From table 7.18, it follows that the model with the lowest mean loss is the LSTMmodel. This model also
performs well in terms of standard deviation, as only the standard deviation of the FNN without DCT
is lower. Figure 7.18 shows that although the interquartile range of the FNN+DCT+STD configuration
is the lowest, and it ranks second in terms of lowest mean loss, an upper and lower outlier cause its
standard deviation to be rather high. The only models that are, based on this validation, not worth
further examination are the ensemble method and, to a smaller extent, the DCT FNN. An important
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observation is that for all models, the standard deviation is quite high, as the percentage of standard
deviation relative to the average loss ranges between 14% for the FNN and 40% for the ensemble
method. This is an indication that all models are to some extent sensitive to specific training-validation
splits and no single model is able to generalise perfectly.

7.5. Feature Importance Study
To obtain better insight into which features have the highest influence on the performance of the ma-
chine learning models, a feature importance study by permutation has been conducted on the feed-
forward neural network model. This feature importance study by permutation works by loading the
trained model and calculating its baseline performance using the validation set and the custom com-
bined loss function. After determining the baseline performance, an iteration over all features takes
place. During each iteration, the input values of one specific feature are permuted randomly. In other
words, a random shuffling of that particular feature with values of that same feature for other samples
takes place, while the other features’ values in the input matrix are kept the same. By comparing
the change in performance after permuting each feature iteratively, a relative indication of feature im-
portance is obtained. This whole process is repeated n times to obtain a converged relative feature
importance, in this case a value of n of 100 was taken. The results of the feature importance study are
presented in figure 7.19.

Figure 7.19: Results of the feature importance study using feature permutation.

In figure 7.19 can be seen that all features that are descriptive of the hull geometry generally low.
Particularly some of the ShipGroupNo features have high relative importances, while some features
have a negative importance.

From a conceptual point of view, the latter observation indicates that some features actually “confuse”
the model more than they add value to it. As negative feature importance is not expected in a well-
tuned and well-trained machine learning model, it is assumed that these negative importances are
the consequence of overfitting of the machine learning model to the training set and high sensitivity to
different splits or permuted features. The fact that the features descriptive of the hull geometry (such as
ratios or the block coefficient) score relatively low supports the observation that all predicted wake fields
seem to be “generalised” representations, lacking specific details. Instead of capturing the underlying
phenomena that drive a wake field, the machine learning model acts like a “glorified regressor”.

Another explanation for low feature importance could be correlation. When two features are highly
correlated, the informative value of one feature that gets lost after permutation is substituted by the
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other feature, resulting in a misleading indication of importance. As can be seen in the Taylor wake
fraction equation (equation 5.10), and as has been briefly touched upon in section 5.6, the Taylor wake
fraction feature, which has a perfect correlation with the block coefficient, has been preserved in the
feature space erratically. To assess the effect of this correlation on the feature importance study, the
feed-forward neural network has been re-trained using the same training-validation-test split but without
the Taylor wake fraction feature. The results can be seen in figure 7.20.

Figure 7.20: Results of the feature importance study using feature permutation, for a FNN without Taylor wake feature.

As can be concluded, no significant difference in importance of the block coefficient feature can be ob-
served. However, this feature importance study based on a newly-trained feed-forward neural network
further confirms the assumption that the model has not successfully identified the (complex) underlying
hydrodynamic phenomena driving the nominal wake field.

7.6. Mpuf3a Cavitation Check
The final evaluation that has been performed is a cavitation assessment using Mpuf3a. Mpuf3a is a
vortex lattice method (VLM) potential flow solver that can be accessed through Wärtsilä Archimedes.
It was developed within the Cavitation Consortium lead by prof. S.A. Kinnas [115]. It takes propeller
geometry and a nominal wake field as inputs, the latter of which is transformed to an effective wake
field using the theoretical method of Huang and Groves. It outputs a cavitation calculation as well as
the predicted propeller performance, where the values for thrust and torque are corrected empirically
to account for the inviscid assumption of the potential flow solver.

As was mentioned in section 6.1.4, only models predicting axial velocities have been tuned and trained.
To investigate the effect of omitting the tangential and radial velocity components and assess if Mpuf3a
can be used for cavitation prediction when only axial velocities are provided, Jannicke Gjerdevik of
Wärtsilä Norway performed an experiment, comparing calculations based on “complete” wake fields
with calculations based on wake fields only featuring axial velocities. The outcomes of the calculations
performed for this experiment are presented in appendix G. From these outcomes, it can be concluded
that the influence of radial and tangential velocities on the cavitation calculation is noticeable but small
enough to justify using only the axial velocities as inputs to Mpuf3a.

The Mpuf3a cavitation check was set up as follows. The FNN using DCT and FNN using DCT and coef-
ficient standardisation models were selected. From those models, two “good” and two “bad” predictions
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on the test set were taken. The IDs corresponding to those in appendix F of the specific predictions
that have been selected for the Mpuf3a cavitation check are presented in table 7.19.

Table 7.19: IDs of the predictions that have been selected for the Mpuf3a cavitation check.

FNN DCT FNN DCT STD
Good predictions 1 7

9 11
Bad predictions 8 0

10 13

The selected predictions and their corresponding labels have been turned into wake files in the MARIN
format, after which Jannicke Gjerdevik performed a cavitation and performance analysis using Mpuf3a
for all different cases at both the Free Sailing Ahead (FSAH) condition and a service condition with
lower pitch (to assess possible pressure side cavitation) [116]. Apart from different metrics, the extent
and height of cavitation on the blade for the angle with lowest margin against cavitation was visualised.

As a metric for the quality of a wake field prediction, the predicted and labelled lowest margins against
cavitation (lowest values of σ) have been compared for all FSAH conditions, and their percentage
difference calculated. The results can be seen in table 7.20.

Table 7.20: IDs of the predictions that have been selected for the Mpuf3a cavitation check.

FNN DCT FNN DCT STD
ID diff. σmin [%] ID diff. σmin [%]

Good predictions 1 -13.20 7 -4.132
9 -12.11 11 0.8103

Bad predictions 8 -33.93 0 20.29
10 -25.17 13 -4.040

It can be seen that on average the FNN model using DCT and coefficient standardisation has lower
differences between predicted and actual lowest margins against cavitation than the FNN model that
only uses DCT, which could have been expected given the lower average perfomance of the latter
model. Especially all “good predictions” score reasonably well, with differences in σmin between -
13.20% and 0.8103%. On average, the absolute difference between predicted and labelled σmin equals
21.1% for the DCT FNN and 7.32% for the DCT FNN using standardisation.

Not only the minimum value of σ is of importance when performing a cavitation assessment. Also the
shape and distribution of the cavitation over the propeller blades is of interest. Therefore, comparative
visualisations between predictions and labels for the worst performing (ID 10) and best performing (ID
11) wake field in terms of lowest margin against cavitation are shown. Figures 7.21 and 7.22 show the
distribution of cavitation volume and distribution of pressure coefficient CP on the propeller blades at
the angle of lowest margin against cavitation.

It can be seen that both the distribution of cavitation volume and pressure coefficient on the blade of the
“good prediction” of ID11 is nearly identical. The minor differences in predicted and labelled nominal
wake field have resulted in very minor differences in distribution, nearly impossible to distinguish in
these figures. The performance of the “bad prediction” by the DCT FNN, ID10, has more distinctions
between label and prediction: most notably, the total cavitation volume is clearly higher according to the
label-based calculation in comparison with the prediction-based one. Furthermore, some differences
in the pressure distribution on the blade can be seen. However, the general shape of cavitation, as well
as the angle of lowest margin against cavitation, are quite well predicted, even if the margin against
cavitation itself is not predicted accurately.

The current way of assessing cavitation behaviour when no nominal wake field is present withinWärtsilä,
is tomanually look for a project whose hull parameters correspondwith that of the project of interest, and
copy its nominal wake field to the project of interest for performance and cavitation assessment. Based
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on the comparison between calculations based on predicted and labelled wake fields, presented in the
Mpuf3a cavitation check report [116], Wärtsilä propeller designers have confirmed that the predicted
wake fields serve as a better substitute for a missing nominal wake field than this “manual regression”.

(a) ID 10: Label (b) ID 10: Prediction (c) ID 11: Label (d) ID 11: Prediction

Figure 7.21: Comparison of distribution of cavitation volume over the propeller blades between the labels and predictions of
IDs 10 and 11

(a) ID 10: Label (b) ID 10: Prediction (c) ID 11: Label (d) ID 11: Prediction

Figure 7.22: Comparison of distribution of Cp over the propeller blades between the labels and predictions of IDs 10 and 11



8
Discussion

In this chapter, a discussion of the results of the thesis project will be presented. To start with, the
limitations of this project due to the scope and decisions made along the project will be elaborated on
in section 8.1. Thereafter, section 8.2 will discuss this thesis project in the light of the development of
new energy saving devices, in particular the gate rudder.

8.1. Limitations
In this section, scope limitations and limitations due to choices made along the way will be discussed,
as well as their effects on the research.

To start with, the scope of this project limited the research to single-propeller vessels with symmetric
hulls. This choice was made because in this way, this research can serve as a starting point for nominal
wake field predictions. The prediction of multiple-propeller wake fields was deemed more complex due
to the expected asymmetry in the wake fields. Additionally, the Wärtsilä Archimedes dataset contains a
larger number of single-propeller projects compared to multiple-propeller projects. The effect of this lim-
itation is that all trained models predict symmetric wake fields, and are not suited for multiple-propeller
wake field prediction.

The choice to predict the nominal wake field, instead of the effective wake field, which is of much
higher interest to a propeller designer, has a similar reason. As the effective wake field captures the
interaction effects between the propeller and the hull, effective wake field prediction would have required
much more complex models, including specific features that capture the geometry of the propeller
used as well as propeller loading information. Furthermore, most of the wake fields included in the
Wärtsilä Archimedes dataset are nominal wake fields, which are converted to effective wake fields
by the theoretical method of Huang and Groves during the cavitation and performance assessments
while designing a propeller. If a model predicting effective wake fields had been engineered, these
target wake fields would have had to be converted to effective wake fields, introducing errors due to
limitations in the method of Huang and Groves, which only takes a nominal wake field and the propeller
loading coefficient CT as inputs.

A limitation of the hyperparameter tuning procedure is that all tuning processes were performed in-
memory on a computer with limited resources. This meant that the extent to which the hyperparameter
space could be searched was constrained by the working memory of the PC used, as well as the
speed of the CPU. This limitation was mitigated as much as possible by reducing the size of the hy-
perparameter space and employing the Hyperband optimisation algorithm, which is more time- and
memory-efficient but less thorough compared to grid search or random search. Another limitation of
the tuning procedure is that, due to computational limitations, the hyperparameter tuning for all models,
except for the server model, was not cross-validated. This can result in limited generalisability and
suboptimal hyperparameter selections. Despite these limitations, all models had their generalisability
evaluated through repeated random subset validation.
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Regarding the introduction of errors, it was decided to mitigate error introduction as much as possible.
For instance, it was decided that all labelled and predicted wake fields would be given at radii starting
from r/R = 0.4, to prevent having to extrapolate labels that are given at higher lowest radii, thereby
introducing extrapolation errors. Furthermore, both the use of the discrete cosine transform (as can be
seen in appendix C) and, to a lesser extent, the interpolation to equal radii and angles of all labelled
wake fields have introduced some errors. To prevent these errors from leading to a distorted view
of model performance, the predictions and the labels they were compared with were manipulated in
similar ways. This means, for instance, predictions made by a feed-forward neural network using n
DCT coefficients were compared with labels that were also transformed by taking their first n DCT
coefficients. A downside of this approach is that there has not been an assessment of the “true” error
between the predicted wake fields and the wake fields as they are provided in the Wärtsilä Archimedes
dataset. However, for the aim of this research (to train and evaluate a machine learning model that is
able to predict nominal wake fields), this choice was deemed reasonable.

A final choice was to focus solely on predicting the axial velocities in the nominal wake field. While this
was not a scope limitation at the start of the project, it was soon discovered that small dataset size and
limited feature informativeness would highly affect the performance of the trained models. Therefore,
it was decided to perform a more thorough training, comparing various different neural network archi-
tectures, instead of focusing on building three models for axial, tangential, and radial velocities. The
choice for the axial velocity as the direction of velocity to build all models for was justified by assuming
that axial velocities have a higher influence on cavitation behaviour than tangential and radial velocities,
which was confirmed by the experiment described in section 7.6.

8.2. Implementation in Gate Rudder Project
In the introduction, as well as in the conclusion to the second research question, it was stated that quick
nominal wake field predictions are essential in an iterative integral aft ship design approach. Therefore,
nominal wake field prediction using machine learning techniques might be a good solution. There are
some remarks to this:

Firstly, the machine learning models developed during this project predict the nominal wake field for
symmetrical single-propeller vessels. The assumption of having a symmetrical wake field cannot ne-
cessarily be applied when energy saving devices and/or the gate rudder are also taken into account.
Furthermore, the feature space of the trained models does not include any descriptive features of
any energy saving device or the gate rudder. It was observed, for instance, that the presence of ap-
pendages like a skeg was often not considered by the models, simply because there was no feature
describing them. Using machine learning to predict nominal wake fields that include the presence of
energy saving devices or a gate rudder would require both a re-engineering of the models used and
an upgrade of the dataset, in terms of dataset size as well as feature informativeness.

In addition, the trainedmodels predict nominal wake fields. These nominal wake fields can be converted
to effective wake fields using the theoretical method of Huang and Groves. However, this theoretical
method has its limitations. For instance, the intended use of the method is for axisymmetrical nominal
wake fields, and energy saving devices and the gate rudder are therefore not covered by the method.
As energy saving devices and the gate rudder aim to optimise the hydrodynamic interaction between
them, the hull, and the propeller, the effective wake field plays an even more important role in wake field
prediction in the presence of these appendages. Therefore, it is advisable to first extend the current
models to accurately predict effective wake fields before implementing energy saving devices or the
gate rudder.



9
Conclusion

The main research question that is answered with this research is:

To what extent is it possible to train and validate a machine learning model to accurately predict
the nominal wake field of a vessel, given a database of single-propeller vessels with only basic
parameters describing hull geometries?

For this thesis, five machine learning models that aim to predict nominal wake fields for single-propeller
vessels have been developed. To support in answering the main question and developing these
five models, three sub-questions have been formulated. These sub-questions have been answered
throughout the chapters of this thesis. They will be discussed first, after which the final conclusions are
drawn.

What is the importance of understanding the nominal wake field in propeller design, and at which points
in the aft ship design process can predicted nominal wake fields be applied?
To design a propeller with optimal performance and to prevent cavitation hindrance levels to be ex-
ceeded, knowledge of the wake field is essential. The nominal wake field is representative of the
influence of the hull on the flow field at the propeller plane. The current incorporation of the nominal
wake field in a rather linear design process is that it is obtained by CFD or EFD experiments, and con-
verted to an effective wake field by a theoretical method like that of Huang and Groves [36]. When an
integral design approach of the whole aft ship is applied, the propeller design process is incorporated
in this iterative design process. In such an iterative process, being able to quickly predict the wake field
is essential.

Which machine learning algorithms and structures are most suitable for predicting the nominal wake
field, and what are the steps that need to be taken to develop such models?
Due to the highly non-linear nature of the flow phenomena that drive the nominal wake field, a non-
linear regression algorithm should be used when predicting the nominal wake field. Furthermore, all
velocities in the nominal wake field are influenced by surrounding velocities. There are, for instance,
limits to the velocity gradients in the nominal wake field. To demonstrate the importance of using a
regression algorithm that is informed about surrounding velocities when making a velocity prediction at
a certain point, an experiment was conducted. This experiment involved training a non-linear support
vector regression model using the radial basis function kernel. Its inability to accurately predict single
points in the wake field proved the necessity of using a learning algorithm that is informed of all velocity
points at once. This reasoning led to the justification of using neural network architectures in this project.
In order to develop a machine learning model that predicts nominal wake fields, multiple steps need
to be taken. In this thesis, the pre-processing phase was elaborated on, consisting of data collection
and preparation and feature engineering. Thereafter, the machine learning models were defined and
trained. After training all models, an evaluation of the trained models was performed.
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What criteria determine the quality of a predicted nominal wake field, and what are the requirements
for accurate nominal wake field prediction?
The quality of a predicted nominal wake field regarding propeller performance is determined by the
level of accuracy in representing the velocity distribution behind the ship hull. This implies that the
average velocity in the ship wake (represented by the wake fraction w), as well as individual velocities
in the wake field, should closely match the real values. These two criteria have been accounted for by
using a custom loss function while training all different models.

The main research question, To what extent is it possible to train and validate a machine learning model
to accurately predict the nominal wake field of a vessel, given a database of single-propeller vessels
with only basic parameters describing hull geometries?, will now be answered.
Five different machine learning models have been developed for this thesis project: a feed-forward
neural network (FNN), a feed-forward neural network using discrete cosine transformation (DCT), a
FNN using DCT with coefficient standardisation, an ensemble method consisting of two neural network
sub-models and one neural network meta-model, and a long short-term memory (LSTM) recurrent
neural network model. All machine learning models have been trained using a dataset taken from
Wärtsilä’s in-house propeller design software, Archimedes. After filtering, 142 samples remained in
the dataset. The variables from the dataset were transformed into 28 separate features. Out of these,
17 features are numerical, representing quantities or amounts. The remaining 11 features are binary,
and are used to represent two different categorical variables in a way that the model can easily process.

The predicted wake fields generated by the five trained machine learning models have been analysed
by comparing them with the target wake fields. Based purely on the resulting loss, the LSTMmodel per-
formed best in terms of minimising the loss between predictions and targets, followed by the FNN using
DCT and coefficient standardisation, and the “vanilla” FNN. A visual inspection of the predictions made
by all models, however, revealed that all models mainly predict highly generalised wake fields. These
predictions feature elements typical of nominal wake fields, such as decreasing velocities towards the
inner radii and a ”wake peak” in the top half-plane, but lack details specific to individual cases. These
details are not necessarily important for (for instance) cavitation predictions, but are a strong indication
of the inability of the models to effectively grasp the underlying physical phenomena driving the nominal
wake field.

A relative comparison between all models was conducted by performing repeated random subsampling
validation. This repeated random subsampling validation served two purposes. The first purpose was
to gain insight into the generalisability of each individual model to different splits in the dataset. The
lower the standard deviation of a model’s performance across different splits, the better its ability to
generalise. The second purpose was to obtain an average performance score for each model, leading
to a more reliable indication of the relative performance of each model. While the vanilla FNN had
the lowest standard deviation across all eight random splits, and therefore generalises best to unseen
data, the LSTM model had the lowest mean loss: almost half that of the worst-performing model, the
ensemble model. An important observation is that the standard deviations of loss over the different
random splits for all models is rather high, varying between 14% and 40% of the average loss. A
conclusion that can be drawn from that observation is that all models are quite sensitive to different
training-validation splits, an indication of limited generalisability.

Feature importance was assessed using a feature importance study by permutation on the feed-forward
neural network. Two main observations from this feature importance study support the conclusion to
this project. First and foremost, the features that supposedly contribute the most to understanding the
hydrodynamic phenomena that drive the wake field, such as the block coefficient and features that
are directly descriptive of the hull shape, generally do not have the highest importance. Furthermore,
some features have a negative importance, indicating that they confuse the model more than that they
contribute to its performance. The latter is an indication of the lack of generalisation of the model, while
the former is an indication of the limited understanding of the model of the underlying phenomena.

Lastly, from the FNN using DCT model and the FNN using DCT with coefficient standardisation, two
visually good- and bad-looking wake field predictions have been subjected to a cavitation assessment
using the vortex lattice based potential flowmethodMpuf3a. Because the influence of the nominal wake
field on the calculations performed by Mpuf3a is limited to the wake-induced contribution to cavitation
behaviour, the results looked promising, with a difference in predicted and actual lowest margin against



9.1. Recommendations 88

cavitation of 21.1% for the FNN using DCT model, and 7.32% for the FNN model using DCT and
coefficient standardisation. Based on the comparison between calculations based on predicted and
labelled wake fields, Wärtsilä propeller designers have confirmed that the predicted wake fields serve
as a better substitute for a missing nominal wake field than performing a manual regression.

Despite the fact that the predicted wake fields serve as a better substitute than manual regression in
the case of cavitation analysis with missing nominal wake field data, it can be concluded that, using the
provided dataset, the developed machine learning models have not been able to predict nominal wake
fields to the desired accuracy. This conclusion is supported by a visual inspection of the predicted wake
fields, which show signs of being “generalised” or averaged out, with detailed characteristics lacking.
The small dataset size and the lack of feature informativeness are identified as the main reasons for
this behaviour, supported by a repeated random subsampling validation and a feature importance study
using feature permutation, respectively.

9.1. Recommendations
Some recommendations for future research can be made. Firstly, it is advised to increase both the
dataset size and the informativeness of features. The consequences of the limited dataset size and
feature informativenesses in this project were clearly reflected in the sensitivity of all models to specific
training-validation splits, as well as their limited generalisability to unseen data. Although the required
dataset size is dependent on the informativeness of the features, at least a ten-fold increase in dataset
size is recommended. With regards to features, specifically features better describing the aft ship
geometry would help to improve the performance of the models.

Additionally, it is recommended for future research to utilize a computer with greater computational cap-
abilities than the one used in this study. With sufficient computational resources, a cross-validated grid
search across the entire hyperparameter space can be performed, along with more extensive cross-
validation of the tuned models. If the dataset size and feature informativeness are increased, and when
combined with enhanced computational resources, this approach could lead to more accurate predic-
tions of axial velocities in the nominal wake field. Subsequently, incorporating radial and tangential
velocities might be feasible, enabling a complete prediction of the nominal wake field.

Another interesting extension to this research would be a deeper investigation into assessing the quality
of a predicted wake field. Although a custom loss function was defined, visually bad-looking predictions
could sometimes still get assigned a fairly low loss. A possible extension of this quality assessment of
a wake field extension could be to look at velocity gradients. When it is known what common velocity
gradients are in certain parts of the wake field, this information could be used to assign more loss to
very “scattered” wake field predictions.

Furthermore, it would be interesting to look at effective wake field prediction. Incorporating information
about the propeller geometry into the feature space and developing a model to predict effective wake
fields would be very useful in the field of propeller design, as well as ESD and gate rudder development.
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A
Raw Dataset Characteristics

This appendix contains the characteristics of the rawWärtsilä Archimedes dataset and supports section
4.2.1. Similar statistics and visualisations for the filtered dataset are presented in section 4.4 and
appendix B. The statistics and visualisations shown in this appendix are based on 1634 samples; only
incomplete samples, from which no statistics or visualisations can be derived, have been removed
from the dataset. Table A.1 shows descriptive statistics of the unfiltered variables. The OrderKey,
Product, ShipGroupNo, and WakeOrigin variables have been omitted from this table as they are either
categorical variables or their values are irrelevant for statistical analysis.

Table A.1: Descriptive statistics of the raw Wärtsilä Archimedes dataset.

mean std min 25% 50% 75% max
Lpp 124.2 70.49 0.000 83.00 123.8 174.0 378.4
Beam 20.998 15.05 0.000 14.00 20.20 28.00 266.0
Draught 6.689 3.645 0.000 5.000 6.700 8.500 30.60
Cb 4.343 153.7 0.000 0.4922 0.6520 0.7774 6212
ShaftHeight 2.450 1.033 -2.580 1.752 2.45 3.100 7.300
NumberOfShaftLines 1.346 0.5083 0.000 1.000 1.000 2.000 8.000
PropellerDiameter 4580 1805 0.000 3200 4500 5700 10500
FSAH_ShipSpeed 13.09 8.377 -0.2939 8.391 15.11 18.50 40.00
FSAH_rpm 168.4 117.1 0.000 113.8 145.0 185.0 2400

Table A.1 is visualised using box plot graphs in figure A.1. Both table A.1 and figure A.1 clearly show
outliers and non-physical values in the variables. For instance, the block coefficient CB has a maximum
value of over 6000, while by definition, the block coefficient cannot be larger than one. Furthermore,
many outliers in the Draught and FSAH_RPM variables can be identified.

Figure A.2 shows univariate distribution plots for each variable. The specific distribution of each variable
can be identified in these plots, revealing potential bias and the location of outliers in the dataset, as well
as enabling the identification of non-physical values. A bivariate assessment of distribution for every
combination of variables is shown in the density plots in figure A.3. These plots can be used to identify
strongly correlated variables, such as ShaftHeight and PropellerDiameter, and Lpp and Beam. This
information will be used in the feature engineering phase to avoid strong correlation between features.
Lastly, figure A.4 shows a linear correlation heatmap of all variables, quantifying the strength of linear
correlations that can be seen in figure A.3.
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Figure A.1: Box plots of all unfiltered variables in the Wärtsilä Archimedes dataset.

Figure A.2: Univariate distribution plots of all unfiltered variables in the Wärtsilä Archimedes dataset.
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Figure A.3: Density plots of all unfiltered variables in the Wärtsilä Archimedes dataset.
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Figure A.4: Linear correlation heatmap of all unfiltered variables in the Wärtsilä Archimedes dataset.



B
Filtered Dataset Characteristics

This appendix contains the characteristics of the filtered Wärtsilä Archimedes dataset and supports
section 4.4. The statistics and visualisations shown in this appendix are based on the 142 samples
remaining after filtering. Table B.1, also presented in section 4.4 as table 4.4, shows descriptive stat-
istics of the filtered variables. Figure B.1, also found in section 4.4 (figure 4.6), shows the box plots of
all filtered variables.

Table B.1: Descriptive statistics of the filtered Wärtsilä Archimedes dataset.

mean std min 25% 50% 75% max
Lpp 155.4 59.6 54.4 115.9 148.8 187.3 349.5
Beam 26.1 9.4 12.4 19.2 23.4 32.3 63.0
Draught 8.4 2.4 5.2 6.7 7.9 9.2 16.1
ShaftHeight 3.0 0.8 1.4 2.3 2.9 3.4 4.9
Cb 0.7 0.1 0.4 0.6 0.7 0.8 0.9
PropellerDiameter 5631 1564 2800 4500 5400 6500 9600
FSAH_ShipSpeed 15.7 3.3 7.4 13.8 16.0 17.9 23.5
FSAH_rpm 119.2 31.1 68.2 96.7 114.0 137.6 229.4
ShipGroupNo 6.5 4.1 1.0 4.0 7.0 8.0 17.0

Table B.1 is visualised using box plot graphs in figure B.1. They can be compared with table A.1 and
figure A.1, and it can easily be seen that the most extreme outliers and non-physical values have been
filtered out. This is also represented in figure B.2, in which can be seen that distributions lie closer
together and follow logical patterns within reasonable ranges.

Figures B.3 and B.4 show the density plots of all combinations of variables and a heatmap showing
linear correlation between all variables, respectively. It should be noted that although the dataset has
been filtered, not all variables can be used directly as features because of the strong (linear) correlation
between some of the variables. Chapter 5 elaborately describes the process of feature engineering,
and the characteristics of the engineered features are given in section 5.6 as well as appendix D.
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Figure B.1: Box plots of all filtered variables in the Wärtsilä Archimedes dataset.

Figure B.2: Univariate distribution plots of all filtered variables in the Wärtsilä Archimedes dataset.
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Figure B.3: Density plots of all filtered variables in the Wärtsilä Archimedes dataset.
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Figure B.4: Linear correlation heatmap of all filtered variables in the Wärtsilä Archimedes dataset.



C
Discrete Cosine Transform Example

This appendix supports section 4.3.2 by providing additional information and figures related to the DCT
transformation shown in figure 4.4.

The original wake field graph was given at θ = [0, 10, . . . , 180] degrees and had the following values
at those angles: Vx/Vs = [0.343, 0.443, 0.491, 0.546, 0.660, 0.753, 0.809, 0.837, 0.849,
0.848, 0.837, 0.824, 0.814, 0.795, 0.761, 0.731, 0.706, 0.684, 0.675].

To obtain the first 91 DCT coefficients, a cubic spline interpolation was performed on this Vx/Vs graph,
and the resulting spline was sampled at 91 equally spaced intervals corresponding to taking 91 steps
from 0 to 180 degrees with a step size of 2. Using the scipy.fft.dct Python function [95], the first 91
DCT coefficients were obtained. The first 25 DCT coefficients are shown below.

[6.816, -0.663, -1.072, -0.308, -0.169, 0.00645, 0.0196, -0.00477, -0.0133, -0.0293
-0.0578, 0.0452, -0.0420, -0.0377, -0.0230, -0.0191, -0.0115, -0.00837, -0.00724,
-0.00625, -0.00644, -0.00600, -0.00493, -0.00394, -0.00239]

To compare the influence of taking the first n DCT coefficients on the quality of the reconstructed graph,
the first n DCT coefficients were taken for n = [3, 5, 10, 12, 15, 19] and zero-padded to a length of 91.
The scipy.fft.idct inverse DCT function was then used to back-transform the graph. The results
are shown in figures C.1 to C.6. The mean squared error between the original and reconstructed data
points was calculated for an increasing number of DCT coefficients taken into account. This can be
seen in figure C.7. It can be observed that the first coefficients contain the majority of the information,
as the error drops rapidly after the first few coefficients.

Figure C.1: Wake field graph approximated using its first 3
DCT coefficients.

Figure C.2: Wake field graph approximated using its first 5
DCT coefficients.
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Figure C.3: Wake field graph approximated using its first 10
DCT coefficients.

Figure C.4: Wake field graph approximated using its first 12
DCT coefficients.

Figure C.5: Wake field graph approximated using its first 15
DCT coefficients.

Figure C.6: Wake field graph approximated using its first 19
DCT coefficients.

Figure C.7: Mean squared error (MSE) between the original and reconstructed data points of the discrete cosine transformed
wake field graph as a function of the number of DCT coefficients used.



D
Feature Characteristics

After presenting characteristics on the unfiltered and filteredWärtsilä Archimedes dataset in appendices
A and B, respectively, in this appendix the characteristics of the engineered features will be presented.
This appendix supports section 5.6, where table D.1 and figure D.1 are also shown. In the following
table and visualisations the one-hot encoded categorical features ShipGroupNo and WakeScale have
been omitted, as their categorical and not their numerical value is of interest.

Table D.1: Descriptive statistics of the engineered features.

mean std min 25% 50% 75% max
Cb 0.7060 0.0938 0.4420 0.6485 0.7087 0.7800 0.8850
PropellerDiameter 5631 1564 2800 4500 5400 6500 9600
FSAH_ShipSpeed 15.73 3.281 7.435 13.79 15.95 17.90 23.51
FSAH_rpm 119.2 31.12 68.20 96.70 114.0 137.7 229.4
LB 5.925 0.8070 3.367 5.446 5.988 6.422 8.812
BT 3.086 0.6332 2.110 2.617 3.036 3.350 6.508
ShaftHeightT 0.3533 0.0499 0.2231 0.3184 0.3521 0.3933 0.4732
Fn 0.2164 0.0515 0.0960 0.1878 0.2218 0.2421 0.3486
Re 1.086e9 5.634e8 2.235e8 6.748e8 9.501e8 1.378e9 3.299e9
Displacement 32839 37188 1709 10284 20162 39574 204529
Delta_Bertram 60817 101057 585.6 8140 22209 69046 772855
Cm_HSVA 0.9805 0.0211 0.8851 0.9749 0.9868 0.9950 0.9995
CNabla 0.0071 0.0025 0.0028 0.0056 0.0068 0.0083 0.0210
KB_Schneekluth 4.503 1.275 2.800 3.612 4.214 4.836 8.307
CF_ITTC 0.0015 0.0001 0.0013 0.0015 0.0015 0.0016 0.0019
PD_Volker 8733 9609 228.9 2672 4981 12449 62769
W_Taylor 0.3030 0.0469 0.1710 0.2742 0.3043 0.3400 0.3925

Table D.1 is visualised in figure D.1. It can be seen that some of the engineered features have a
skewed distribution, such as Displacement and Delta_Bertram. This is not necessarily a problem, as
standardisation rather than normalisation was used to scale all features. Standardisation is less prone
to outliers in the dataset. The specific distributions of all features can be seen in figure D.2. Density
plots between all combinations of features are shown in figure D.3. It can be seen that no feature has
a strong linear relationship with another feature, although some higher-order relations seem to exist.
Lastly, in figure D.4 a linear correlation heatmap is shown.
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Figure D.1: Box plots of all engineered features.
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Figure D.2: Univariate distribution plots of all engineered features.
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Figure D.3: Density plots of all engineered features.
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Figure D.3 (continued).
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Figure D.3 (continued).
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Figure D.3 (continued).
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Figure D.3 (continued).
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Figure D.4: Linear correlation heatmap of all engineered features.



E
Model Training Metrics

In this appendix, the training metrics for all trained models are presented. The following metrics are
logged during training:

• Training and validation loss (custom combined loss function)
• Training and validation MSE
• Training and validation MAPE
• Validation PPMCC
• Learning rate

The metrics for the “vanilla”, DCT and DCT+standardisation feed-forward neural networks can be seen
in figures E.1, E.2, and E.3. The metrics for the ensemble method are shown in figure E.4, and those
for for the long short-term memory model in figure E.5.
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(a) Custom combined loss (b) Mean squared error

(c) Mean absolute percentage error (d) PPMCC

(e) Learning rate

Figure E.1: Feed-forward neural network training metrics.
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(a) Custom combined loss (b) Mean squared error

(c) Mean absolute percentage error (d) PPMCC

(e) Learning rate

Figure E.2: Feed-forward neural network training metrics, using DCT.
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(a) Custom combined loss (b) Mean squared error

(c) Mean absolute percentage error (d) PPMCC

(e) Learning rate

Figure E.3: Feed-forward neural network training metrics, using DCT and coefficient standardisation.
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(a) Custom combined loss (b) Mean squared error

(c) Mean absolute percentage error (d) PPMCC

(e) Learning rate

Figure E.4: Ensemble model training metrics.
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(a) Custom combined loss (b) Mean squared error

(c) Mean absolute percentage error (d) PPMCC

(e) Learning rate

Figure E.5: Long short-term memory model training metrics.



F
Predicted Wake Fields

In this appendix, all predictions performed on the test set by all trained models are shown. In sections
F.1, F.2, and F.3 the predictions made by the different feed-forward neural networks can be found. The
ensemble and LSTM model predictions can be seen in sections F.4 and F.5, respectively.

F.1. Feed-Forward Neural Network Predictions
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F.1. Feed-Forward Neural Network Predictions 122



F.2. Feed-Forward Neural Network with DCT Predictions 123

F.2. Feed-Forward Neural Network with DCT Predictions



F.2. Feed-Forward Neural Network with DCT Predictions 124



F.3. Feed-Forward Neural Network with DCT and Standardisation Predictions 125

F.3. Feed-Forward Neural Network with DCT and Standardisation
Predictions



F.3. Feed-Forward Neural Network with DCT and Standardisation Predictions 126



F.3. Feed-Forward Neural Network with DCT and Standardisation Predictions 127



F.4. Ensemble Model Predictions 128

F.4. Ensemble Model Predictions



F.4. Ensemble Model Predictions 129



F.4. Ensemble Model Predictions 130



F.5. LSTM Model Predictions 131

F.5. LSTM Model Predictions



F.5. LSTM Model Predictions 132



F.5. LSTM Model Predictions 133



G
Cavitation Plots With and Without

Tangential Velocities

This appendix presents the comparison of cavitation plots with and without tangential velocities cal-
culated by Mpuf3a. This small experiment was conducted by Jannicke Gjerdevik, to evaluate if only
providing axial velocities in a wake field, rather than also tangential and possibly also radial velocities,
has a large influence on the calculated cavitation by Mpuf3a.
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