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Nomenclature

Acronyms

BFS Bubble Soap Fluid

CMOS Complementary Metal-Oxide-Semiconductor

CVV Coaxial Volumetric Velocimetry

DNS Direct Numerical Simulation

DOF Degree of Freedom

HFSB Helium Filled Soap Bubbles

IPR Iterative Particle Reconstruction

LDV Laser Doppler Vibrometry

LES Large Eddy Simulation

NLR Netherlands Aerospace Center

OJF Open Jet Facility

OTF Optical Transfer Function

PIV Particle Image Velocimetry

ppp Particles per pixel

px pixel

RAM Random Access Memory

RANS Reynolds-Averaged Navier Stokes

STB Shake-The-Box

VSC Volume Self Calibration

Symbols

αG Angle of attack induced by the gust

αw Wing static angle of attack

αe f f Effective angle of attack

αst Angle of attack induced by the wing motion

β Tomographic aperture angle

δG Deflection of the gust generator vanes

Γ Flowfield circulation

κ Reduced frequency

λg Gust wavelength
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10 Nomenclature

µ Fluid dynamic viscosity

µst Mass distribution of the wing

xer r Average fit error of the wing reconstruction

ρ f Fluid density

ρp Flow tracer density

ρ∞ Freestream density

σu Standard deviation of the velocity

τp Flow tracer response time

ε Longitudinal strain

εu Relative uncertainty of PIV velocity measurements

ε∆X Wing reconstruction error in X direction

ε∆Y Wing reconstruction error in Y direction

aY Acceleration in Y direction

aZ Acceleration in Z direction

b Wing Span

C Particle concentration

c Airfoil Chord

CS Scattering cross section

clα Slope of the lift coefficient curve of a wing section

dp Flow tracer diameter

dτ Particle image size

E Young’s Modulus

fG Gust frequency

Fy Total transverse force

F ′
y Transverse force per unit length

I Second Moment of Inertia

I0 Laser intensity

kT Phase averaging time kernel

lb Linear size of ensemble averaging cell

M Image magnification factor

M Moment

Nunc Number of uncorrelated samples

PS Total scattered power

Q Shear force
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qaer o Aerodynamic loading acting on the wing

qi nr Inertial loading acting on the wing

qu f m Uniform loading acting on the wing

T Duration of a sinusoidal gust cycle

t Physical time

t∗ Non-dimensional time

U∞ Freestream velocity

Usl i p Flow tracer slip velocity

v0 Amplitude of the transverse velocity signal

vG Transverse velocity induced by the gust

w Deflection of the wing beam model

xG , yG , zG Global coordinate system

xR1, yR1, zR1 Robot base coordinate system 1

xR2, yR2, zR2 Robot base coordinate system 2

za Coverage factor in uncertainty calculations

Ø Marker diameter





1
Introduction

From the very beginnings of human flight starred by the Wright brothers in 1903, it became clear that, in order
to guarantee the safety and progress of aviation, it would be necessary to fully understand the interactions
between the different structural elements of the planes and the air flowing around them. Pilots and engineers
soon noticed that the structural and aerodynamic forces were not individual entities that could be dealt with
independently, but that there existed different types of couplings between them that needed to be considered
to achieve successful flights.

Some forms of coupling were intuitive and easier to understand, such as for example, the need to make
a wing stiff enough to withstand the forces and moments associated to the generation of lift. On the other
hand, other forms were more complex in nature and involved unsteady phenomena that only appeared in
certain scenarios with causes that could be attributed to different factors: flight speed, structure properties,
aerodynamic properties of the airplane etc.

The study of these interaction between man-made structures and the surrounding fluids constitutes the
area of engineering known as aeroelasticity. It is a multi-disciplinary field which involves the coupling be-
tween forces with very different origins such as aerodynamic forces and structural forces. The study of aeroe-
lasticity therefore requires a good understanding of the basic principles of aerodynamic and structural theory,
how to implement that theory into computational solvers and how to measure all the relevant quantities in
experimental investigations.

a) b)

Figure 1.1: a) Langley’s flier,1903. Reproduced from www.wikipedia.org. b) Tacoma Narrows bridge during the 1940 events that led to its
collapse. Reproduced from Ammann et al. [4]
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Some early examples of the importance of these interactions were observed even before the first plane
ever took off successfully. In November 1903, Samuel P. Langley conducted a test of his "flying machine" on
the Potomac river in the United states. The vehicle suffered a catastrophic failure of its rear wing that was
attributed to aeroelasticity and to the problem of divergence in particular. However, aeroelastic phenomena
are not limited to airplanes. An aeroelastic instability caused the famous collapse of the Tacoma Narrows
bridge in 1940 (see Ammann et al. [4]) in what is perhaps one of the most famous incidents in the field of
aeroelasticity, highlighting the importance of this field in the design of civil structures. It also plays a vital
role in the structural design of wind turbines, as well as in the behaviour of other complex machines such as
Formula 1 cars.

The field of aeroelasticity is currently very active in both industrial and academic contexts. In industry,
aeroelasticity plays an important role in the safety certification of airplanes, wind turbines or civil construc-
tions for example. On the other side, research work includes exploring the use of more complex structural
architectures or the use of advanced materials such as composites or exotic metal alloys. In both contexts,
aeroelastic investigations rely mainly on two approaches. Firstly, computer simulations coupling aerody-
namic and structural solvers can be used, having the advantage of allowing a quick, relatively inexpensive
evaluation of multiple test cases. Secondly, experimental campaigns in wind tunnels are also conducted to
confirm the findings of the simulations. These campaigns generally involve the use of several measurement
systems in order to acquire the necessary information to fully characterize the experiments.

This introduction only covers some basic points of aeroelastic theory which are relevant to the topic of
the work of this thesis. For a detailed review of the foundations of this discipline, the reader is referred to
introductory texts such as the work of Dowell et al. [18].

1.1. Collar’s triangle
A particularly important factor in the study of aeroelasticity is the fundamentally different nature of the three
main force components at play. The aerodynamic forces arise from the interaction between an object and
a fluid which manifest themselves predominantly through the pressure on the surface of the object. On the
other hand, elastic forces are related to structural properties of the object such as its stiffness and manifest
themselves as stresses when the object experiences a deformation. Finally, inertial forces arise from the fact
that the object has a mass and undergoes an acceleration.

One of the first researchers who realized what the key elements were was A.R. Collar, who proposed to
summarize the field of Aeroelasticity into a single diagram (Collar [15]), famously known as Collar’s triangle
and shown in Figure 1.2.

Figure 1.2: Collar’s Triangle of forces, representing the interactions that give rise to the classical aeroelasticity problems. Reproduced
from Collar [15].



1.2. Gusts 15

The diagram shows the three main forces in its vertices, as well as how the interaction between two or
three of those vertices gives rise to problems of different nature. Some of them do not involve all elements
of aeroelasticity: vibrations and impacts belong to the field of solid mechanics for example, and loading
problems belong to flight mechanics. However, the interaction between aerodynamic and elastic forces is the
source of divergence and control reversal, which are two classical areas of static aeroelasticity. Furthermore,
in the middle of the triangle we can find famous dynamic aeroelastic phenomena such as flutter, buffeting,
stability and gusts, which arise as an interaction between the three forces and which can be considered as the
problems with the highest complexity.

A second classification that is usually established (Wright and Cooper [77]) is the distinction between
static and dynamic aeroelasticity. Static aeroelasticity deals with non-oscillatory effects caused by aerody-
namic forces on the structure of aircraft. A clear example of this is the problem of divergence, where the
aerodynamic pitching moment of the wing exceeds the restoration moment coming from the structure. This
causes the twist of the wing to increase and can potentially lead to a catastrophic failure.

On the other side, dynamic aeroelasticity deals with oscillatory interactions, of which perhaps the most
famous example is the phenomenon of flutter. Here, the coupling of two or more1 flexible modes of a struc-
ture favours the extraction of energy from the airstream by the structure. This leads to a sustained oscillatory
response which, under the right conditions, can grow without bounds powered by that energy extraction and
eventually lead to a collapse of the structure after surpassing the stress safety margins.

1.2. Gusts
One of the problems connected to all three vertices of Collar’s triangle of forces is that of gust encounters, and
it is also the problem chosen as a test case in this study.

Gusts are a manifestation of atmospheric turbulence that is often encountered by aircraft. They are
caused by localized currents of air that move in a direction that is not aligned with the flight path, which
can have different origins such as thermal effects close to the ground (sun heats up the surface and the adja-
cent air, causing it to rise), topological features of the terrain (mountains) or shear layers in the proximity of
the jet streams in the upper atmosphere.

As events that aircraft experience often and that can result in passenger discomfort in the less severe
cases, or loss of control of the airplane and even catastrophic failure in the most severe situations, gusts are
nowadays included as part of the aircraft certification process. The requirements that aircraft must fulfill are
contained in specific regulations authored by the aviation authorities, such as the Federal Aviation Adminis-
tration (Federal Aviation Administration [22]) or the European Aviation Safety Agency (EASA [19]).

This is not only a topic that has been introduced in the modern era of aviation. Gust effects were already
identified as an important factor as early as 1915, only 12 years after the first manned flight. In a report
authored by Wilson [76], an analytical approach was used to try to describe the effect of different types of
gusts (head on, vertical, lateral...), discovering the potential effect that this phenomena could have on aircraft
flight.

In the present day, the basic concepts about the structure of gusts and how they can affect structures such
as airplane wings or wind turbine blades are well understood. However, gust encounters are still an active area
of research. For example, the increase in use of composite materials in modern aircraft in an effort to save
weight has led to the production of studies that try to optimize the weight of a given wing by using composite
materials while ensuring that structural safety margins are still satisfied. An example is the study by Rajpal
et al. [54], where the laminate of a composite wing was optimized across a variety of static and dynamic load
cases, showing the importance of including gust loads in the preliminary design of composite wings.

1Single-mode responses are also possible in some cases, such as stall flutter.
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1.3. Analysis methods for aeroelastic problems
Theoretical Models

Theoretical aeroelasticity relies on simplified models of both structure and aerodynamics. The most clas-
sical example is the work of Theodorsen [68] and Von Karman and Sears [72] on the typical airfoil section
based on linearized potential aerodynamics. Their models use important simplifications of the flow analysis,
such as 2D flow, thin airfoil theory and small perturbations. However, by including the effect of the wake
of the airfoil on the aerodynamics of the airfoil itself, they were capable of explaining some of the classical
aerodynamic unsteady effects, such as the lag between the transient motion of an airfoil and the loads it
experiences.

The theoretical models are therefore limited to some basic applications but the results they offer can be
very useful. Also, the physical principles they use are the basis of the more complex and versatile computa-
tional methods which will be briefly introduced in the next section.

Computational Methods

While useful and insightful, these analytical models can generally only be applied to very simplified ver-
sions of real-world problems. However, the basic rules of physics behind those theoretical models can be
implemented in computer models that can solve much more complex cases. Nowadays, a wide array of aero-
dynamic and structural computer solvers are available.

Aerodynamic software usually relies on the discretized version of the Navier-Stokes (NS) equations of
fluid dynamics. The discretization is generally done in the form of Finite Volume Methods that can easily
be adapted to flows around complex geometries. From the user point of view, it is important to emphasize
that these solvers all use simplified versions of the NS equations, especially when it comes to the treatment
of turbulence. Depending on the level of simplification, different solvers arise. The simplest solvers are those
known as potential solvers, where the effect of viscosity is neglected. Solvers that include this effect range
from the Reynolds-Averaged Navier Stokes (RANS) Solvers and the Large Eddy Simulation (LES) ones. The
possibility of a Direct Numerical Simulation (DNS) of the NS equations also exists, although its use is not
practical for large scale aerospace simulations due to the computational effort required for it.

On the structural side, simulations usually rely on the Finite Element Method (FEM), where the structure
is modelled by a series of elements connected at discrete points.

In the context of aeroelastic simulations, both a CFD and a FEM solver are needed to compute the coupled
interaction between flow and structure. From the point of view of the users, it is common to treat solvers as
black boxes and focus on providing them with the right inputs and boundary conditions at each timestep. For
example one could start by giving the CFD solver a certain geometry, from which the aerodynamic pressure
can be extracted. That pressure can then be inputted as a load field to the FEM model which then outputs
the deformed shape of the body. This procedure is known as a coupled iterative simulation, and several
iteration schemes are available depending on the properties of the problem at hand. For a detailed review of
computational methods in aeroelasticity the reader is referred to Hou et al. [32].

The computational approach is widely used in aeroelastic investigations due to its versatility and its af-
fordability in comparison to wind tunnel campaigns. However, all computational models rely on a certain set
of assumptions, meaning that they can misrepresent the real physics up to a certain degree. This justifies the
need for occasional experimental validations to ensure that computer models are indeed capturing the right
physics and, if they are not, to identify the possible causes for the mismatch and to quantify the uncertainty
in the results.

Experimental campaigns

The need for experimental data, either to investigate the true structure or to validate theoretical and com-
putational models, has motivated several lines of research in the area of experimental aerodynamics. In this
sense, the characterization of aeroelastic events in wind tunnels is a complex and expensive task which re-
quires equipment both to replicate unsteady conditions relative to aeroelasticity (such as gust generators like
the one built by Lancelot et al. [39]) and also to measure the aerodynamic and structural variables of the
problem.

The measurement of those quantities of interest poses a significant technological challenge as it requires
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capturing variables of very different nature simultaneously and, ideally, in a non-intrusive way. The resolu-
tion of the data is another important factor, as the complete understanding of aeroelastic problems some-
times requires full-field information.

The focus of this thesis is placed on the experimental approach and will deal with how simultaneous and
coherent aerodynamic and structural data can be measured and acquired during experimental investiga-
tions. Traditional approaches involve the coordinated use of several measurement systems, where each one
of them is used for the measurement of a single quantity. Some examples of these measurement systems are
accelerometers, strain gauges and force balances for structural variables, and pressure probes and PIV for
aerodynamic quantities. Most of these systems have some limitations in common such as their intrusiveness
in the flow and structure or the resolution of their output, which need to be taken into account. Moreover,
the combined use of several of these tools results in very complex and expensive wind tunnel setups which
must be specifically tailored for each investigation, meaning that their versatility is limited.

Based on these considerations, a need exists for a single measurement system capable of providing simul-
taneous, synchronized and coherent data in aeroelastic experiments. This thesis proposes the state-of-the-
art technique of robotic PIV as a system capable of satisfying these requirements and that could become an
alternative to traditional measurement systems, overcoming the aforementioned shortcomings.

Robotic PIV has already been shown to be a valuable tool to obtain full-field volumetric aerodynamic mea-
surements. It relies on the robotic manipulation of a Coaxial Volumetric Velocimetry probe in combination
with the use of Helium-Filled-Soap-Bubbles as flow tracers, which are then tracked in time and space with an
advanced tracking algorithm commonly referred to as Shake-The-Box and introduced by Schanz et al. [62].
The technique was first introduced by the work of Jux et al. [35], where the time-averaged, low-speed flow-
field around a full-scale cyclist replica was measured. In addition, Saredi et al. [56] showed that the approach
can be extended to higher speeds with some modifications to the acquisition process, and Martinez et al. [47]
proved that it can also be used to acquire phase-averaged unsteady information by studying the wake of a
flapping micro-air vehicle. In order to extend its range of application to aeroelastic problems, Mitrotta et al.
[49] used the system to perform the simultaneous tracking of both flow tracers and reflective markers placed
on the surface of a flexible flat plate.

1.4. Structure of this report
The research of this thesis and the structure of this document are motivated by the following research objec-
tive:

"Develop a framework for the use of the robotic PIV system as a tool for integrated, simultaneous and co-
herent aerodynamic and structural measurements by means of an experimental campaign on a flexible wing
exposed to discrete and continuous gust excitations".

Therefore, the report starts in Chapter 2 with a review of the different measurement approaches used in
experimental aeroelastic investigations. Their strengths and limitations will be highlighted, and the potential
of PIV (and in particular Robotic PIV) as an alternative approach capable of overcoming the most impor-
tant shortcomings will be presented. Following this, the research questions and objectives of the thesis are
introduced.

In order to fulfill the research objective, an experimental campaign featuring a large-scale flexible wing
with reflective markers is conducted in TU Delft’s Open Jet Facility. Chapter 3 describes the facilities, test
object (wing model) and the experimental setup. This includes a description of the robotic PIV system as
the main measurement tool as well as secondary systems used to provide validation measurements. The
campaign explored the static deflection of the wing at different speeds as well its the dynamic response during
gust encounters.

The research objective also involves developing a methodology to process data acquired with robotic PIV
and to use that information to reconstruct the relevant aeroelastic variables. This methodology is described
in detail in Chapter 4. The first important point is how the raw images are processed in order to track both
the structural markers and the flow tracers with the Shake-The-Box tracking algorithm. Secondly, the method
used to reconstruct the deformed wing geometry and structural loads based on marker tracking information
is discussed.
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The results of the investigation are presented in Chapter 5. The reconstruction of the static deflection of
the wing in a uniform flowfield is shown in the first place, followed by the unsteady results corresponding
to the gust encounter cases. A good agreement between marker-based structural measurements and the
references is found, and the unsteady aerodynamic response of the wing is discussed. Finally, the conclusions
of the investigation are derived in Chapter 6 with the goal of answering the research questions. A series of
recommendations for future work are also listed.
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Literature Review

2.1. Experimental Tools for Aeroelastic Research
As mentioned in the previous section, one of the methods that can be used to gain insight into aeroelastic
interactions is to perform experiments in wind tunnels. Experimental information is needed mainly to vali-
date the results of numerical simulations, as well as to better understand the behaviour of complex structures
without the need of intermediate modelling. This need for reliable experimental data was already addressed
by Garrick [25] as early as 1976, highlighting the challenge of aerodynamic non-linearities as the origin of
complex interactions and stating that "Insight into such problems remains difficult to achieve and is fallible
without supplementary experimental programs".

The development of experimental methods that can be used to acquire the data needed for validation has
been and currently is an area of active research. In this section, an overview of the conventional techniques
of widespread use is given, after which a review of the most modern methods will be conducted. The main
distinctions used to structure this section and classify the methods are:

• The intrusiveness of the method, distinguishing between installed sensors or optical techniques. In-
stalled sensors are considered as being intrusive since they can potentially modify the real response of
the test object, by adding mass to it or disturbing its external aerodynamics for example.

• Whether the method is used for structural or aerodynamic characterization.

Industrial relevance
It is worth highlighting that many of the techniques to be presented in this chapter have found their way
into the aerospace industry over the past decades. For example, the use of accelerometers and strain gauges
reported in a review of industrial aeroelasticity practices by Garrigues [26], and non-intrusive techniques are
presented as the state-of-the-art for wind tunnel testing by the German-Dutch Wind Tunnels [17].

2.1.1. Installed sensors

This section introduces some of the intrusive techniques available for the measurement of structural and
aerodynamic variables in wind tunnels. In general, each of these techniques tends to be designed specifically
for the measurement of a single variable and provide pointwise information.

Therefore, in order to get a full description of an aeroelastic problem, these techniques need to be com-
bined with each other, increasing both the intrusiveness and complexity of the setups. However, many
of them are still the reference techniques in their fields and their use is widespread through industry and
academia.

19
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Accelerometers
Accelerometers are electromechanical devices capable of measuring accelerations, and their use for struc-
tural testing and monitoring is widespread in the aerospace industry, as well as in Academia for both struc-
tural and aeroelastic tests in wind tunnels. For example, Govers et al. [30] offers a review of the use of piezo-
electric accelerometers for ground vibration testing in industry. Many examples of their use are available in
literature, but as a particular example, Gaspari et al. [27] use 4 single-axis piezoelectric accelerometers dis-
tributed along the span of a flexible wing to capture its bending response during a wind tunnel campaign.
This work also shows that the measurements from several accelerometers correctly distributed can be used
to indirectly measure secondary motions such as wing torsion.

Piezoelectric accelerometers consist of a clamped piece of piezoelectric material which, when compressed
due to a force, produces an electric field such that the output voltage of the sensor is proportional to its ac-
celeration. The dimensional and mass information of the accelerometer define that proportionality, as well
as the operational frequency range which is the main parameter for the selection of an accelerometer for
a particular application. A typical frequency response of an accelerometer is displayed in Figure 2.1, with
the useful frequency domain defined as the frequency span over which the sensitivity of the sensor remains
constant. More information about the working principles of these sensors can be found in Vijaya [71].

Figure 2.1: Typical arrangement (left) and frequency response (right) of a piezoelectric accelerometer. Reproduced from Vijaya [71]

Accelerometers can therefore be used to retrieve acceleration information along one or several directions
depending on the type of sensor and/or its orientation. On the other hand, these devices still suffer from some
limitations such as their intrusiveness, since they need to be firmly attached to the structure. This sometimes
requires specific modifications to the structure in order to accommodate them, and it means that they can
potentially alter the measurements in an aeroelastic campaign since they can change the mass structural
properties, and even the aerodynamics at play if they are exposed to the flowfield. In addition, their output is
limited to pointwise information and changing in their location is not always straightforward.

Force Balance
Force balances are one of the key pieces of instrumentation available for the evaluation of forces and mo-
ments in wind tunnel tests. There is a wide variety of balances that can be used for a test depending on its
characteristics. Some distinctions often used to classify force balances are:

• Number of forces and moments that can be measured simultaneously (1 to 6).

• Placement: Internal (inside the wind tunnel model) or external (outside the model).

• Strain gauge balances or piezoelectric balances.

For a detailed review of the use of force balances in wind tunnel campaigns, the reader is referred to
Tropea et al. [69]. The use of force balances is completely widespread, including their use in aeroelastic ex-
periments such as the one performed by Dietz et al. [16], where a piezoelectric balance is used to determine
the aerodynamic loads on a flexible wing.
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The measurement of static resultant forces and moments and their evolution over time in dynamic cases
allows for a structural characterization of the structure. On the other side, the fact that only the resultant
force can be measured means that, for example, in the context of aeroelasticity experiments it is not possible
to determine the distribution of that resultant force which may come from completely different origins (see
Collar’s triangle). In addition, it is also not possible to look at local effects of the loading on the structure.
For these reasons, force balances often need to be complemented with other measurement devices such as
accelerometers and strain gauges in order to get a complete understanding of the problem.

Their use is also not always straightforward since they require a careful calibration and they tend to be
complex pieces of equipment as shown in Figure 2.2. Wind tunnel models will also have to be specifically
designed to be attached to the balance, or to fit one inside them in the case of internal balances, constraining
the design space of those models.

a) b)

Figure 2.2: a) Wind tunnel wing model mounted in the Transonic Wind Tunnel Göttingen (TWG) and detail of the mechanics of the force
balance and hydraulic actuator. Reproduced from Dietz et al. [16]. b) Typical strain gauge. Reproduced from www.medium.com

Strain Gauges
In engineering, strains are defined as the relative displacements between to points in a structure which are
not caused by solid-body motions. Strains can be related to stresses through the constitutive equations of
the material of the structure (such as Hooke’s law), and those stresses ultimately determine whether there is
a risk of failure of the structure depending on the properties of the material.

The increase in use of composite materials in the aerospace industry has caused an increase in the interest
to monitor local strains and stresses in composite structures due to the complex mechanical properties of
composites such as their anisotropy.

The measurement of strains in wind tunnels has historically relied on the use of strain gauges such as the
one shown in Figure 2.2, which are electrical sensors with a resistance that varies depending on the forces
applied to them. They are delicate and require careful placement and wiring, as well as the use of secondary
equipment such as a Wheatstone bridge. Their use is widely reported in aeroelastic campaigns such as the
examples of Lin et al. [43] or Tang and Dowell [67], where the response of elastic wings is studied with the
help of strain gauges and accelerometers. It is worth highlighting that strain gauges only provide pointwise
information, meaning that it is often necessary to use several of them in order to fully characterize a structure.

An improvement from strain gauges can be achieved with the use of optic fibers, from which strains can
be detected by using the change in optical pathlength as described by [11]. Some of their advantages are
their small size and light weight, high spatial resolution, insensitivity to electromagnetic radiation and easy
integration in composite materials as described by Ramakrishnan et al. [55]. Another improvement is the
capability to provide information along a line (the fiber) instead of just pointwise information. Their use in
wind tunnels is reported by Freydin et al. [23] for example, where fiber optic sensors were embedded in a
wing for shape-sensing in both static and dynamic conditions.
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a) b) c)

Figure 2.3: a) Wind tunnel model equipped with pressure taps, reproduced from www.cppwind.com. b) Multihole pressure
probe, reproduced from www.surreysensors.com. c) Hot-wire probe for measurement of 3 velocity components, reproduced from
www.dantecdynamics.com

Pressure probes and pressure taps
Aerodynamic pressure is one of the most important quantities to be measured during a wind tunnel investiga-
tion, since it allows the evaluation of aerodynamic forces. It is also relevant for phenomena such as boundary
layer transition and flow separation, which can be a limiting factor when determining the aerodynamic per-
formance of a structure. Pressure measurements usually rely on a hole exposed to the flowfield and connected
to a piezoelectric transducer, which ultimately transforms the pressure reading into an electrical signal.

For a detailed review of the different methods, the reader is referred once again to Tropea et al. [69]. There
exist several options depending on which pressure is of interest - static, total or dynamic pressure - and in
general, all of them are intrusive as they require the introduction of a probe in the flowfield or in the test
model. A limited review of some of those methods together with their advantages,limitations and examples
of their use could include:

• Pressure taps: these are the reference method for the evaluation of pointwise static surface pressure,
which is used for determination of loads. Holes of small diameter need to be drilled on the surface of
the wind tunnel model and connected to a pressure transducer. The model needs to be specifically
designed to accommodate them and they are very sensitive to contamination and manufacturing im-
perfections. Despite this, their use is widespread in aerospace (Chu and Luckring [14]) and civil wind
tunnel investigations (Levitan and Mehta [42]).

• Pitot tube and Multi-hole pressure probes: Pitot tubes are used for the determination of the total and
dynamic pressure of the flow. They use a hole that is aligned with the flow in order to stagnate the
flow and determine the total pressure, which in combination with a static pressure port can be used
to determine the dynamic pressure by subtracting both readings. They provide pointwise information
and they tend to be fixed in space unless mounted on traverses, and they are sensitive to misalignments
with respect to the flow direction.

In order to reduce this sensitivity, multi-hole pressure probes were invented. By using the simultaneous
readings from different holes, the orientation of the probe can be determined and then used to correct
the total pressure reading based on a calibration dataset as described by Everett et al. [21]. Furthermore,
the dynamic pressure reading can be used together with the orientation information to resolve the 3
flow velocity components. A picture of a multi-hole pressure probe can be seen in Figure 2.3, together
with a model equipped with static pressure taps.

More variations of this concept include pressure probe rakes, which can be used to sample a large
domain at several points at the same time at the cost of increasing the intrusiveness. On the downside,
a common limitation to all methods is the incapacity of performing measurements under reverse-flow
conditions.

2.1.2. Optical measurement techniques

The previous section covered some of the main intrusive techniques that are normally used for flowfield
and structural measurements in wind tunnels, and therefore in aeroelastic experiments. Even though many
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of these techniques are very powerful methods for certain contexts, their intrusiveness has motivated the
development of alternative techniques which are normally based on optical methods.

This section will cover some of the most relevant examples taking into account the context of the present
project. On the structural side, Laser Vibrometry and techniques based on photogrammetry are highlighted.
On the aerodynamic side, non-intrusive techniques include Laser Doppler Velocimetry and Particle Image
Velocimetry. The first uses the interference pattern between two laser beams and the Doppler effect to pro-
duce pointwise velocity information, and will not be covered in this review. The second one represents the
state-of-the-art of optical measurement techniques for aerodynamic measurements and uses high-speed
imaging and laser illumination to capture the motion of flow tracers in images, from which the flow velocity
can be subsequently derived. Since this is the primary measurement technique used in this thesis, its working
principles and applications will be described in detail in Section 2.2.

Laser Doppler Vibrometry
A Laser Doppler Vibrometer (LDV) is an instrument that allows the measurement of the velocity of a point
along a single axis. The technique is non-intrusive and takes advantage of the Doppler effect in order to
perform the measurement: a laser beam is projected on a moving point and the light scattered from the
surface is used to compute the Doppler frequency shift by comparing it to the reference laser beam. That
Doppler shift is then used to compute the velocity component of the moving point along the line of sight
of the laser. The system allows the measurement of high frequency vibrations, with sampling frequencies of
the order of MHz. Furthermore, the introduction of the Scanning LDV allows the user to quickly change the
measurement point, allowing vibration measurements of large structures in a short time, as shown by Sriram
et al. [66].

An extensive review of this technique and its uses can be found in Castellini et al. [13]. While the spa-
tial and velocity resolution are highlighted as some of the strong points of LDV, the misalignment between
the real velocity vector and the laser beam is mentioned as an important source of uncertainty, which com-
promises the performance of the system in measuring high amplitude vibrations of the measurement point.
Other known limitations are the fact that only one velocity component can be recovered and that the data is
outputted as pointwise information, meaning that this cannot be considered as a full-field technique.

Photogrammetry
Photogrammetry is a measurement technique used to determine variables like displacement and deforma-
tion of a structure by using digital images. This field has seen significant advancements during the last decade
mainly due to two factors:

• The aforementioned widespread interest in full-field, non-intrusive measurement techniques for struc-
tural characterization.

• The huge technological advancements in computer storage and processing capabilities and digital
imaging sensors such as charge-coupled devices (CCD) and complementary metal-oxide semiconduc-
tor (CMOS).

In a broad sense, photogrammetry uses imaging sensors to identify the coordinates of markers or patterns
placed on the surface of an object, from which displacements and deformations can be determined. The use
of a single camera generally allows the measurement of displacements in a plane, while the use of 2 cameras in
stereoscopic configuration can detect 3D displacements. This can also be achieved by increasing the number
of cameras to 3 or more.

The use of cameras for photogrammetry normally requires a careful calibration process in order to detect
and correct effects such as lens distortions, scaling of units and also to determine the real-world coordinates
of the measured tracers. This process is usually performed by using images of a calibration pattern. The
reader is referred to Baqersad et al. [6] for a detailed review of the techniques included in the photogramme-
try field, while Liu et al. [44] offers another interesting review focusing on the applications of the techniques
to the aerospace engineering context. The two techniques that will be covered in more detailed in this docu-
ments will be Point-Tracking and Digital Image Correlation (DIC).
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Point/Marker Tracking consists, as its name suggests, on locating discrete points in space through images
from cameras. The markers are typically circular and highly reflective targets which can be easily detected
by the sensors, and the number of markers that can be tracked simultaneously is only limited by the optics
and size of the sensor. The technique is very popular and thus there are several relevant examples of its use.
For example, Kalpoe et al. [38] use marker tracking with a stereoscopic configuration to measure the out-of-
plane vibrations of a model wind turbine in TU Delft’s Open Jef Facility, as seen in Figure 2.4. In an earlier
example, Schairer and Hand [60] also used stereo photogrammetry to reconstruct the deflected shape of a
flexible wing in both static and dynamic conditions. In a more extreme case, the technique was extended to
full-scale, in-flight testing by Burner et al. [10], who used a single camera to quantify the aeroelastic deflection
of the wing of an experimental F/A-18 fighter plane, as depicted in Figure 2.4. Another trend in the marker
tracking technique is its application to the characterization of complex flying structures, such as the flexible
wings of nature-inspired micro air vehicles (MAV). The work of Heitzig et al. [31] shows this application in the
case of the DelFly II MAV, which allowed the tracking of over 130 points simultaneously and the detection of
previously unnoticed responses of the wings.

a)

b)

Figure 2.4: a) Use of marker tracking for structural characterization of a model wind turbine. Reproduced from Kalpoe et al. [38]. b)
In-flight measurements of the aeroelastic deformation of the F/A-18 Active Aeroelastic wing research aircraft. Reproduced from Burner
et al. [10]

.

Digital Image Correlation (DIC) is the second optical technique covered in this section. Once again, the
method makes use of images taken from one or several cameras to detect the deformation of a structure.
In contrast to Point Tracking, this method is based on continuous randomized patterns imprinted onto the
surface of interest rather than in discrete targets. It also has sufficient spatial resolution to accurately measure
strains, from which stresses can be computed.

The working principle is based on taking images of the pattern in a reference, undeformed condition and
later in a deformed condition. The images are then divided into small windows which are then compared
between the loaded and unloaded (reference) condition by means of a cross-correlation algorithm, which
makes this method computationally intensive. On the other hand, it has the advantage of providing full field
information. This technique is also widely used, as in the study by Werter et al. [73] where the deformation of
a wing was quantified by a stereoscopic DIC system.

2.1.3. Simultaneous aerodynamic/structural measurement

Until now, this section has covered the basics of an array of techniques that can be used to measure individual
variables in a wind tunnel experiment. The techniques usually provide pointwise measurements of structural
(acceleration, displacement, deformations...) and aerodynamic (flow velocities, pressure) variables, and in
the best cases that information can be full field information.

As mentioned during the description of Collar’s triangle of forces, aeroelastic problems are usually char-
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acterized by the simultaneous interaction between different forces. During the previous section, some exam-
ples of how some of the techniques have been used in previous aeroelastic experiments to measure some of
these forces were given, but there are two main problems that can be identified:

• Previous examples show that normally only one, or in the best case two techniques are used in order to
characterize the problem. In addition, these techniques rarely provide information in more than a few
discrete points, which might not be enough to understand the physics of the problem depending on its
scale and/or complexity.

• Despite the division proposed by Collar, it can be considered that aeroelastic interactions have two
main sides: the structural and the aerodynamic one. The second issue is that the previous studies in
wind tunnels cited until now tend to focus only on one of the two sides, meaning that, for example,
accelerometers and strain gauges might be used to characterize the structural response of a flexible
wing. However the measured structural response is not related to the corresponding flowfield that is
causing that response in the first place.

Therefore for a complete understanding of and aeroelastic problem, wind tunnel campaigns should strive
to use a combination of these techniques which allows for a complete description of the problem while trying
to keep the intrusiveness and complexity of the setups at reasonable levels. This is not a straightforward job,
but it is a research gap that has been identified in Academia and some attempts have been made in order to
solve it. Some relevant attempts found in literature will be described in the following paragraphs.

For clarification purposes, the reader should keep in mind the following general requisites for a hypothet-
ical ideal measurement system for aeroelastic problems:

• The system should be able to capture both flowfield and structural information simultaneously.

• The system should provide sufficient information density, meaning that full-field information is pre-
ferred.

• The system should be non-intrusive, or as least intrusive at possible.

• The complexity of the system should be kept at reasonable levels, in the case of needing several pieces
of equipment to perform the measurement. This requirement increases the versatility of the system.

These requisites tend to favor optical methods, which as the reader will notice are the protagonists of the
following examples.

A common benchmark case for the validation of fluid structure interaction computer codes is that of a
flexible plate attached behind a fixed cylinder. The vortex-shedding from the cylinder causes the plate to
deform and thus a coupling between the flow and the structure is established. In the work of Kalmbach and
Breuer [37], experimental data is acquired for this case in a water tunnel. The flowfield is captured by both
PIV and Volumetric 3-component velocimetry, while the structural displacement is evaluated by means of a
laser distance sensor. Moreover, the flowfield phase-averaged velocity data is used to reconstruct the pressure
from the momentum equation of the Navier-Stokes equations allowing for a qualitative evaluation of the lift
and drag coefficients.

A very similar and earlier case is that of Gomes and Lienhart [29], where the same setup is studied but
using only one single PIV system consisting on two cameras in a parallel arrangement (so only 2D velocity
information could be retrieved) to extend the field of view. The deformation of the structure was determined
by using a special software developed to scan the PIV images and recognise the shape of the oscillating plate.
The study was again limited to a water tunnel operated at low speed (4.5 m/s) and the method proposed for
the structural measurements seems unsuitable for more complex 3D geometries.

A leap in complexity is done by Bleischwitz et al. [8] in their study on the fluid-structure interaction of
flexible wings used for MAVs in ground effect. They use planar PIV for the flowfield characterization, together
with DIC and load cell measurements for the structural response. A dotted pattern is imprinted on the flexible
wings to allow the DIC measurements, while the load cell is integrated in the support structure of the wind
tunnel model. Their setup, reproduced in Figure 2.5 produced planar information that allowed the study of
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a) b)

Figure 2.5: a) PIV/DIC/Load Cell setup for combined simultaneous measurements. b) Time-averaged vorticity field for the flexible
membrane wing at α= 25◦. Reproduced from Bleischwitz et al. [8].

the coupling between the flexible membrane and the flowfield in ground effect conditions, which highlighted
some of the aerodynamic advantages of flexible membrane wings with respect to rigid plates.

Finally, Marimon Giovannetti et al. [46] successfully synchronise a stereoscopic PIV and a 3D DIC system,
together with a force balance. The test object is similar to the one proposed for this thesis, a flexible composite
wing of 0.9m of span, and the quantities of interest are the deformation of the wing and the position of the tip
vortex. Their study reports that the accuracy of the DIC system is not significantly affected by the combination
with the PIV system and vice versa.

a)
b)

Figure 2.6: a) PIV/DIC setup. b) Combined measurement of wing deflection (magenta ligth, DIC) and tip vortex (green light, PIV).
Reproduced from Marimon Giovannetti et al. [46]

To the knowledge of the author, the previous examples are some of the most relevant for the purpose
of this thesis. However, these cases still show some limitations from the point of view of "closing" Collar’s
triangle and measuring the interaction between all variables of aeroelasic problems simultaneously:

• Flowfield information is planar, which makes characterizations of complex 3D flows difficult and mea-
surements of large domains costly.

• More than one system is needed to perform the measurements, causing a lack of versatility. Even
though the presented examples show promising trends and results, using them for the full character-
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ization of bigger and more complex structures would result in a very complex and time-consuming
campaign.

2.1.4. Measurement systems: Summary

An overview of the most common techniques used in experimental investigations in the field of aeroelasticity
has been conducted in the previous sections. As a final summary, Table 2.1 classifies the different methods
according to the kind of information they can measure (Aerodynamic/Structural), their intrusiveness and the
resolution of the output data.

Measurement System Aerodynamic Information Structural Information Intrusive Data Resolution

PIV

(Planar/Volumetric)
Yes No No 2D/3D

Pressure Probe Yes No Yes 0D

Accelerometers No Yes Yes 0D

Laser Vibrometer No Yes No 0D

Strain Gauge No Yes Yes 0D

Optic Strain Fiber No Yes Yes 1D

Photogrammetry

(Marker Tracking/DIC)
No Yes No 2D

Force Balance Yes* Yes* Yes 0D

Table 2.1: Table showing a simplified classification of typical measurement systems according to the type of quantity they measure and
their intrusiveness. Pointwise information is referred to as "0D". *The force balance measures the global, combined effect of all forces
but cannot separate them.

2.2. PIV and PTV as diagnostics methods in aerodynamics
The research to be conducted in this thesis is based on the state-of-the-art technique of robotic PIV, and
therefore a review of the working principles of PIV and its evolution to the present day is necessary.

This section will cover the basics of planar PIV and its evolution towards stereoscopic and volumetric PIV.
The text will also introduce the technological advancements in particle-tracking algorithms, seeding particles
and hardware that have made possible large-scale volumetric PIV measurement possible by means of robot
arm manipulation.

2.2.1. Working principles of PIV

Particle Image Velocimetry is a well established technique in the present day for the measurement of velocity
fields in hydrodynamic, aerodynamic and even multiphase flows. Its use is widespread in Academia, with a
growing use in industrial contexts. Its origins can be traced back to 1977, when researchers such as Barker and
Fourney [7] used pulsed laser illumination and seeding particles to determine flow velocities based on laser
speckles. However, the Particle Image Velocimetry nomenclature was first used by Adrian [1] who realised
that speckle formation was not always possible due to the high seeding density needed, and that flow velocity
could be determined based on the light scattered by individual particles.

As the name of the technique implies, it is an imaging technique that relies on the presence of reflective
tracing particles in the flowfield. Those particles are chosen such that they will follow the flow with sufficient
accuracy, and they are typically illuminated by a pulsed laser beam which is shaped into a laser sheet by
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Figure 2.7: Typical PIV experimental wind tunnel setup.Reproduced from Raffel et al. [53]

means of a set of optics. When illuminated, the tracing particles will scatter light which can then be recorded
by one or several cameras which must be carefully coordinated with the laser.

In its simplest planar configuration, shown in Fig.2.7, PIV makes use of a single camera which takes two
successive images of the particles with a time separation ∆t between them. Those two frames are then di-
vided into small windows, and the displacement vector ~d = [∆x,∆y] of the particles within each window
between time instants t and t +∆t is computed using the statistical method of cross-correlation. Once the
displacement vector is determined, the flow velocity can be immediately computed taking into account the
time delay between frames and the magnification factor introduced by the optics:

u = ∆x

M∆t
(2.1)

v = ∆y

M∆t
(2.2)

By performing this operation for all the windows in the two frames, full instantaneous and time-resolved
velocity fields can be reconstructed. This is one of the most remarkable advantages of PIV in comparison with
other methods used for velocity measurements such as Hot Wire Anemometry or multi-hole pressure probes
which can only measure pointwise data. Another major advantage is the non-intrusiveness of PIV, a quality
of significant importance when studying complex flowfields or small-scale features. Finally, even though the
postprocessing requires usually more time than other techniques, the amount of information that can be
obtained in that time makes this an attractive tool. For a more detailed explanation of the principles and
hardware needed for PIV the reader is directed to Raffel et al. [53].

However, the PIV technique in its previously defined form is only capable of recovering two components
of the velocity field in a plane. This is a significant improvement in comparison to the techniques presented in
the previous chapter in terms of intrusiveness and information density, but soon after the start of PIV efforts
were directed towards capturing more information from the images.

One of the first relevant advances was the introduction of a second camera in the PIV setup by Arroyo
and Greated [5]. This is not a complex change to the setup and on the other hand, the return improvement is
significant since this optical arrangement is capable of measuring all 3 velocity components of the flowfield in
a plane. On the other side, this information is still contained in a single plane, which might not be insightful
enough to fully characterize and understand flows where complex 3D features are dominant.Consequently,
after the introduction of stereoscopic PIV, many research lines were opened in the PIV community to retrieve
volumetric, 3 component information from a flowfield.
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Some early attempts to retrieve volumetric information made use of a stereoscopic PIV setup that could
be moved along a certain direction in order to scan the flow in several successive planes. A clear example
of this is the study by Nakagawa et al. [50] where several PIV planes are used to study the effect of certain
aerodynamic devices on the wake of a car, or the work of Jenkins et al. [33] where again PIV planes are used to
study the wake of a helicopter rotor. This approach to volumetric measurements has the advantage of having
the same working principles as planar or stereoscopic PIV, meaning that there doesn’t exist a remarkable
increase in complexity. On the other side, it can be time-consuming to translate the equipment for each plane
measurement, which compromises both the spatial and temporal resolution of the resulting measurements.

However, the biggest step towards 3-component volumetric PIV was achieved by introducing further cam-
eras in the setup, as first shown by Elsinga et al. [20], in what is known as tomographic PIV. In their setup, the
flow tracers are illuminated in a 3D region of space and imaged by 4 cameras with different orientations. The
images from those cameras are then used to reconstruct the 3D particle distribution, which is a non-trivial
problem for which specific algorithms have been developed. It is formally formulated as the problem of re-
trieving the 3D light intensity distribution E(X ,Y , Z ) from the individual 2D projections of the particles on
each camera I (xi , yi ), and in the aforementioned example the chosen algorithm is known as Multiplicative
Algebraic Reconstruction Technique (MART). In addition, the 3D reconstruction is done in the image space,
which means that a careful geometrical calibration will be needed to translate the results to real-world coor-
dinates.

There are several examples of successful uses of tomographic available in literature. As mentioned by
Scarano [57] in his detailed review of the tomo-PIV field, the advantages of this technique stand out in ap-
plications where the instantaneous flowfield needs to be retrieved in all three dimensions. This is why the
technique has been studied for the study of wakes of bluff bodies such as cylinders (Scarano and Poelma [58])
and of coherent turbulent structures in wall-bounded flows (Gao et al. [24]).

a) b)

Figure 2.8: a) Example of a typical tomographic PIV setup. b) Examples of results that can be achieved through tomographic PIV. Top:
Velocity field in the wake of a cylinder, u-component. Bottom: Vorticity iso-surfaces. Reproduced from Scarano and Poelma [58]

,

However, tomographic PIV does suffer from some important limitations. Perhaps the most important one
concerns the measurement volume, which is generally small ( of the order of a few cm3 ) due to the limita-
tions in light-scattering properties of the tracer particles and the decrease in illumination power that lasers
suffer when expanded into a volume. On top of that the technique does need significant optical access so its
application to complex geometries might not be possible, and the computational cost of the post-processing
is expensive, especially considering once again the size of the typical measurement volumes.
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2.2.2. Large-scale volumetric PIV

As previously explained, the measurement of 3-component volumetric flowfields has been a long-term goal of
the PIV research community. While tomographic provided a solution to this problem, its performance is still
limited by its small measurement volumes and the computational effort needed to retrieve that information.

Extensive work has therefore been directed to develop a PIV measurement technique that can provide
large-scale volumetric measurements. An answer to this need appeared a few years ago in the form of a
robotic Coaxial Volumetric Velocimeter, which is the technique that will be used in this thesis work.

This section provides an overview of the main technological developments that have made possible this
revolutionary technique, of which the most important are the following:

• Helium-Filled Soap Bubbles as flow tracers.

• Lagrangian Particle Tracking: Shake the box.

• Coaxial Volumetric Velocimeter and robotic manipulation.

Helium Filled Soap Bubbles as flow tracers
The choice of flow tracers to be used for PIV measurements is determined by 2 main factors:

• Mechanical properties

• Light-scattering properties

The mechanical properties are usually quantified in terms of what is known as the slip velocity, which is
the difference between the flow velocity U and the velocity of a particle immersed in that flowfield V . The
formulation of the slip velocity for small particles can be written as (Raffel et al. [53]):

Usl i p =U −V =−
d 2

p (ρp −ρ f )

18µ

dU

d t
(2.3)

where dp is the diameter of the tracer particle, ρ f and ρp are the densities of the fluid and the tracer
material respectively and µ is the dynamic viscosity of the fluid. A good tracer particle should therefore have
the smallest slip velocity possible. Looking at the previous equation, this can either be achieved by neutrally-
buoyant particles ((ρp−ρ f ) « 1) or by minimizing the particle diameter dp . Another variable that is commonly
used for the mechanical characterization of tracers is the particle response time defined as

τp = d 2
p

ρp −ρ f

18µ
(2.4)

This variable basically tells how fast the tracing particles react to changes in the flowfield, and thus the
interest is to minimize it.

On the other side, the light-scattering properties of the particles must also be taken into account. These
properties are a function of the particle diameter, their shape and the ratio between the refractive index of
the particle and the surrounding fluid. An intuitive way to quantify the scattering efficiency of a particle is
the so-called scattering cross section:

CS = PS

I0
(2.5)

where PS is the total scattered power and I0 is the laser intensity that illuminates the particle. This figure
was defined by Melling [48], who also showed that this scattering cross section increases with the size of the
particle.

It is therefore clear that finding a good tracing particle implies finding a compromise between its light-
scattering properties and its mechanical properties. This is not very complex in liquid flows, where finding
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Figure 2.9: HFSB slip velocity compared to standard fog slip velocity for a Lamb-Oseen vortex. Reproduced from Caridi [12] and Scarano
et al. [59].

neutrally buoyant particles of large enough sizes to be imaged is not difficult. On the other side, flow seeding
in gas flows is much more delicate and solutions have historically relied on the atomization of certain liquids
(DEHS, olive oil) and metal oxide powders (TiO2, Al2O3 with particle sizes ranging from 0.5µm < dp < 10µm.

These particles provide a good solution for planar PIV measurements, where the laser beam used for
illuminations is expanded into a laser sheet meaning that the illumination power drop as a function of the
distance to the source is not too big. However, when expanding the laser beam into a cone for volumetric
measurements, the light intensity drops as (Schneiders et al. [63]):

Ip ∝ 1

z4 (2.6)

being z the distance to the light source. This is a downside with respect to planar illumination where the
intensity drop is proportional to z2, and the drop in volumetric light intensity proves to be too high for the
particles mentioned previously, which are not large enough to be imaged in a volume.

This is where Helium-Filled Soap Bubbles (HFSB) appear as an alternative. Firstly introduced for PIV
measurements by Bosbach et al. [9], they consist on bubbles of a special soap with high surface tension (re-
ferred to as Bubble Soap Fluid or BFS) filled with helium. Their use for wind tunnel experiments was studied
by Scarano et al. [59], and their main advantage is that they offer the possibility to generate large bubbles (in
the order of 200-400 µm) that are neutrally buoyant thanks to the introduction of helium, resulting in good
tracing as reported by the previous study, with a response time of the particles of τp ∼ 10µs. Figure 2.9 shows
the mechanical characterization of HFSB of different properties (as a function of particle diameter dp and
normalized density difference ρ = (ρp −ρ f )/ρ f ) in the test case of a Lamb-Oseen vortex, showing almost null
slip velocities for the lowest normalized densities.

The use of HFSB presents, however, some important challenges in terms of their production. Their use
for wind tunnel experiments requires the ability to produce bubbles at a consistent, high-enough rate. The
generation of individual bubbles normally relies on nozzles with coaxial channels of air, BFS and helium. In
order to seed large enough areas in wind tunnels, some researchers like Caridi [12] have developed rake-like
devices that make use of several of these nozzles. The typical geometry of a HFSB nozzle and a sketch of a
rake device for the seeding of large areas can be seen in Figure 2.10.

Lagrangian particle tracking. Shake the Box
The next development that has made large-scale volumetric measurements possible is the advancement in
tracking algorithms.
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a)
b)

Figure 2.10: a) Example geometry of an HFSB nozzle. Reproduced from Bosbach et al. [9]. b) Aerodynamic rake for HFSB seeding.
Reproduced from Caridi [12].

Tomographic PIV uses the aforementioned MART algorithm to reconstruct the light intensity distribution
in 3D space from the 2D images from the cameras, and then uses cross-correlation between 2 consecutive
volumes to compute the 3D velocity field. As explained previously, the reconstruction of the entire volume is
a computationally expensive procedure that compromises the efficiency of this approach for large volumes,
making it not suitable for the purpose of large-scale volumetric PIV.

The alternative approach is to reconstruct the position of individual particles in space instead of the entire
volume, in what is known as Particle Tracking Velocimetry or PTV. In theory, it offers several advantages such
as the lower computational cost and the higher spatial resolution, since the information comes from tracking
individual particles instead of computing the average over a volume as in the cross-correlation approach. On
the other side, PTV is limited by the amount of particles it can track simultaneously.

The idea of PTV is to perform the detection of the particles in the 2D images of each camera first, to then
use that information to triangulate the position of the particle in space. This is what is known as the detec-
tion step in which the particles are positioned in 3D space without tracking them yet. This detection step is
what limits the performance of classical triangulation approaches in flows with high-density seeding, where
due to the overlapping of several particles along the lines of view of the cameras leads to the false detec-
tion of particles (known as ghost particles). A particle density/concentration measure commonly used is the
particles-per-pixel or ppp, which in the first research works in the field of PTV was limited to around 0.001 -
0.005ppp such as the case of Maas et al. [45]. While these concentrations are useful for the evaluation of some
Lagrangian statistics, higher concentrations of the order of 0.01ppp are needed for the full-field characteri-
zation of 3D flowfields. The solution to this limitation appeared in the work of Wieneke [75], through what
is known as Iterative Particle Reconstruction. The details of this reconstruction technique are detailed in the
following subsection.

Iterative Particle Reconstruction

Iterative Particle Reconstruction (IPR) is a particle reconstruction technique introduced by Wieneke [75].
The algorithm starts with a 2D particle detection in the camera images and then uses standard 3D triangu-
lation to get a first estimate of their position in space. The novelty is that this 3D position is then used to
reproject the particle position on the camera images and compare the resulting images to the original ones,
which allows to iteratively fine-tune the 3D position of the particle.

The number of iterations can be increased in order to improve the positioning accuracy at the cost of
a higher computation time. IPR also needs an accurate spatial calibration (calibration errors of the order of
0.1px) to deliver the expected results. For this, the use of a Volume Self Calibration is recommended according
to Wieneke [74].

Shake the Box

Iterative Particle Reconstruction opened the possibility of reconstructing the 3D position of particles in
high seeding density flows. However, even by applying this technique at every single time step of a measure-
ment, the positioning information remains unrelated to time, meaning that particles are not being tracked
and the flow velocity is still not resolved. An efficient tracking algorithm to answer this need was introduced
by Schanz et al. [62]. It is commonly known as Shake The Box and it is the state of the art technique for particle
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tracking in aerodynamic measurements.

This is a particle tracking algorithm that makes use of IPR during the first steps of the tracking. However,
after sufficient time steps, it starts using the positioning information of previous steps to get a first guess of
where a particle will be in the next one, thus avoiding excessive use of IPR and saving significant computation
time.

Figure 2.11: Illustration of the steps involved in a single time-step of the converged phase of the Shake-The-Box algorithm. Reproduced
from Schanz et al. [62]

The algorithm consists of 3 main phases, namely:

1. Initialization: In this phase no previous tracking information is available for the particles. For the first
timesteps, the tracking therefore relies on detecting the particles through IPR and then matching them
between timesteps (usually the first 4 timesteps) in order to initialize the tracks. This pairing between
frames can be done through a simple search radius algorithm.

2. Convergence: Once the tracks are initialized, the information from previous timesteps is used to pre-
dict the position of the particle in the next timestep by means of a Wiener filter for extrapolation. This
is a first guess which will closely match the real position of the particle. In order to further optimize
this position, the algorithm "shakes" the particle in space and reprojects it to each of the camera image
planes by means of an OTF in a similar way to the IPR algorithm. This shaking is an iterative process
which once again aims to minimize the image residual.

At the same time and in parallel to the tracking of existing tracks, the algorithm must also start tracking
new particles entering the measurement volume and be able to detect and delete ghost particles. The
steps of the Shake the Box algorithm during the converged phase are depicted in Figure 2.11.

3. Converged state: The converged state is reached when the number of tracked particles stays approxi-
mately constant. This means that, assuming a constant seeding efficiency, the particle tracks end when
the tracers leave the measurement volume, but that loss in particle count is compensated by new par-
ticles entering the domain.

After running this algorithm the result comes in the form of particle tracks inside a volume, that is, in
Lagrangian format. While this is useful and insightful information, the computation of statistics and/or the
identification of coherent structures in the flowfield requires the transformation of the results into a regular
grid. This problem was tackled by Agüera et al. [2] by dividing the measurement volume into cells/bins, and
reconstructing the velocity inside those cells by using the information of the tracks of the particles that cross
that cell. The aforementioned paper explores several reconstruction techniques for this purpose, ranging in
complexity from a simple top-hat filter to a more sophisticated polynomial fit.

Robotic Volumetric PTV
Once the problems of how to seed large flowfield volumes and how to track particles in those volumes have
been solved, the only challenge left to be addressed is the versatility of the measurement technique.
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In order to run the Shake the Box algorithm one must first obtain the source images with a set of hardware
similar to that of tomographic PIV, which includes several cameras and laser illumination. As discussed in
section 2.2.1, one of the limitations of tomographic PIV comes precisely from the hardware setups that are
needed for it, which require significant optical access and are not very mobile.

This was addressed by Schneiders et al. [63] who developed a compact multi-camera imaging system
with coaxial illumination named Coaxial Volumetric Velocimeter. The system features 4 cameras in a coaxial
arrangement as shown in Figure 2.12, as well as laser illumination along the same axis in the form of a laser
cone, in contrast to the typical PIV approaches where illumination and images is done in clearly differentiated
directions. This illumination approach ensures that the laser covers the entire field of view of the cameras,
and it is achieved by directing the laser beam from a high-speed laser to the CVV probe by means of a carefully
aligned optic fiber.

Figure 2.12: Sketch of the Coaxial Volumetric Velocimeter probe, featuring a low tomographic aperture angleβ. Reproduced from Schnei-
ders et al. [63].

While allowing for a higher compactness of the setup, the use of a low tomographic aperture angle in the
camera arrangement has the consequence of increasing the uncertainty in positioning of the particles along
the axis of the CVV probe (normally referred to as the z axis). The proposed CVV system uses a tomographic
aperture angle of 4.3◦, while the ones used in tomographic PIV experiments is of the order of 40 to 60◦. As
explained by Schneiders et al. [63], the reconstructed particle size along the other two axes (x, y) depends on
the particle image size:

dx = dy = dτ
M

(2.7)

and the particle positioning uncertainty is proportional to the particle image size:

εx = cτdτ (2.8)

where cτ is a coefficient that accounts for the uncertainty in determining the particle image center. On
the other side, the particle image size along the z axis and the positional uncertainty are given by

dz = 2

β
dx (2.9)

εz = 2

β
εx (2.10)

This is a significant result and it is something that must be taken into account when positioning the CVV
probe. Knowing that there exists a "weak axis", the probe should be positioned in such a way that the axis
with the maximum positional uncertainty is aligned with the least relevant flow velocity component. As a
reference figure, some typical values of uncertainty for the CVV system are εx = εy ∼ 0.1 mm and εz ∼ 1 mm.

The positioning of the CVV probe is another of the main novelties introduced by Schneiders et al. [63].
Taking advantage of the compactness of the CVV probe, it is mounted on a Universal Robots UR5 collabo-
rative robot arm which has a reach of 0.85 m from its base. This choice motivates the denomination of this
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technique as Robotic PIV/PTV, and it allows to divide large measurement domains into several sub-volumes
that can be quickly and automatically swept by the robot arm as well as the access to areas of difficult optical
access.

The first application of the robotic PIV system to a large-scale wind tunnel campaign is reported by Jux
et al. [35], who studied the flowfield around a 1:1 scale replica of a professional cyclist by merging several
sub-volumes such as the ones shown in Figure 2.13 and mapping them onto a common reference frame. This
allowed the detection of some relevant and insightful large scale features of the flowfield such as the vortex
structures shown in the aforementioned Figure.

a) b)

Figure 2.13: a) Example of a sub-volume of the flowfield around the cyclist replica. b) Visualization of vortex structures by vorticity
contours. Reproduced from Jux et al. [35].

2.3. Potential of Robotic PIV for aeroelastic research
The work of Schneiders et al. [63] and Jux et al. [35] showcased the big potential of the robotic PIV technique,
triggering several lines of research at TU Delft aimed at extending the capabilities of the system.

To start with, the study by Giaquinta and Sciacchitano [28] focused on flow topology by using robotic PIV
to study the wake of the Ahmed body in straight ahead and crosswind conditions. The study was steady and
done at low speeds.

The jump to unsteady measurements was performed by Martinez et al. [47] who conducted phase-averaged
measurements of the wake of the DelFly II flapping Micro Air Vehicle, while the possibility of conducting
measurements at high speeds was explored by Saredi et al. [56] by implementing a new acquisition technique
based on a multi ∆t exposure approach. This work showed that measurements can be conducted at veloci-
ties of the order of 20 m/s. Measurements at higher speeds are also possible with the STB tracking method as
reported by Novara et al. [51] and as advertised by the manufacturer of the hardware (LaVision [40]).

These studies showed that a wide range of flowfields can indeed be studied by using robotic PIV. After this,
the main lines of research moved into the direction of recovering load information from robotic PIV measure-
ments, that is, recovering the pressure fields. The computation of pressure from PIV is an extensive field of
research, conveniently summarized by Van Oudheusden [70]. In its basic principles, extracting pressure from
PIV relies on using the velocity field measured by PIV to compute the pressure field based on the momentum
equation of the Navier-Stokes equations. The research on pressure reconstruction techniques applied to vol-
umetric data obtained from robotic PIV is led by the work of Jux, published in Jux et al. [34] and Jux et al. [36]
showing its application to the case of the pressure field around a sphere and around generic geometries such
as the flowfield around a cyclist.

The capability of the robotic PIV system to resolve the aerodynamic side of a problem is therefore proved,
and in combination with another optical method for structural measurements, it could become the first uni-
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fied system capable of fully resolving an aeroelastic problem. The proposed approach at TU Delft and in
this thesis is to use the marker tracking technique for this purpose: the markers will be imaged together with
the HFSB tracers and processed separately in order to characterize the structural and aerodynamic response.
This method has already been explored by Mitrotta et al. [49] in the case of a flexible flat plate with promising
results, and it will be continued in this thesis for the case of a flexible composite wing.

2.4. Research questions and objectives
A review of relevant literature has shown that there exist several measurement techniques that can be applied
in aeroelastic experimental campaigns to measure the dynamics of a structure as well as the corresponding
flowfield. However, very few efforts can be found in literature in which techniques from both sides have been
used to fully characterize an aeroelastic problem and, when they have been combined, the resulting setups
have been complex and their application seems to be limited to specific cases and small geometries, lacking
versatility.

This thesis proposes the use of the state-of-the-art aerodynamic measurement technique of Robotic PIV
capable of retrieving 3D flow information in large measurement volumes. This will be used in combination
with the point tracking principle of photogrammetry for structural measurements by placing reflective mark-
ers on the surface of the test model, resulting in a single imaging system which will track both the flow and
the structure. The proposal will be applied to the classical aeroelastic problem of gust encounter by a flexible
wing, which is still a relevant case of research in Aeroelasticity. In order to do this, the following research
questions and objectives have been defined.

2.4.1. Research Questions

1. Can a robotic PIV system be used to perform simultaneous, non-intrusive and instantaneous aerody-
namic and structural measurements in a large-scale aeroelastic experiment?

(a) Is it possible to conduct aeroelastic measurements in a static case?

(b) Is it possible to conduct aeroelastic measurements in a dynamic case (gust encounter)?

(c) Is marker-tracking a suitable approach to conduct structural measurements using the CVV sys-
tem?

• Can structural accelerations be recovered from marker-tracking data?

• Can structural strains be recovered from marker-tracking data?

(d) Can unsteady aerodynamic measurements be conducted using robotic PIV and a phase-averaged
approach?

(e) Is it possible to use data acquired with robotic PIV to retrieve information about the different kinds
of loads at play during an aeroelastic interaction?

2. What are the accuracy and uncertainty of this system in comparison to traditional measurement ap-
proaches used in aeroelastic experiments?

This question aims to determine whether this approach could substitute or at least become an alterna-
tive to the traditional techniques used in aeroelastic experiments mentioned in the literature review.

(a) Are the measured unsteady flowfields compliant with the reconstructed surface of the structure
and the estimated loads?

(b) What is the accuracy of the acceleration measurements obtained with robotic CVV with respect to
the validation measurements?

(c) What is the accuracy of the strain measurements obtained with robotic CVV with respect to the
validation measurements?

(d) What is the origin of the discrepancies that are found, if any?

(e) What are the main strengths and limitations of robotic CVV as a measurement system for experi-
mental aeroelastic campaigns?
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2.4.2. Research Objective

The research objective of this proposal is "Develop a framework for the use of the robotic PIV system as a tool
for integrated, simultaneous and coherent aerodynamic and structural measurements by means of an exper-
imental campaign on a flexible wing exposed to discrete and continuous gust excitations". Completing this
objective would give a proof-of-concept of the proposed technique which, if validated, could become a pow-
erful alternative to traditional measurement systems used for aeroelastic tests in industry and Academia.

This research objective will be achieved through the following research framework:

1. Expand the understanding of the robotic PIV system and its capabilities by using it on a large-scale,
unsteady case.

2. Obtain structural and aerodynamic raw measurements on the flexible wing using robotic PIV, by means
of an experimental campaign specifically designed for this purpose.

3. Transform the raw aerodynamic data into meaningful flowfield information, namely:

• Velocity fields will be computed using the Particle Tracking Velocimetry principles, implemented
in the commercial software DaVis 10.

• The steady and unsteady aerodynamic loads will be estimated based on the circulation of the
flowfield around the wing.

4. Develop a method to provide full field structural data from point-tracking information acquired with
the PIV system:

• Develop a methodology to extract acceleration measurements from point-tracking data.

• Develop a methodology to extract strain measurements from point-tracking data.

5. Assess the performance of the developed methodology by comparing the structural results obtained
with it to independent measurement systems, namely the accelerometers, optic strain fiber and force
balance.

6. Combine the aerodynamic and structural measurements to evaluate their compatibility and the overall
performance of the system as a combined measurement system.





3
Experimental Setup and Procedures

This chapter describes the main aspects of the experimental campaign conducted to answer the research
questions that motivate this thesis.

First of all, the wind tunnel facilities where the experiment is conducted are presented in Section 3.1. The
main characteristics of the flexible wing used as a test object are discussed in Section 3.2 and the robotic
PIV system and its main components are described in Section 3.3. Other measurement systems, listed in
Section 3.4 were also used to provide a validation for the robotic PIV structural measurements. Finally, Section
3.6 discusses the acquisition strategy chosen to perform the measurements and the motivation behind that
choice.

3.1. Wind Tunnel
The investigation has been conducted in TU Delft’s Open Jet Facility (OJF), which is a closed-loop, open test
section wind tunnel with an octagonal exit of 2.85x2.85 m2 and a 3:1 contraction ratio. The tunnel is powered
by a 500 kW electrical engine which drives a fan that can provide air speeds of up to 35 m/s. The nominal tur-
bulence intensity of the tunnel is 0.5%, although this value will likely be higher during this experiment due to
the presence of the PIV seeding system and the gust generator. Previous work by Giaquinta and Sciacchitano
[28] reports an increase of the turbulence level up to 0.8% when the the PIV seeder is placed in the settling
chamber of the wind tunnel, as is the case in this study.

The motivation for the use of this facility is straightforward considering the scale of the experiment to be
conducted. The dimensions of the model and the large amount of equipment needed for the measurements
(gust generator, PIV system etc.) require a large test section which the OJF satisfies, since its test section is
embedded in a room with a width of 13 m and a height of 8 m. In addition, the gust generator - to be described
in Section 3.5 - has been designed specifically for this facility.

3.2. Flexible Wing Model
The test object of the experiment is an unswept flexible wing with a span of 1.75 m and a NACA 0010 airfoil
profile with a constant chord of 25 cm. The wing has been manufactured by the Aerospace Structures &
Materials group at the Aerospace faculty at TU Delft, and it has been specifically tailored to exhibit an optimal
behaviour for the study of fatigue degradation under the conditions that can be achieved at the OJF with the
gust generator.

The wing is made out of carbon fiber reinforced epoxy (Hexcel 8552 IM7) unidirectional tailored lami-
nates. Its inner structure is formed by two spars and thirteen ribs, and the outer skin is divided into three
spanwise regions of equal length, where each has its own laminate properties (orientation and thickness).
The properties of those laminates were determined through an optimization process driven by an objective
function which tries to both minimize the weight of the wing and to maximize the wing tip displacement
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while satisfying certain safety margins. This displacement is also favoured by the addition of a wing tip mass
of 400 g which lowers the natural frequency of the wing, placing it within the range of excitation frequencies
achievable with the gust generator.

To allow the clamping of the model to the force balance in the wind tunnel, a 5 cm section with a solid
aluminium block is added to the bottom of the wing. This results in a final model which is 1.80 m long,
although for the purpose of this investigation the bottom 5 cm are considered to be perfectly rigid and are
excluded from the measurements. The inner structure of the wing with the presence of this block can be
observed in Figure 3.1

Figure 3.1: Picture of the wing inner structure before the bonding of the two halves. The layout of the optic fiber and the aluminium
block used for the clamp can be observed.

Property Units Value

Chord [mm] 250

Height [mm] 1750

Weight [g] 2369

Weight - Aluminium Block [g] 928

Grid Spacing - X [mm] 30

Grid Spacing - Z [mm] 30

Marker Diameter [mm] 1.5

Table 3.1: Table summarizing the main properties of the wing model
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Finally, the model was also fitted with a zig-zag strip running along the span of the wing on both sides of
the model. This is done to trigger the transition of the boundary layer from laminar to turbulent and avoid
undesired effects such as laminar separation bubbles. The chordwise locations of the tape were 5% and 65%
for the suction and pressure side respectively, and the thicknesses of the tape were 0.2 mm and 0.5 mm.

3.2.1. Marker grid

A central part of this thesis consists on performing structural measurements with the robotic PIV system. This
is done by imaging reflective markers placed on the surface of the wing which are then tracked in time and
space.

A rectangular grid of circular markers is imprinted on the surface of the wing model for this purpose. The
markers have a diameter of 1.5 mm and are spaced equally every 30 mm both horizontally and vertically. The
choice of these dimensions is motivated by two main reasons:

• The markers should be small enough so that they can be tracked with the Shake-The-Box software and
to ensure that a sufficient amount of the field of view of the cameras is left "marker-free" so that the
HFSB flow tracers can still be tracked.With respect to the marker diameter in particular, previous work
by Mitrotta et al. [49] done on a similar case shows good results for the chosen dimension of Ø= 1.5 mm.

• The marker grid should be dense enough to provide local information about the deformation of the
wing and to ensure that enough markers can still be imaged even if the structure is moving and some
of its sections (and the corresponding markers) fall out of the field of view of the cameras. On the other
side, the grid should be sparse enough to once again guarantee that enough field of view is available to
image the flow tracers.

The markers are imprinted on the surface of the wing using a laser-cut template which is then spray-
painted with white paint. The template is manufactured with a cardboard sheet with a thickness of 0.4 mm
so that the resulting template is flexible and can follow the curvature of the wing profile. The marker grid is
symmetrically imprinted on both the pressure and suction side of the wing. A sketch of the wing, marker grid
and some of its main dimensions is presented in Fig.3.2.

Figure 3.2: Relevant dimensions of the wing and the marker grid. Note that the scaling of the axes on the sketch of the full wing might
distort the real spacing between markers.
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3.3. Robotic PIV system
This section presents the main measurement system used during the experimental campaign and the pro-
tagonist of this study: the robotic PIV system. Each of the main components of the system will be briefly
described together with an explanation of their purpose.

3.3.1. Seeding system

As any other PIV system, the robotic PIV system requires the presence of flow tracers to conduct measure-
ments. In addition, due to the large-scale and volumetric nature of such measurements, the seeding of
Helium-Filled Soap Bubbles is required in particular because of their mechanical and light-scattering prop-
erties. These tracers are normally produced by means of nozzles inside of which air, soap and helium are
mixed to generate the bubbles. Some of the properties of the tracers (rate of production, buoyancy etc.) can
be controlled by adjusting the flow rates of each of the fluids, which can be done from a control unit designed
in-house at the Aerodynamics department of the TU Delft.

The seeding of large areas of the flowfield requires a seeding device with multiple nozzles. In this experi-
ment, a seeding rake also manufactured by the Aerodynamics department is used. The rake is designed to be
minimally intrusive on the flow in terms of added turbulence, and it consists of an array of ten vertical wings
positioned in parallel. Each wing houses twenty equally-spaced nozzles, such that the exits of the nozzles are
aligned with the trailing edge of each wing. With this arrangement, an area of roughly 1 x 0.5 m2 is seeded
under nominal working conditions although these cannot be achieved due to the deterioration of the seeder
(blocked/broken nozzles, blocked fluid lines...). This deterioration has been reported in previous works (Or-
donez [52]) and in this campaign only a section of approximately one fourth of the total area was working
reliably.

The seeder is placed on the settling chamber of the OJF, right before the contraction of the tunnel. This
arrangement is the same one used in previous works such as Giaquinta and Sciacchitano [28] or Saredi et al.
[56], where it is reported that this is the setup that produces a minimum increase in turbulence intensity.
The seeding rake is mounted on a support structure formed by X95 beams which allows for some vertical
and horizontal displacement of the rake, needed to achieve good seeding concentrations in all the areas of
interest of the model.

3.3.2. Coaxial Volumetric Velocimetry Probe

The key component of the robotic PIV system is the Coaxial Volumetric Velocimetry1 probe that is used to
both take the images of the particles and to illuminate them thanks to its optical arrangement. The probe
used in this campaign is the Minishaker Aero manufactured by LaVision, and it features 4 CMOS2 cameras
housed inside an oval-shaped container designed to minimize the aerodynamic interference of the probe.
The cameras are mounted on a low-tomographic angle configuration around a common axis which contains
the illumination source. The illumination is achieved by redirecting the laser beam output by the laser to the
CVV probe through an optic fiber. The CVV probe also has a special attachment point that can be used to
mount it on a UR5 collaborative robot arm which will be discussed next.

Finally, from an operational point of view, the sensor size of the cameras can be modified to change the
maximum acquisition frequency. In this campaign, two sensor sizes were used:

• 704 x 540 px for a maximum acquisition frequency fmax = 821 Hz, used for aerodynamic measure-
ments.

• 704 x 636 px for a maximum acquisition frequency fmax = 500 Hz, used in measurements where only
markers were captured. The reason behind it is to maximize the number of markers captured in a single
recording and to match the acquisition frequency of some of the secondary measurement systems.

1Hereafter referred to as CVV
2Stands for Complementary Metal Oxide Semiconductor
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Figure 3.3: MiniShaker Aero Coaxial Volumetric Velocimetry probe by LaVision. Reproduced from Ordonez [52].

3.3.3. Robot Arm

One of the main features of the robotic PIV system is its versatility when conducting large-scale measure-
ments thanks to its ability to conduct measurements in different locations quickly, automatically and without
the need of a new calibration in between them. This mobility is provided by a Universal Robots - UR5 robot
arm, which has 6 degrees of freedom and a maximum reach of 850 mm from its base. This robot is controlled
through the RoboDK software installed in the acquisition PC, which can simulate the 3D environment around
the robot making the positioning of the arm more intuitive.

An important aspect of the robotic PIV measurements is the positioning of data in space. In principle,
the PIV data acquired with the CVV probe will be positioned in a reference system which will be dependent
on the particular robot positioning and orientation during a measurement, as shown in Fig.3.4 ("Robot Tool"
reference frame). On the other hand, when sweeping large measurement domains, the use of a global refer-
ence system is preferred. This is a feature available on the Davis 10 PIV acquisition software, which allows
to position all the measurements in the "Robot Base" reference frame by means of an automatic transforma-
tion performed using the angular position of each of the robot joints. After that, the data can be moved to
any other reference system by knowing the positioning of the robot with respect to the wind tunnel. Finally,
in terms of positioning performance the manufacturer of the robot advertises a repeatability of ±0.1 mm,
although this figure will be debated in Section 4.

3.3.4. Illumination source

The light source needed to illuminate the flow tracers is provided by a QuantronixDarwinDuoNd: YLF high-
speed laser with a wavelength of λ=527 nm, a frequency range of [0.2-10] kHz and a maximum power of 25
mJ. The light beam produced by the laser is focused on the end of an optic fiber through a coupling system
mounted on the laser head. The optic fiber is both quite long ( 4 m) and flexible, allowing for a wide range
of motion of the CVV probe mounted on the robot arm, as well as the safe placement of the laser head away
from the measurement area. The laser light travels through the optic fiber to the CVV probe where it is ex-
panded into a cone through a set of spherical lenses, which produces a measurement domain that resembles
a truncated pyramid.

The laser also needs to be triggered in coordination with the shutters of the cameras, which is done by a
timing unit housed inside the acquisition PC.

3.3.5. Acquisition PC & Software

The acquisition PC is another important piece of equipment needed for the operation of the robotic PIV
system. On the hardware side, it contains the Programmable Timing Unit used to trigger the cameras and
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Figure 3.4: Sketch of the Universal Robots UR5 collaborative robot arm where the 6 different joints and their axes of rotation are enumer-
ated, and the "Robot Tool" and "Robot Base" reference systems are highlighted.

the laser. This unit can also accept external triggers, a feature used extensively in this campaign to conduct
simultaneous measurements with the robotic PIV system and other measurement tools. The PC also has
64GB of RAM memory, which limits the maximum number of images that the cameras can acquire during a
single measurement run.

On the software side, the acquisition PC contains the DaVis 10.0.5 program used to set up the PIV acquisi-
tions. This program is coupled with the RoboDK 3.2 software, which controls the movement of the robot arm.
With this arrangement, an acquisition over several measurement positions can be easily automated.

3.4. Auxiliary Measurement Systems
One of the main goals of this thesis is to evaluate the performance of the robotic PIV system with respect
to traditional structural measurement systems. It is therefore necessary to conduct a series of validation
measurements to make that comparison. Previous work by Mitrotta et al. [49] used a laser vibrometer to
validate the tracking of markers with the Shaker-The-Box software and therefore this option is not used in
this campaigns. Three other measurement systems were chosen for this experiment:

• Accelerometers

• Optic Fiber

• Force Balance

The purpose of each of them will be briefly discussed next together with some of their performance char-
acteristics.

3.4.1. Accelerometers

Some of the most important aeroelastic interactions are dynamic, which means that there exists a fluid-
structure coupling over time. It is therefore needed to prove that the marker-tracking information obtained
with the Shake-The-Box algorithm can be used to accurately reconstruct dynamic events.

For this purpose, two Endevco Isotron Model 65-10 tri-axial accelerometers are used during this campaign.
The sensors are provided by the Netherlands Aerospace Centre (NLR) and have a dedicated acquisition sys-
tem. The accelerometers are located on the top rib of the wing such that they remain housed inside the inner
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structure of the wing and that they don’t interfere with the flow at the tip of the wing. The devices are posi-
tioned along the mid-line of the top rib, at 5 cm and 17.5 cm from the leading edge of the wing respectively.
The accelerometer model is shown in Figure 3.5, together with its typical frequency response as advertised by
the manufacturer. Some of the most relevant performance characteristics of the accelerometers can be found
in Table 3.23.

The performance characteristics are listed in Figure 3.5 where it can be seen that its performance deterio-
rates slightly when approaching the ends of the frequency range of the accelerometers. In addition, Table 3.2
shows that this not only affects the amplitude response, but also the phase response which is guaranteed to
stay within ±5◦ of the real phase only in the 10-1500 Hz range. These facts are particularly important consid-
ering that the range of frequencies of the excitations (gusts) used in this campaign will be of 2-6 Hz and thus
some error in the measurements can be expected.

a)Endevco Isotron Model 65-10 accelerometer. b)Typical frequency response (Amplitude) of the accelerometer

Figure 3.5: Picture of the accelerometer model used and its typical frequency response. Reproduced from www.endevco.com.

Property Units Value

Mass [g] 5

Number of axes - 3

Range g[m/s2] 50

Typical Voltage Sensitivity [mV/(m/s2)] 10

Acquisition Frequency [Hz] 500

Amplitude Response, 5% [Hz] 3 - 6000

Phase Response, ±5◦ [Hz] 10 - 1500

Table 3.2: Main performance characteristics of the Endevco Isotron Model 65-100 accelerometer.

3.4.2. Optic Fiber

Another variable of interest in aeroelastic investigations is the strains that the materials suffer when under-
going static or dynamic deformations. These strains can be related to the forces (stress) that the materials
must endure and can therefore be used as safety margins that cannot be exceeded in order for a material not
to fail. Strains are even more important when using composite materials, due to their typical anisotropy in
properties.

In this campaign, strain measurements are conducted using a LUNA OPT 06006 Optical Backscatter Re-
flectometer, which uses Rayleigh backscattering to conduct local strain measurements. To use the system, an
optic fiber must first be installed inside the model following the line along which the measurement is to be

3More information available at https://buy.endevco.com/ContentStore/MktgContent/Endevco/Datasheet/65_DS_082719.
pdf

https://buy.endevco.com/ContentStore/MktgContent/Endevco/Datasheet/65_DS_082719.pdf
https://buy.endevco.com/ContentStore/MktgContent/Endevco/Datasheet/65_DS_082719.pdf
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conducted. This can be seen on the left-hand side of Figure 3.1, where the optic fiber has been bonded to
one of the sides of the wing. The installation shows that the fiber is installed using different kinds of patterns
(straight line / zig-zag), but for the purpose of this study only a straight line running from the root of the wing
to the 1.65 m height is considered. The chordwise location of the optic fiber is approximately the half-chord
position.

In terms of acquisition, the system allows for certain adjustments in terms of spatial and temporal resolu-
tion. During this campaign, an acquisition frequency of 500 Hz is chosen which results in a maximal spatial
resolution of 2.59 mm. This trade-off between temporal and spatial resolution is imposed by the measure-
ment system technical specifications.

3.4.3. Force Balance

Finally, some of the most important outputs of an aeroelastic campaign are the different loads that the struc-
ture experiences. This thesis will also explore the reconstruction of loads from the robotic PIV measurements,
and therefore a 6-component force balance is used during the investigation.

The balance serves both as a measurement system and as a support system for the wing during the in-
vestigation. The aluminium block on the bottom of the wing is held using a special clamp which is directly
connected to the balance. The balance sits on top of a rotating table which can be used to adjust the angle of
attack of the wing.

3.5. Wind tunnel setup
The most relevant pieces of equipment needed to conduct the experiments have been listed in the previous
sections. As the reader can probably deduct at this point, the use of all this equipment results in a complex
experimental setup where lots of different systems need to be properly located and coordinated to conduct
the measurements. This section provides an overview of how this has been achieved and what the most
important aspects of the complete setup are.

Figure 3.6: Picture of the test section of the OJF, showing the main components of the experimental setup before the installation of the
robotic PIV system.
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To start with, Figure 3.7 offers a general view of the setup before the installation of the robotic PIV system.
The most relevant components are numbered, being each of them:

• 1: Gust Generator.The gust generator is formed by an aluminium structure placed around the octag-
onal exit of the OJF which serves as a support for the 2 vertical vanes used to generate unsteady flow
conditions. The vanes are operated by electrical motors and controlled through a LabView environ-
ment. The gust generator can generate both continuous or discrete (1-cosine gusts) of frequencies
ranging from 0.5-10 Hz and amplitudes of δG = 0-10◦. More details about the gust generator and its
conception can be found in the work of Lancelot et al. [39].

• 2: Flexible wing model. Discussed in Section 3.2

• 3: Splitter table. A plank of (black) wood is used to separate the wing from the clamping system/balance
setup. The height of the table is aligned with the bottom of the exit of the OJF, and its purpose is to re-
duce the aerodynamic interference of the setup in the flow around the wing and in particular, its root
section.

• 4: Force balance and rotating table.. Discussed in Section 3.4.3.

• 5: Accelerometer wiring. The accelerometers are connected to the acquisition system through a set of
wires which need to be routed down from the tip of the wing where the sensors are housed. To minimize
aerodynamic interference and to prevent the cables from swinging during test runs, a metallic pole is
installed approximately 1 m behind the wing to direct the cables and keep them in place. This pole is
removed once the measurements requiring accelerometers are completed.

• 6: Main acquisition system.This system consisting of a data acquisition module and a laptop is respon-
sible for the operation of the gust generator through a LabView environment, as well as providing the
trigger signals needed for the time-synchronization of the different measurement systems.

• 7: Hydraulic table. Since the exit of the OJF tunnel is not at ground level, the model and some of the
equipment pieces are placed on top of a hydraulic table to align them with the air stream of the tunnel.

• 8: Accelerometer acquisition system. As discussed in section 3.4.1, the accelerometers have a dedi-
cated acquisition system which is also housed under the splitter table. An input trigger is provided to
the acquisition box to synchronize the accelerometer signal with the robotic PIV measurements.

• 9: Laser Vibrometer. Not used in this campaign.

Secondly, Figure 3.7 shows a close-up of the setup while performing a robotic PIV measurement. Some
components have been again highlighted, namely:

• 10: Helium-Filled Soap Bubble seeding rake. As discussed in Section 3.3.1, located inside the settling
chamber of the OJF. Not shown in any of the pictures is the control unit used to manage the feed of
soap, air and helium to the seeder, as well as the storage containers for helium and soap.

• 11: Robot arm. Discussed in Section 3.3.3. Mounted on top of a X95 beam support in order to cover
the entire span of the wing.

• 12: Coaxial Volumetric Velocimetry probe. Discussed in Section 3.3.2, mounted at the end of the robot
arm.

• 13: Measurement region. The laser cone coming from the CVV probe is illuminating both the marker
grid and the HFSB tracers.
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Figure 3.7: Close-up of the setup during a PIV acquisition, showing the main components of the robotic PIV system as well as the aspect
of the measurement region.

3.6. Acquisition strategy
The final section of this chapter discusses how the measurements were conducted and what were the test
conditions. The experimental campaign took place over the course of a week, of which only 4 days were used
for measurements. This justifies the need for a carefully chosen test matrix which needs to produce results
capable of answering the research questions and objectives presented in Section 2.4. In practice, this led to
the division of the campaign in two main blocks to be presented next.

3.6.1. Measurement Block 1: Structural Measurements

The motivation behind the first block of measurements is to determine how the marker information acquired
with robotic PIV compares to traditional structural measurement systems such as the accelerometers, strain
fiber and force balance. A variety of static and dynamic test cases are chosen, where the choices of speeds and
angle of attack of the wing (αw ) are made based on knowledge about the loads that the model can withstand
without failing.

A simplified version of the test matrix of this measurements block is presented in Table 3.3. Even though
it is not listed, every single acquisition of data was accompanied by a robotic PIV measurement where no
HFSB seeding was used and only the marker grid was illuminated and captured. Some of the most important
practical aspects of the measurements are:

• With the robotic PIV system sampling at 500 Hz, a larger field of view can be selected for the cameras.
However, even in this configuration, only individual sections of the wing of approximately 30 cm in
height can be captured in a single measurement and therefore several acquisitions are needed to cover
the entire span of the wing. A total of 9 consecutive spanwise volumes are defined in the robot control
software for this purpose.

An important aspect is that, in dynamic cases, this means that the selected test case must be repeated
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once for every single volume. In doing so, it is assumed that there exists a good level of repeatability
of the experiment and that there are no changes in the structural response of the wing model due to
fatigue for example.

• The strain measurements are acquired at a frequency of 500 Hz over the course of 5 seconds.

• The accelerometer measurements are acquired at 500Hz. Due to the need to repeat the dynamic mea-
surements once per PIV view, several measurements are taken for the same event and then averaged.

Test Conditions Flow Speed [m/s] αw [º]
Excitation

Frequency [Hz]

Gust

Amplitude [º]
Accelerometers

Strain

Fiber

Force

Balance

Wind off
0 5 - - - - -

0 7 - - - - -

Static

14 5 - - - Yes Yes

14 7 - - - - Yes

24 5 - - - Yes Yes

1-Cosine Gust
14 5 3 10 Yes - Yes

24 5 3 10 Yes - Yes

Sinusoidal

Frequency

Sweep

14 5 0.5 - 6 Hz 5 Yes - Yes

Table 3.3: Simplified test matrix of the first measurements block of the experimental campaign. All the listed cases have their own
corresponding robotic PIV acquisition.

3.6.2. Measurement Block 2: Aerodynamic Measurements

The second block of measurements is dedicated to the acquisition of flowfield information combined with
marker tracking as shown in Figure 3.7, therefore needing the use of the HFSB seeding system unlike in the
first block.

Due to time constraints, only one section of the wing located at approximately 80% of the span is mea-
sured. The field of view of the PIV system is adjusted (reduced) to increase the acquisition frequency to 821
Hz, a requirement in order for the tracking of the flow tracers to work reliably. In addition, three different
views, shown in Figure 3.8 are defined along the chord of the chosen section of the wing in order to capture
the entire flowfield. Finally, the PIV measurements are first conducted on the suction side of the wing, after
which the robotic PIV system is moved to the opposite side of the hydraulic table and positioned such that
the setup is mirrored with respect to its previous location. The three chordwise views (V1s , V2s , V 3s ) defined
previously are used again to capture the pressure side of the flowfield (V1p , V2p , V 3p ) .

Additionally, as also shown in Figure 3.8, the orientation of the CVV must be chosen carefully. In the
problem at hand, there exist two main dimensions of interest: the main flow direction (aligned with the X
axis as shown in the figure) and the main oscillation direction (aligned with the Y axis). On the other hand,
it is known that the CVV probe has a limitation in terms of positioning precision along its main axis due to
the low tomographic aperture angle of the cameras. In practice, this means that during the acquisition the
"weak" axis of the CVV probe must not be aligned with the main directions of interest in order to reduce the
measurement uncertainty of both the markers and the HFSB tracers. In this campaign, the robot is positioned
such that the CVV probe is tilted and its main axis is aligned mainly with the vertical axis of the reference
system.

The measurements are first conducted for a steady state condition described in Table 3.4.
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a)Sketch of the PIV views (V1s -V3s ) and their correspondent
symmetrical ones (V1p - V 3p ) chosen for the measurement of the

flowfield

b)Relative positioning between the CVV prove, the wing model and
the main flow direction.

Figure 3.8: Sketches of the PIV views and the positioning of the robotic PIV system during the measurements.

Property Value

Flow Speed [m/s] 14

AOA [º] [5, 7]

Sampling Frequency [Hz] 821

Acquisition Time [s] 18.3

Number of images 15000

Table 3.4: Acquisition settings for static robotic PIV measurements.

Secondly, measurements of the selected dynamic cases are taken. The acquisition of unsteady PIV data
makes necessary the recording of several cycles of each event to phase-average them and achieve a high
enough particle concentration for the posterior binning of the data (transformation from Lagrangian infor-
mation to structured volumetric grid).

The most important dynamic case is the continuous gust excitation, where the frequency of the gust is
set to 2 Hz and its amplitude to δG = 5◦4. The selected frequency implies a reduced frequency of κ = 0.11
and therefore unsteady effects should be relevant. A larger amplitude of the gust could not be considered
due to the properties of the laminate on the pressure side of the wing, prone to debond when placed under
compression. Finally, in this campaign only the purely oscillatory interaction is of interest and the transient
period between the wing being at rest and oscillating periodically is discarded. The acquisition process works
as follows:

1. The robot is positioned in the position of interest (see views in Figure 3.8).

2. A first check is conducted to ensure that the positions of the robot and the HFSB seeder are such that
good seeding concentration is achieved throughout the interaction. The robot stays fixed in position
during the entire measurement and therefore it needs to be on one side far enough from the wing to

4As measured by the deflection of the gust generator vanes δG
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reduce aerodynamic interference but also close enough to illuminate the flow tracers when the wing is
at its furthest point of oscillation.

3. The gust generator is started and set to provide the continuous gust excitation for a total time of 80
seconds. Of those, the first 40 seconds are not recorded and are left to ensure that a purely oscillatory
state is reached and to perform some last checks before the acquisition of the data. At t = 40s, the gust
generator controller triggers the robotic PIV acquisition and images are recorded for the remaining 40
seconds. This results in an image set containing 32840 images and 80 cycles of the interaction. The vane
angle signal from the gust generator is also recorded to use it as a reference signal for the subsequent
phase-averaging process later on.

4. The images are transferred from the RAM memory of the PIV acquisition unit to a hard drive.

5. The process is repeated again until a total of 240 cycles per view have been captured.

Finally, a discrete gust case is also tested with robotic PIV acquisition. The frequency is increased to 3Hz
and the amplitude is set to δG = 10◦. The acquisition is simpler since in this case the averaging is done by
purely synchronizing the discrete measurements over time. On the other side, there exists a problem in terms
of the particle concentrations that can be achieved in a reasonable time. While the continuous gust allows the
recording of hundreds of cycles in roughly 2 minutes, this case takes around 5 seconds per cycle considering:
generation of the gust, interaction with the gust and posterior transient until oscillation dies out and image
saving time. This makes the acquisition of many cycles prohibitive both in terms of time and cost due to
soap and helium consumption by the HFSB seeding. Therefore, a total of only 10 individual gusts is recorded
per PIV view during this study, placing the interest on what kind of spatial resolution can be achieved. This
dataset was finally discarded due to a lack of enough particles to properly measure the unsteady flowfield.

The test cases and acquisition settings used for the unsteady aerodynamic cases are summarized in Table
3.5.

Excitation Acquisition

Case
Flow

Speed [m/s]
αw [º] fG δG

Sampling
Frequency [Hz]

Images
per

Recording

Gust Cycles
per

Recording

Acquisition
Time [s]

Continuous
Gust

14 5 2 5 821 32840 80 40

Discrete
Gust

14 5 3 10 821 1500 1 4

Table 3.5: Table summarizing the dynamic cases where unsteady aerodynamic measurements where conducted.





4
Methodology

After introducing how the experimental campaign was set up and how the data was achieved, this chapter will
cover how the raw data is processed to generate the final results which will be covered in the next chapter.
Section 4.1 covers how the raw data (images) acquired with the robotic PIV sytem is processed to generate
both flowfield and marker tracking information. Next 4.3 explains how the aeroelastic response of the wing
is reconstructed using a simple beam model coupled with an optimization problem. Finally, Section 4.4
explains how some of the aerodynamic and structural loads of the problem can be recovered using some
simple, low-fidelity models.

4.1. Processing of robotic PIV data
The main postprocessing steps needed to transform the raw PIV images into flowfield and marker tracking
information are presented here.

4.1.1. Image Pre-Processing

Some image pre-processing steps are taken before the tracking of the markers and flow tracers. These steps
are mainly directed towards the elimination of reflections coming from the surface of the wing model, and
towards improving the tracking performance of the Shake-The-Box algorithm that is used afterwards.

Separation Structure Markers - Flow tracers
In the first place, the images containing both structural markers and flow tracers need to be filtered to sepa-
rate them. The separation is necessary to ensure an efficient and accurate tracking, since both the markers
and HFSB tracers will need their own Optical Transfer Function 1, Volume Self-Calibration 2 and tracking
parameters for the application of Shake-The-Box.

The separation of the HFSB tracers can be done through the application of a Butterworth High-Pass filter.
This approach was first presented in Sciacchitano and Scarano [64] as a method to remove undesired back-
ground reflections based on the decomposition of pixel intensity in the frequency domain. In the case of this
thesis, the method can also be used to remove the structural markers from the images since the time scale of
their motion is much larger than the average transit time of the bubbles across a single pixel. A kernel of 7
images is selected in Davis 10 for the application of the filter. This value has been found to give good results
in terms of marker removal, while minimizing the introduction of ghost particles which is a known secondary
effect of the application of this kind of filter.

The previous approach is able to produce images where only the flow tracers are present, but it is still also
necessary to obtain the structure markers. A logical step would be to use the result of the previous operation:

1Hereafter referred to as OTF
2Hereafter referred to as VSC

53
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Figure 4.1: Result of the process used to separate structure markers and flow tracers. Left: raw image. Center: Marker grid. Right: Flow
tracers. The image is displayed with an inverted gray scale.

subtract the recordings of the HFSB tracers from the original images to obtain images where only markers
are present. Unfortunately this is not completely possible in Davis 10, and the subtraction operation fails to
completely eliminate the HFSB tracers. An alternative approach is needed, and the processing software has
other interesting filtering functions, of which the application of a symmetrical minimum time filter with a
kernel size of 3 images has been found to produce the desired output. An example of the application of this
methodology to the images acquired during the campaign is shown in Figure 4.1.

Structure Markers
After separating the markers from the original recordings, some further operations are performed on the
images before the tracking step. The operations are listed in Table 4.1.

Operation Parameter Value

Subtract Sliding Minimum 50 px

Gaussian Smoothing 3x3 px

Multiply Pixel Intensity by Factor 1.1

Table 4.1: Pre-processing steps used for the structural markers.

A sliding minimum is applied to remove any remaining reflections and a gaussian smoothing is applied
to the markers to uniformize their appearance, which has been found to be beneficial for tracking. Finally,
the intensity of the pixels is multiplied by a small factor to compensate for the effect of the sliding minimum
subtraction.

Flow Tracers
No further pre-processing steps are applied to the recordings containing the flow tracers before the applica-
tion of the Shake-The-Box algorithm.

4.1.2. Tracking with Shake-The-Box

The main processing step is the application of the Shake-The-Box algorithm to the images to obtain the tracks
of both the markers and the flow tracers.

This step requires the previous creation of an Optical Transfer Function as well as a Volume Self-Calibration.
The purpose of these will not be covered in this section (the reader is directed to Schanz et al. [61] and Schanz
et al. [62] for detailed explanations), but it is important to highlight some aspects about how they are gener-
ated. Specifically, the creation of the OTF and VSC requires images from the tracers that are to be tracked.
This means that in this study, two sets of OTF/VSC are created: one for the HFSB flow tracers and another
one for the structural markers.
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It is also important to remark that, as specified by the Davis 10 documentation, the images used for this
purpose are not the original ones but those on which the pre-processing steps described in the previous
section have already been applied. Furthermore, images from different views (robot positions) are used for
the generation of the OTF and VSC, as this is known to be beneficial for the final quality of the calibration
process.

Finally, during the tracking with the time-resolved Shake-The-Box algorithm, the value of some parame-
ters must be chosen. Their purpose is to tune how the algorithm detects and tracks particles, and some small
differences exist between the values used for the tracking of markers and those used for the tracking of helium
bubbles. The parameters and their values are listed on Table 4.2. The values used for the tracking of bubbles
are mainly the default ones, while the ones used for markers have been chosen based on experience and give
a good compromise between the amount of markers that are tracked simultaneously and the quality of their
positional information in terms of the level of noise.

Operations Units Marker Tracking HFSB Tracking

Particle Detection
Threshold for 2D particle detection [counts] 10 2

Allowed triangulation error [px] 1.5 2

Shaking

Outer loop iterations [-] 8 4

Inner loop iterations [-] 8 4

Shake particle position by [vox] 0.1 0.1

Remove particles if closer than [vox] 30 1

Remove particles if intensity lower than [vox] 0.10 0.10

Particle shape

and Intensity

OTF size factor [-] 1.3 1

OTF intensity factor [-] 1 1

OTF radius factor [-] auto auto

Tracking

Minimum track length [timesteps] 4 4

Velocity limits [X,Y,Z] [m/s] [5, 5, 3] [25, 10, 10]

Max. absolute change particle shift [vox] 5 2

Max. relative change particle shift [%] 35 25

Table 4.2: Shake-The-Box parameters used for the tracking of structural markers and flow tracers.

On the Shake-The-Box velocity limits
As mentioned previously, the time-resolved data is used to obtain the Lagrangian information from the flow
using Shake-The-Box, meaning that no Double Pulse-Double Frame or Multi-Step techniques are used. One
known limitation of using time-resolved information affects the maximum flow speeds that can be recovered
with the tracking algorithm. This limitation comes from the maximum displacement that the flow tracers
can undergo between two consecutive frames: if the flow speed is too high this displacement will increase
and the algorithm might fail in pairing the same particle between frames. Previous research on this aspect by
authors like Jux et al. [35] or Saredi et al. [56] indicates that time-resolved data can be successfully processed
with Shake-The-Box for flow speeds under the limit U∞ . 15 m/s.

The measurements conducted in this study are taken at an incoming flow speed of U∞ = 14 m/s although
the presence of the wing will accelerate the flow locally, likely surpassing the aforementioned tracking limit.
This does not mean that the tracking algorithm will fail completely, but a slight decrease in the number of
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tracks being tracked by the algorithm and an increase in false pairing can be expected. This is a known lim-
itation of the study, and the flow speed was not changed to maximize the structural response of the wing to
the gusts, which was a preferential aspect for this campaign.

4.1.3. Phase-Averaging of Unsteady Flow data

As introduced in Section 3.6.2, the PIV measurements in unsteady conditions are to be phase-averaged to
increase the spatial resolution and the statistical convergence of the final flowfields. This is something that
can be easily done in periodic events, where the acquisition of several cycles (in the order of hundreds) can
be done in a matter of minutes. This section introduces how the phase-averaging of the data was conducted
in this study for the case of a continuous gust excitation.

To synchronize in time and phase-average the data, a reference signal must be recorded in parallel with
the image acquisition of the robotic PIV system together with the trigger signal. In this case, the trigger signal
is provided by the gust generator control system, which also stores the gust generator vane angle over time
as the reference signal. Once this is done, the objective is to divide the periodic reference signal into cycles
and to define phases within those cycles. Each phase within a cycle will define one instant in the interaction
between the wing and the gust. A sketch of the phase-averaging approach is shown in Figure 4.2.

Figure 4.2: Sketch of the phase-averaging methodology

In the first place, the trigger is identified to determine the start time of the acquisition and secondly, the
reference signal is divided into cycles, where the start and end of each cycle are defined by the zero-crossings
of the signal. The next step is to define the phases within each cycle, as well as a time kernel kT with which
those phases will be defined. The value of kT is defined as a percentage of the duration of each cycle Tc ycle

and it therefore defines the number of phases in which each cycle is divided. For example, for a time kernel
of 1% of Tc ycle , 100 phases can be defined.

The final outcome of the process are the time instants ti , j where i corresponds to the phase and j corre-
sponds to the cycle, which define the instantaneous phases. However, because of the use of a time kernel,
these time instants become "time bins" defined by:

∆tphase = ti , j ±
kT ∗Tc ycle

2
(4.1)
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For each cycle, a "time bin" corresponding to each phase will exist. From an practical point of view, this
means that from our measurements, all the particles captured within the ∆tphase bins will be gathered and
used as an input for the ensemble averaging of the flow data. The value of the time kernel therefore allows to
establish a trade-off between the statistical convergence of the flowfield and temporal resolution: the higher
the value of the kernel, the bigger∆tphase will be and consequently there will be a higher number of particles,
increasing the statistical convergence.

Increasing the value of kT is in principle something undesirable as it implies a loss in temporal resolu-
tion. However, if there is a large enough difference between the characteristic timescales of the flow and the
structure, it can be argued that the value could be increased up to a certain limit. As long as the transit time
of the flow tracers over the chord is much smaller than the period of oscillation of the wing, the structure is
effectively "frozen" from the point of view of the flowfield, meaning that several time instants can be averaged
together without necessarily losing a significant amount of temporal resolution. This is a condition that ap-
plies to this specific case, but might not be fulfilled in other experiments where the timescale of the structural
motion is smaller.

4.1.4. Ensemble Averaging

The flowfield information produced by the STB algorithm is in Lagrangian format, meaning that the discrete
position of the particles and their velocities is known over time. This data format is unstructured and makes
the handling (combining different measurement views, computing gradients...) and interpretation of the
information more complex. It is therefore preferred to transform this data into a structured Eulerian grid,
using a process formally known as ensemble averaging.

This process takes all the particles captured in a measurement run and divides the volume that contains
them into cubic cells, also commonly referred to as bins. Each of those cells will contain a variable number
of particles with their corresponding velocities, from which velocity statistics for that cell can be computed.
One of the most important aspects of this process is the definition of the cell size lb , which determines the
spatial resolution of the resulting velocity field since it defines the smallest resolvable length scale. Ideally
this value should be small, although reducing the value of lb implies a reduction in the number of particles
inside each bin and an increase in the uncertainty level of the velocity as described by

εu = zaσup
Nunc

(4.2)

where Nunc indicates the number of uncorrelated measurement samples within the cell, σu is the stan-
dard deviation of the velocity (which can be estimated from the PIV measurements themselves) and za is a
coverage factor to account for the confidence interval.

Increasing the spatial resolution is also particularly important in this experiment in order to have a final
flowfield which complies with the geometry of the wing. If the bin size is too big (of the order of the thickness
of the airfoil), the flowfield and the reconstructed wing surface will inevitably overlap. For reference, Figure
4.3 shows bins of different sizes compared to the leading edge of the airfoil.

Another choice that must be made is how to recover the velocity statistics for the bin from the velocity
information of the particles inside it. The work of Agüera et al. [2] explores methods of different complexities
and computational costs, ranging from a top-hat filter to a polynomial fit inside the bin, which is shown to
give the best results. In this study, the top-hat filter has been used for the ensemble averaging of all cases.
This choice is made based on the fact that the cases measured here are never truly static:

• During the static measurements, the wing suffers small oscillations.

• During the continuous gust measurements, even if a good level of repeatability is expected,the wing
could be in slightly different positions for the same phase in different cycles of the measurement. Con-
sidering that the position of the CVV probe stays fixed during the measurement, any non-periodical
effects will introduce a small positioning error of the particles in the global reference system.
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Figure 4.3: Comparison between the leading edge of the NACA 0010 used in the wing and bins of typical sizes used for ensemble averaging
of Lagrangian PTV data.

Because of this, the use of more advanced averaging approaches which account for spatial variations of
velocity within the cell does not make sense if the cell is not perfectly static, or at least if it is not guaranteed
that the order of magnitude of the positioning error introduced by the wing vibrations / non-periodical effects
is much smaller than the bin size used for the ensemble averaging.

Apart from the use of the top-hat filter, a bin size of 10mm and an overlap between bins of 75 % has
been chosen. These settings give good results for the static case and also in the phase-averaged cases where
particle concentration could be a limiting factor. A discussion of the quality of the flowfields in terms of the
relative uncertainty of the velocity measurements will be offered in Chapter 5.

Figure 4.4: Top and lateral view of the reference systems used for local and global data positioning. Close up: reference markers used for
global positioning of the data.
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4.1.5. Data Positioning

As described in Section 3.3.3, the robot control software can be used in coordination with the Davis 10 ac-
quisition software to transform the data of each measurement from the "Tool" reference frame (see Fig.3.4)
to the "Robot Base" reference frame, positioning the measurements into a common reference frame as long
as the robot base stays in the same location within the wind tunnel setup during the campaign. However,
in large-scale experiments it is commonly more useful to position the measurements in a global reference
frame which is more consistent with the wind tunnel setup. In addition, in this study the location of the robot
changes from one side of the wing to the other to capture the entire flowfield around it. This makes manda-
tory the definition of a global reference frame in which measurements from both sides can be merged and
interpreted.

Figure 4.4 shows the local reference systems (xG1, yG1, zG1) and (xG2, yG2, zG2), defined by the locations
of the robot as well as the global reference system which is located at the base of the wing and centered at
its mid-chord point at αw = 0◦. The global reference system does not rotate with the angle of attack of wing.
With the chosen setup, the transformation from one frame to the other only requires the application of a
translation in X,Y and Z. This translation is determined with the help of some reference markers (see close-up
in Fig. 4.4) painted on the support table on which the wing rests, as well as with the information of marker
position measured with the robotic PIV system.

4.2. Performance of Marker Tracking with Shake-The-Box

4.2.1. Pre-processing of marker tracking data

The first step in the wing reconstruction process is to filter and organise the marker information outputted
by STB. This is necessary for a series of reasons:

• Filter marker outliers. The raw images of the marker grid might contain small reflections caused by
laser illumination or by the presence of soap accumulations on the wing, especially at the location of
the zig-zag strip. These features are sometimes identified as markers by the STB algorithm and there-
fore result in false marker tracks in the final data. These false tracks are filtered based on their total
track length, which is usually much shorter than a real marker. Further filtering can be done based
on whether the positions of those tracks are consistent with the dimensions of the marker grid: real
markers should stay within at least 30mm from other markers in all directions.

• Marker track interruption. The marker tracks created by STB are sometimes interrupted. This can be
caused by markers going out of the field of view of the cameras, markers losing light intensity as they
move away from the CVV probe and factors which originate from the STB software. Some mitigation
of the problem can be achieved with some image pre-processing operations and a careful selection of
the tracking parameters used by STB. However, the end result is that, for a set of images containing N
markers, the final STB data file might contain up to hundreds of tracks which in reality, when put to-
gether, correspond to the real N tracks that should exist. An algorithm therefore needs to be established
to reorganize this information, as explained in the next paragraph.

Track-Stitching algorithm
The algorithm created to compute the complete marker tracks works in the following way:

1. When an interruption of a marker track is detected at time tn , a sphere of radius R is created in 3D
space, with its center placed at the last known coordinates of the markers.

2. The output file produced by the Shake-The-Box software is scanned to look for a valid continuation of
the track, which must satisfy the following two requirements:

• The continuation of the track must be located within the search sphere.

• The track must continue in the future, that is, at a time tn+∆t > tn .
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In this study, a value of R = 20 mm has been found to give good results. However, this parameter would
likely need to be adjusted in other cases depending on factors such as the expected speed of the markers and
the typical duration of the interruptions in the marker tracking.

4.2.2. Marker tracking performance with STB

Once the complete marker tracks are built, it is possible to get some information about marker tracking per-
formance with the Shake-The-Box algorithm. As an example of the quality of the tracks, Figure 4.5 displays
two cases: a marker from an acquisition conducted in "wind-off" conditions and a marker from a measure-
ment run where the excitation was a discrete gust at 24 m/s.

In the first case, the wing was perfectly still and therefore, no oscillations in the position of the markers
should be expected. As the aforementioned figure shows, the positional oscillations measured by STB are of
the order of tenths of millimeters. The magnitude of these oscillations can be used to estimate the tracking
precision of STB when applied to marker tracking. Some detailed values are displayed in Table 4.3, where the
standard deviation in each dimension has been computed for 2 static cases: wind-off and wind-on. In both
cases, the final value corresponds to the average and maximum standard deviations computed among the
entire marker grid.

Figure 4.5: Examples of marker tracks for a static case with no wind and a discrete gust at 24 m/s.

N◦ of samples

in Time / Marker

N◦ of

Markers

σX [mm] σY [mm] σZ [mm]

Avg. Max. Avg. Max. Avg. Max.

Static, Wind - Off 50 413 0.07 0.38 0.25 1.0 0.22 0.91

Static, Wind - On 500 383 0.15 0.47 0.50 1.06 0.42 1.02

Table 4.3: Standard deviation of marker position in wind-off and wind-on static cases. Both cases acquired at 500Hz.



4.2. Performance of Marker Tracking with Shake-The-Box 61

The value of the standard deviation in the wind-off case originates from the measurement system itself,
since there are no external factors that could be causing an oscillation of the wing. In particular, the STB
software could be introducing some uncertainty due to the way it detects the markers in the images and
positions them in space. On the other hand, the low-aperture angle of the CVV probe could also play a role,
which could explain why the value of the standard deviation in the Y and Z directions is higher than that of
the X direction. Because of the robot positioning, the CVV main axis is contained in a YZ plane3.

Furthermore, the standard deviation computed in the wind-on case originates from the aforementioned
factors as well as from any vibrations of the wing caused by non-uniform flow conditions. The difference
with respect to the wind-off case seems to indicate that vibrations of the wing could be estimated as a few
tenths of a millimeter. However, this value was computed using marker information from acquisitions with
an observation time of only 1 second, so bigger oscillations outside of this observation period cannot be
completely ruled out.

These noise levels seem to be similar in dynamic cases as the one displayed in Figure 4.5. An aspect to
highlight is the excellent continuity of the track in this case, which is representative for all the other measure-
ment cases. This good continuity means that in general, interruptions of the tracks are short as long as the
marker stays within the field of view of the camera, and thus it has deemed unnecessary to use any kind of
interpolation to fill in the missing information during those interruptions. It is also assumed that, even if a
marker is lost for more than a few time-steps, there will be sufficient remaining markers to still be able to
retrieve structural information.

4.2.3. Absolute marker positioning in 3D space

The information discussed in the previous section seems to indicate that the tracking performance of the
STB applied to markers is very good, with noise levels of under a millimeter. However, there is an additional
relevant aspect that must be discussed regarding the measurement of markers with robotic PIV: the absolute
positioning in 3D space.

As mentioned in Chapter 3, the measurement of the entire wing requires conducting a span-wise sweep
with the robot, meaning that several views will ultimately need to be merged together into the global reference
system. It is important that the relative positioning between the different views is consistent, meaning that
for example, a sweep of the entire wing in wind-off conditions should result in a set of markers that define
a smooth surface and that are positioned with respect to each other according to the dimensions of the grid
that was imprinted on the wing.

However, when doing this a significant positioning error is found, as shown in Figure 4.6. The markers
not only do not define a smooth surface, but they show a significant misalignment of the order of centimeters
between views, mainly in the Y direction. In addition, within each individual view, a curvature of the surface
defined by the markers can be observed . This effect is also incompatible with the geometry of the wing
and it cannot be attributed to the positional information of the robot, but rather to an optical distortion not
corrected by the calibration process. The hypothesis as to where this issue originates is that it is caused by
the robot and CVV probe for one/a combination of the following reasons:

• The robot positional accuracy and repeatability could be worse than the one advertised by the manu-
facturer. This could be caused by a maintenance issue, meaning that the robot should be re-calibrated.

• When conducting a full scan of the wing, the robot undergoes large displacements in between mea-
surement positions, meaning that the views are quite far apart from each other. Any small errors in
the positional information reported by the robot controller could be amplified by this fact and cause
the observed problem. It is worth highlighting that an observation which favours this explanation is
that when conducting the PIV measurements the views were much closer together4 and in this case the
markers were indeed aligned as expected.

• Since these measurements only involved capturing markers and not flow tracers, a larger field of view of
the cameras was selected to capture larger sections of the wing per acquisition. This is another possible

3As per the global reference system introduced in Fig.4.4
4The robot did not change height, just slightly rotated around the wing to capture the flowfield along the chord
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origin of the issue, since the positioning error was not observed during the PIV acquisitions were the
field of view was reduced. Specific OTFs and VSCs were created for the acquisition with an extended
FOV using images of markers as an input, and it is possible that these images did not contain enough
markers to generate a successful volumetric calibration.

• Shortly before finishing this research project, an inspection of the robot before re-calibration revealed
that one of the robot joints had a broken component. This fact was unknown for most of the duration
of this research and it is obviously a clear candidate for the origin of the positioning problem.

Figure 4.6: Positioning error found when merging all different views of the wing into the same reference system

The marker information is unusable in this state, which indicates that a methodology must be developed
to circumvent this issue. This is explained in the next subsection.

Marker position correction
Fortunately, the aforementioned problem could be bypassed thanks to a series of reasons listed here:

1. The positional error of each view was observed to stay unchanged in between measurements. It affects
all of them, but the effect on each view is always the same.

2. The exact same robot positions were used throughout the campaign whenever a full scan of the wing
was conducted.

3. Scans of the wing for each angle of attack were conducted in both wind-off and wind-on conditions.

These facts open the possibility of effectively removing the error in position for each view by comput-
ing the relative displacement between a given wind-on condition (static or dynamic) and its correspondent
wind-off measurement. As a result of this approach, the markers are not used to give absolute positional in-
formation but a relative displacement field between conditions. This field can then be applied to a theoretical
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grid where the markers are positioned according to the dimensions of the wing and of the marker grid that
was imprinted on it. Once the shape of the deflected marker grid is established, that information can be used
to recover the 3D wing shape following the method to be explained in Section 4.3.

The basic steps of this algorithm are shown in Figure 4.7. As it can be seen in the middle section of the
image, the deflected marker grid obtained using relative displacement information from the markers is more
in line with the expectations: while some small misalignment can still be appreciated, the grid now clearly
defines a surface.

Figure 4.7: Basic steps of the process used to bypass the error in positioning of the markers from different views.The surface of the wing
is colored by the lateral deflection of each section. A detailed analysis of the deflection will be provided in the next chapter.

4.3. Reconstruction of Wing Response using Marker information
So far, it has been discussed how the raw information (images) is processed to produce steady and unsteady
flowfield information in Lagrangian format and its posterior translation to a structured grid. The processing
of marker information with the Shake-The-Box algorithm has also been covered, highlighting some of the
small differences that exist between marker tracking and HFSB tracking. While this information is useful,
the full reconstruction of an aeroelastic event requires further steps to recover more meaningful information
such as loads or the magnitude of the wing deflection for example.

Once positioned in the final reference frame, the aerodynamic information which results from the en-
semble averaging process can already be used to derive some important variables such as the pressure fields
and thus the aerodynamic loading on the wing. On the other side, the raw marker information is just a set of
individual marker tracks which offer limited insight into the problem just by themselves.

Therefore, the next step in the processing of the data is to develop a methodology to recover structural
information from the marker tracking data. In this study, the chosen approach has been to develop a wing
reconstruction algorithm which couples a simplified structural wing model with the marker information.
The wing is modelled as a 1D beam from which the 3D geometry is recovered. Subsequently, an optimization
problem is formulated to find the load that must be applied to that beam to deflect it in such a way that the
final 3D wing shape matches the deflected marker grid as measured by the robotic PIV system.

In this section, the steps of the wing reconstruction algorithm will be explained in detail.
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4.3.1. Wing Beam model

The wing reconstruction is conducted based on a simplified model where the entire wing structure is reduced
to an Euler-Bernoulli beam. The beam is only allowed a single degree of freedom which is the deflection in
the direction perpendicular to the wing chord or bending.

The bending stiffness is allowed to change along the span of the wing as described in Figure 4.8. The
plot shows the variation of the bending stiffness ratio E Ii /E I1

5 along the different design regions of the wing,
where E is the elastic modulus of the material of the beam and I is the second moment of inertia of the beam
cross-section. The real wing was designed with three design regions of equal length (58.3 cm), and the values
of the stiffness ratio have been extracted from a finite element model of the structure created in the in-house
structural analysis software PROTEUS. The simplified wing model only accounts for the change in stiffness
between regions 1 and 2, as it is the one with the biggest magnitude and because that formulation simplifies
the solution of the beam deflection equation. The exact value used for the stiffness jump is EI2/EI1 = 0.28,
which is the average between the ratios EI2/EI1 and EI3/EI1 in the wing FEM model.

Figure 4.8: Change in the stiffness ratio EIi /EI1 along the different design regions of the wing.

The final element needed in the model is the loading on the wing. In this case, the loading on the wing
has been modelled as a uniform load per unit length qu f m , which accounts for both the aerodynamic qaer o

and inertial loading qi nr . The value of this uniform loading will be constant in cases of static aerodynamic
loading or change over time in dynamic cases of continuous and discrete gusts.

Modelling the load as a uniform distribution is a significant simplification since the real span-wise load
experienced by the wing might be far from this assumption. However, the primary goal of this modelling
approach is to explore how marker information can be used to retrieve meaningful structural information.
In that sense, while a uniform load might not accurately represent the reality of the problem, it is believed
that it could be a good approximation in terms of order of magnitude. In addition, choosing a uniform load
distribution allows an analytical solution of the beam equation, which simplifies the wing reconstruction
problem.

As a final remark regarding the constant load assumption, the reader is directed to Figure 4.9 where
sketches of the typical load distribution from aerodynamic and inertial origin are shown. The aerodynamic
load is basically equivalent to the lift, which in potential theory can be modelled as a constant load and a
posterior drop caused by wing-tip losses until the lift becomes null at the tip. On the other side, the inertial
loading on a clamped wing under gust conditions will be almost zero at the root of the wing and it will grow
towards the tip since that is the area that experiences the largest deflections. Considering these distributions,
the uniform load assumption can be considered as a reasonable approximation for the aerodynamic load,
and the largest discrepancies are to be expected to occur at the wing tip. In this area, not only is the aerody-
namic load not uniform, but also where the inertial load experiences its largest variations. Finally, as it will be
shown later in this document, the inertial loading is significantly smaller in magnitude than the aerodynamic
loading.

5The sub-index denotes the design region.
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Figure 4.9: Sketches of the expected distributions of the aerodynamic and inertial loading acting on the wing.

Once the stiffness properties and load are known, the deflection of the beam w can be computed from
the Euler-Bernoulli beam equation:

d2

dz2

(
E I

d2w(z)

dz2

)
= qu f m(t ) ≈ (qaer o(t )+qi nr (t )) (4.3)

which can be solved analytically under the previously discussed conditions, giving as a result two fourth-
order polynomials w(z1) and w(z2), where z1 and z2 correspond to the two span-wise wing sections with
different stiffness. The integration of Equation 4.3 leads to two expressions for the deflection of each region
of the beam model:

E I1w(z1) = qu f m

24
z4

1 +
1

6
C1z3

1 +
1

2
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1 +C3z1 +C4 0 < z1 < L1 (4.4)

E I2w(z2) = qu f m
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C6z2

2 +C7z2 +C8 0 < z2 < L2 (4.5)

where L1 and L2 are the lengths of the first and second sections of the beam model respectively. C1 −C8

are the integration constants which must be determined through the application of the proper boundary
conditions. The boundary conditions affect the deflection of the wing w , its first derivative w ′, the shear
force Q and the moment load M :

• Wing Root: The wing is modelled as being clamped at the root, which means that both the deflection
and rotation of the wing sections at this location is zero. These boundary conditions determine the
value of integration constants C3 and C4.

• w(z1 = 0) = 0

• dw

dz
(z1 = 0) = 0

• Wing Tip: At the tip of the wing, both the shear force and the moment will tend towards zero. With this
information, the value of C5 and C6 is found.

• M(z2 = L2) = E I2
d2w

dz2 (z2 = L2) = 0

• Q(z2 = L2) = E I2
d3w

dz3 (z2 = L2) = 0

• Collocation point where the two sections connect: At this point, first an equilibrium of loads between
the two sections is prescribed, allowing the determination of the C1 and C2 integration constants.

• M(z1 = L1) = M(z2 = 0)

• Q(z1 = L1) =Q(z2 = 0)
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Finally, the continuity of the deflection of the wing is also imposed at this location.

• w(z1 = L1) = w2(z2 = 0)

• dw

dz
(z1 = L1) = dw

dz
(z2 = 0)

Due to the prescribed continuity of loads (Q, M) at the collocation point and considering that E I1 6= E I2,
a discontinuity must appear in the second derivative of the beam deflection. This discontinuity is related to
the jump in the strain distribution that will be shown in Section 5.1.1.

Once the deflection of the beam has been determined by means of the two polynomials, the information
can be used to reconstruct the 3D wing geometry. A reference axis is positioned at the mid-chord of the
wing and the deflection is applied to it creating a line in 3D space. Afterwards, wing sections (NACA0010) are
positioned along that line ensuring that their mid-chord coincides with the reference axis and that they stay
perpendicular to the direction defined by the axis. This last point basically means that as the wing deflects,
the sections experience a rotation as a result of the bending. The reconstruction process is illustrated in
Figure 4.10.

Figure 4.10: Left: Deflected marker grid at U = 14 m/s and αw = 5◦. Right: Positioning of wing sections along the reference axis that
matches the deflected grid.

4.3.2. Wing reconstruction: Optimization problem

The reconstruction process described previously can only be started if the corresponding load qu f m is known.
This value is not available from marker or PIV measurements, and therefore an optimization problem is de-
fined to find it. The problem involves finding the value of qu f m that, in combination with the structural prop-
erties of the wing, produces a 3D wing shape that minimizes the distance xer r between the deflected marker
grid and the surface of the reconstructed wing. This is done a single time in the case of the measurement of
the static deflection of the wing, but must be ran for every timestep in time-dependent cases.

In particular, the objective function defined for this problem minimizes the average distance x between
the measured position of the markers in 3D space and the position they would have in the reconstructed wing
geometry:
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xer r =
∑|(~xmeasur ed −~xr econstr ucted |

Nmks
(4.6)

Where Nmks is the number of markers being tracked at a certain time instant. The mean fit error was
chosen as the variable to be minimized during the early stages of the project. The mean is known to be more
sensitive to outliers in the data, but it was kept throughout the entire study after observing that the use of
other more robust measures such as the Root Mean Square did not produce any difference on the results.
Finally, the Sequential Quadratic Programming method available in MATLAB is chosen as the optimization
algorithm.

Apart from an optimal value of qu f m , the final value of the objective function also gives a good estimation
of how well the reconstructed 3D wing geometry matches the measured position of the deflected marker grid.
In general the procedure has been found to give good results, with final objective function values in the order
of 1mm. Further insight into the quality of the reconstruction and the origin of this value will be provided in
Section 5.1, where the distribution of the reconstruction error over the wing will be discussed.

4.3.3. Structural properties of the beam model

The stiffness ratio EI2/EI1 between the two sections considered in the simplified wing model can be estimated
from the FEM model mentioned previously. However, the value of EI1 still needs to be determined to reduce
the optimization problem to just finding the value of qu f m .

The value of EI1 is tuned based on the measurements of the static deflection of the wing at 14m/s and
24m/s, for which force balance measurements are also available. The process is comprised of the following
steps:

• The force balance measurements are used to compute the equivalent uniform static loading qu f m for

each of the cases, where qu f m,bal ance = Fy

b
, being Fy the balance measurement and b the span of the

wing.

• The value of qu f m,bal ance is used as an input to the optimization problem. In this special case, the
load and the stiffness ratio EI2/EI1 are known and the optimization outputs the value of EI1 which best
reconstructs the shape of the deflected grid.

• The previous step produces two values for EI1. The final value is chosen as the average of those two,
that is:

E I1 =
E I1,14m/s +E I1,24m/s

2
(4.7)

The final structural properties used in the simplified wing beam model are listed in Table 4.4. An analysis
of the order of magnitude of the expected wing tip deflection wt i p can be conducted based on equations 4.4
and 4.5, to check the sanity of the values reported in the table. This shows that:

O (wt i p ) ∼O

(
qu f mb4

E I

)
∼O

(
10 N/m · (1.75 m)4

8.5 ·102 Nm2

)
∼O (0.1 m), (4.8)

where the order of magnitude of qu f m has been chosen based on the force balance measurements pre-
sented in Chapter 5. Deflections of the wing tip of the order of 10 cm are expected based on the design
specifications of the wing, on the behaviour observed during the tests and on the displacement of the mark-
ers. Thus, it is concluded that while the final value used for E I1 might differ from the real one, its order of
magnitude is consistent with the forces and deflections that characterize the wing response.
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Final Structural Properties

Parameter Units Value

E I1,14m/s [Nm2] 8.047·102

E I1,24m/s [Nm2] 8.997·102

E I1 [Nm2] 8.522·102

E I2

E I1
[ - ] 0.28

Table 4.4: Final structural properties used in the beam model.

4.4. Load Reconstruction using low-fidelity models
The use of a simplified structural model for the reconstruction of the wing opens up the possibility of recov-
ering an additional piece of information which is of key importance in aeroelasticity: the loads.

To start with, the wing reconstruction algorithm is designed to find the load distribution that deflects the
wing in such a way that it matches the deflected marker grid. The integration of this load distribution along
the span of the wing can be used to recover the total load on the wing, which can be compared to the force
balance measurements taken in the wind tunnel. In the current study, the load distribution qu f m is constant
and that integration is therefore reduced to a simple multiplication by the span of the wing.The results of this
comparison will be shown in Chapter 5.

4.4.1. Separation of inertial and aerodynamic loading

As mentioned before, one of the shortcomings of the wing reconstruction algorithm is the assumption of a
constant loading acting on the wing, which prevents the detection of any kind of local changes in the loads
along the span.

However, local information can be obtained/estimated for the section where PIV measurements were
conducted. Here, the PIV velocity field can be used to estimate the aerodynamic loading by means of the
Kutta-Joukowski theorem, and the marker tracking data can be used to estimate the inertial loading.

Aerodynamic loading based on circulation
The Kutta-Joukowski theorem is a fundamental theorem in aerodynamics that relates the lift generated by
a two-dimensional airfoil to the density, freestream velocity and circulation around it. It is a potential flow
theory meaning that the flow viscosity is neglected in its derivation, and it can be applied under steady/cuasi-
steady flow conditions and under the assumption that the flow stays attached to the airfoil.

The theorem states that the lift per unit span L′ generated by an airfoil is given by:

L′ =−ρ∞U∞Γ (4.9)

where ρ∞ and U∞ are the density and velocity of the freestream respectively, and Γ is the circulation
around the airfoil section, defined as the line integral:

Γ=
∮

C
~u ·d~l (4.10)

where C is an arbitrary, closed contour around the airfoil outside of boundary layer regions and which
does not contain any large flow separations.

Its application in this study is possible thanks to the measurements conducted on both sides of the wing
section, and it involves taking the unsteady, volumetric flowfield measured with robotic PIV and taking dif-
ferent slices of it along the span of the wing. While the flowfield is volumetric, the physics captured in each of
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those slices are mainly 2D, and thus a rectangular contour can be defined around the airfoil to compute the
circulation. By repeating this process for different slices of the volumetric flowfield domain, the lift per unit
length is obtained for the section where PIV measurements were conducted.

Inertial loading based on marker tracking
The inertial loading per unit span can be modelled as:

qi nr =µst
d2w(z)

dt 2 (4.11)

where µ is the mass per unit length of the wing and w(z) is the span-wise deflection of the wing. The
acceleration of each section of the wing can be computed using marker tracking information by computing
the second derivative of each marker track in a given grid row and then averaging the accelerations of those
markers.

On the other hand, the mass distribution can be approximated by a weight distribution µst estimated as:

µst =
mwi ng

b
≈ 1.44 kg

1.80 m
= 0.8

kg

m
(4.12)

With this approach, the contributions of the aluminium block at the root of the wing and the wing tip
masses are modeled as step changes inµst which only affect certain sections of the wing. In this investigation,
the inertial load will be computed in Section 5.2.3 for the Z = 1500 mm plane, which is considered to be far
enough from the tip to ignore the contribution of the tip masses. Also note that for this estimation, the total
length of the model of 1.80 m has been used instead of 1.75 m. This is because the available weight is the
one for the entire model and therefore includes the bottom section of 5cm used for the attachment to the
aluminium block.
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4.4.2. Wing Reconstruction Process: Flowchart

As shown in previous sections of this chapter, the wing reconstruction process involves several steps, which
have been summarised in a flowchart in Figure 4.11. The nomenclature WOn/Woff differentiates cases where
the wind tunnel was on and off respectively, and the "st" and "dyn" subscripts separate static deflection cases
from dynamic ones (gusts).

Raw Images

Filter Markers

Create VSC & OTF

Tracking (Shake The Box)

Compute relative
displacement

between conditions

Static
WOffst - WOnst

Dynamic
WOnst - WOndyn

Obtain displacement field

Apply displacement field

Obtain deflected
grid shape

Run Optimization

Obtain deflected
wing shape

Generate Undeformed
Geometry (Matlab)

Compute Accelerations
& Deflection

Compute strains Recover Loads

Figure 4.11: Flowchart showing the steps involved in the wing reconstruction process.
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Results

This chapter presents the main results of this thesis. The experimental setup used to acquire the original,
raw data has been described in Chapter 3, and the methodology that was followed to process that data and
generate these results is covered in Chapter 4.

The discussion of the results starts with the analysis of the static case, where the static reconstruction
of the wing at different freestream velocities is presented and validated through a comparison to optic fiber
strain measurements. The corresponding steady robotic PIV measurements will also be examined. Secondly,
the results for the gust encounter cases are discussed. The dynamic reconstruction of the wing is also com-
pared to the accelerometers and the quality and evolution of the phase-averaged flowfields is analysed and
compared to a theoretical approximation of the problem.

Finally, information about the different kinds of loads acting on the wing is also retrieved and presented
for both the static and dynamic test cases.

5.1. Static deflection results
The analysis of the results starts with the reconstruction of the static deflection of the wing at different
freestream velocities. The reconstructed geometry for the U∞=14 m/s and U∞=24 m/s cases is shown in
Figure 5.1, being the angle of attack of the wing fixed at αw =5◦. The reconstruction seems to be good from
a qualitative point of view, with a deflection that is close to zero near the root of the wing and progressively
increases towards the wing tip. A maximum deflection of 18.2 mm is measured in the 14 m/s case, which sub-
sequently increases to 48.9 mm in the 24 m/s. Considering that basic beam theory establishes a proportion-
ality between load and deflection, and that in this case the aerodynamic loading increases by (24/14)2 = 2.94
- due to the increase in dynamic pressure 1/2ρ∞U 2∞-, the observed increase in deflection of (48.9/18.2) = 2.69
is within expectations.

It is also interesting to evaluate the reconstruction from a quantitative point of view. On one hand, the
final value of the objective function after the optimization process can be examined. As explained in Section
4.3.2, this value is the average distance between the deflected marker grid measured with robotic PIV and the
wing surface that is reconstructed afterwards. The exact value for each case is listed in Table 5.1, showing that
the reconstruction error with respect to the deflected grid measured by robotic PIV is of the order of 1mm.
This error originates from two sources:

1. Misalignment of the deflected grid. As shown in Figure 4.10, the deflected marker grid does define
a somewhat smooth surface, but it does suffer from some misalignment between markers. This mis-
alignment - even if small - is mostly random and not consistent with a smooth surface, meaning that it
will inevitably contribute to the error of the reconstruction algorithm which is designed to reconstruct
the entire, smooth surface of the wing and not local features. The misalignment can originate both
from the performance of STB when tracking markers, but it is suspected that it is mostly caused by the
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positioning error described in Section 4.2.3. The positional uncertainty of the CVV probe along its main
axis is another contributing factor.

2. Wing reconstruction algorithm. The reconstruction approach is based on a very simplified structural
model and load assumption, meaning that some of the real physics at play in the aeroelastic defor-
mation might not be recoverable. An obvious example of this is limiting the degrees of freedom of the
model to only one (bending), which excludes phenomena such as bending-torsion coupling.

Further insight into this matter can be obtained by exploring the spatial distribution of the error over the
span of the wing. This is shown in Figure 5.2. For both cases, it is observed that the disagreement between
the reconstructed wing and the grid is mostly concentrated near the wing tip region. In the case of the error
in the Y direction εY , it stays below 1mm in general in the 14 m/s case, although it increases considerably
in the 24 m/s case to over 2mm at the wing tip. Local increases/drops in error which are inconsistent with a
smooth gradient from the root of the wing to its tip are likely originated by the positioning error affecting the
markers and the fact that we are only using their relative displacement between loading conditions instead
of their absolute positioning.

On the other side, the map error in the X direction εX shows a gradual increase from root to wing tip
in both the 14m/s and 24m/s case. The existence of this gradient is a possible indication that part of the
wing structural response is not being captured due to the simplifications of the beam model used for the
reconstruction, such as the restriction to 1DOF or the constant load assumption. Since this appears in the X
component in particular, this could be an indication of the introduction of torsional effects, although in that
case the sign of εX should change across the mid-chord of the wing.

Figure 5.1: Reconstruction of the static deflection of the wing at U∞= 14m/s and U∞= 24 m/s. Surfaces are colored by the magnitude of
the deflection in Y direction. Reference position of the wing is shown in gray.

U∞ [m/s] αw [◦] Max. ∆w [mm] Average Fit Error xer r [mm]

14 5 18.2 0.83

24 5 48.9 1.57

Table 5.1: Quantitative results for the reconstruction of the wing in the U∞= 14m/s and U∞= 24m/s cases.
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a) 14 m/s b) 24 m/s

Figure 5.2: Maps showing the wing reconstruction errors εX and εY in the X and Y direction respectively, along the span of the wing in
the U∞= 14m/s (a) and U∞= 24m/s (b) cases. Missing spots correspond to markers that could not be captured due to moving out of the
field of view of the cameras.

5.1.1. Comparison with optic fiber strain measurements

The previous analysis of the reconstruction error examines how well the reconstructed wing matches the de-
flected shape of the marker grid. However, this cannot be considered as a validation for the reconstructed
wing geometry since it depends on the marker tracking results themselves. Therefore, an independent mea-
surement must be used for this purpose. This section discusses the comparison between the information
generated by the wing reconstruction algorithm and the data measured by the strain fiber embedded on the
laminate that forms the wing skin.

The marker-based strain measurements are generated by first considering the wing in an undeformed
state and taking the line along which the fiber is placed on the wing model, at approximately the mid-chord
of the wing. That line is then divided into segments of known length to determine the local deformation. After
this, the deformed shape of the wing is generated and the same line is extracted from the model. The lengths
L of the segments of that line are then compared between the deformed and undeformed state according to
the definition of strains:

ε= ∆L

L
(5.1)

An important factor in the comparison between the strains measured by the fiber and the reconstructed
ones is the fact that in the model, the fiber is bounded to the inner side of the wing skin laminate, whereas in
the wing reconstruction model the skin has zero thickness. This is a simplification of the model and it could
affect the comparison slightly. In addition, the fact that the position of the strain fiber is not known exactly is
another contributor to the uncertainty in the comparison.

The results of the comparison between the optic fiber and the reconstructed strains are presented in Fig-
ure 5.3 for both the U∞= 14 m/s and U∞= 24 m/s cases. It can be observed that, in a qualitative sense, the
reconstruction based on the beam model agrees well with the shape of the strain distribution measured by
the fiber in both cases. Some important features are the trend towards zero deformation at the wing tip as a
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consequence of the drop in load, and most importantly the discontinuity in the strain distribution at z/b =
0.33. This jump is caused by the change in the laminate thickness - and therefore stiffness - in the real wing
according to Figure 4.8. The strains rise significantly after the jump due to the sudden drop in stiffness.

Figure 5.3: Comparison between the optic fiber strain measurements and the results from the marker-based wing reconstruction.

Figure 5.4: Deviation between the strain measured by the optic fiber and the strain reconstructed using marker data.

Additionally, Equation 5.1 shows that the strain is a purely kinematic property, meaning that computing
them only requires an accurate description of how a surface is being deformed. In this study, that information
is provided by the markers and used by the wing model to reconstruct the deformed wing surface. The agree-
ment between the optic fiber and the wing model will therefore largely depend on two factors: the ability
of the marker grid to measure the deformed wing surface and the ability of the wing model to reconstruct a
wing geometry that fits that surface optimally. In this sense, a detailed examination of the comparison results
reveals two main observations regarding the disagreement between the two measurements:

• In both cases, the reconstruction underpredicts the jump in strain at z/b = 0.33 or z = 583 mm. The
magnitude of this jump is a function of the stiffness ratio EI2/EI1, and these results could suggest that
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the real stiffness ratio is slightly different from the one extracted from the FEM model. A lower value
(EI2/EI1 ∼ 0.25) of the ratio has been found to give a better agreement with the strain fiber, but its use
has been discarded due to the lack of evidence to support that choice.

• While the reconstruction very slightly underpredicts the value of the strains in the U∞= 14 m/s case
and overpredicts it in the U∞= 24 m/s one, the maximum disagreement in both cases is located in the
lower half of the wing. This can be explained considering that this region is the one subject to higher
loads since it supports the sections of the wing above it. This means that the load distribution acting
on the wing will significantly affect the deformation in this region and thus the strains. Therefore, the
constant load assumption used in the implementation of the beam model (see Section 4.3) could be
part of the cause of this behaviour.

These factors are related to the wing reconstruction model, although as mentioned before, the positioning
of the markers can also influence the results. Regarding this aspect, the fit error committed by the reconstruc-
tion algorithm is listed in Table 5.1 for both cases. No validation data for the absolute 3D positioning of the
wing in space (such as laser vibrometer data) is available.

Perhaps one of the most important observations is the difference in agreement between the 14 m/s case
and the 24 m/s case. While the reconstruction matches the fiber very closely in the 14 m/s case, much higher
disagreements can be observed in the root region of the wing in the 24 m/s case. This is likely to be an
indication that the wing deformation becomes more complex as the aerodynamic loading increases. Due
to the level of simplification used in the beam model, it is possible that it cannot capture well cases of high
deflection of the wing where this complexity appears.

However, despite the simplicity of the wing reconstruction model, the issues affecting the positioning of
the markers in space and the aforementioned factors, the deviation∆ε between the reconstructed strains and
the ones reported by the optic fiber is relatively small in comparison to the maximum strain measurement
at each inflow velocity, as shown in Figure 5.4. This is a reinforcing fact which suggests that a more robust
methodology in future experiments could deliver improved results.

5.1.2. Steady PIV measurements

The results for the time-averaged PIV flowfield at αw = 5◦ and U∞ = 14 m/s are presented here, together
with the reconstructed wing surface. The presentation will start with the analysis of some 2D results and will
continue with a visualization of the flow in 3D.

Note on the wing surface reconstruction methodology
All the flowfield measurements shown in this section and later in Section 5.2.2 are presented together with
a representation of the wing surface which has been reconstructed from marker information. In this case,
only the wing section corresponding to the location where the PIV measurements are conducted is presented
instead of the entire wing. However, the wing surface of this section is reconstructed using a different and
simpler approach to the one described in Chapter 4.

Due to the way the data was acquired, the measurements containing both flow tracers and structural
markers do not have a reference position measured when the wing was undeformed. Therefore, it is not
possible to follow all the steps listed in the flowchart presented in Section 4.4.2 to reconstruct the entire wing
geometry. Therefore, the alternative approach used instead involves approximating the wing section as a
straight, perfectly rigid surface. This surface is still reconstructed using marker information, but only the
section where the flowfield is measured is recovered.

Modelling the wing section as straight and perfectly rigid is considered to be a valid assumption given
that it corresponds to a location close to the wing tip where the deformation and curvature of the wing are
small, as shown by the strain measurements presented in Figure 5.3. Additionally, a comparison between the
perfectly rigid surface and the flexible one was conducted, showing that the average difference between them
was of the order of 0.25mm.
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2D visualization
Figure 5.5 shows different flowfield variables at the Z = 1500 mm plane. This plane has been chosen because
it is the one at which the volumetric domain measured with robotic PIV covers a wider area around the wing.

Figure 5.5: Top view of the wing and different flowfield quantities in the Z = 1500mm plane. Bins of 1cm3 with a 75% overlap between
them were used for the ensemble averaging of 11000 images. U∞= 14 m/s, αw = 5◦.

The flowfield shows the typical features of the flow around an airfoil. Looking at the streamwise compo-
nent of the velocity u, the flow first decelerates from the freestream value of 14m/s and reaches the stagnation
point on the pressure side of the wing, close to the leading edge. The flow then accelerates over the airfoil
reaching a maximum speed of around 17 m/s and then leaves the airfoil at the trailing edge producing a wake
that is clearly recognizable as a low-speed velocity region. The crossflow velocity component v is consistent
with the previous description, and the vertical component w is small in magnitude, indicating that the flow
is mainly 2-dimensional at this location.

The merging between the different PIV volumes used to measure the flow around the wing from both sides
is also good, since no noticeable spatial discontinuities can be observed in any of the flow components. On
the other side, a possible interference from the CVV flow can be observed on both the pressure and suction
sides at the edges of the domain. In particular, the streamwise velocity component plot shows an accelera-
tion of the flow on the pressure side of the wing at the X = [-150 -50 100] mm, Y = -130 mm locations. The
interference can also be appreciated on the w component plot, also affecting the pressure side to a greater
extent, although the magnitude of the perturbation is small as indicated by the color scale.

The results also show the particle concentration, which in this case is not a limitation since a total of 11000
images per PIV view was used to generate the results. The results indicate concentrations of over 200 particles
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Figure 5.6: Top: Illustration of the overlap between the particle field measured with STB and the surface reconstructed based on marker
data. Bottom: Close up view of the Z = 1500 mm plane near the wing surface, showing the overlap between the measured flowfield and
the reconstructed surface. U∞= 14 m/s, αw = 5◦.

over a large domain around the wing, reaching maximums of over 1000 particles per bin.

It is also interesting to assess the compliance between the flowfield and the wing surface reconstructed
with marker information. Some insight into this matter is presented in Figure 5.6. The top view displays
the particle field used as an input for the ensemble-averaging process and the wing surface, showing a good
agreement between the position of the flow tracers and the wing. Some areas of high particle concentration
are positioned inside the reconstructed wing volume, especially on the suction side near the leading edge.
This is caused by soap accumulation in the zig-zag strip, creating false particles. Additionally, some higher
overlap can be observed along the suction side than along the pressure side, as well as an area with low
particle seeding near the trailing edge. This could point towards a small positioning issue affecting the PIV
view used to cover the trailing edge area of the pressure side of the wing.

Figure 5.6 also shows that any particle located inside the wing volume will cause the bins resulting from
the ensemble-averaging process to overlap with the wing surface. Luckily, those bins show particle concentra-
tions much lower than the ones outside the surface, suggesting that these spurious bins could be eliminated
by establishing a minimum required concentration.
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3D flow visualization
While 2D visualizations of the flowfield are useful to analyze quantities in detail, the data produced by robotic
PIV is volumetric and allows the generation of 3D visualizations as the one shown in Figure 5.7. The steady
flowfield is shown once again, with a planar plot of the Z = 1500 mm plane and two isosurfaces of the velocity
magnitude |U | which allow the visualization of the wake region at the trailing edge as well as the maximum
flow speed region near the leading edge. A secondary low velocity region can be observed at some locations
near the leading edge of the wing, which is believed to be originated by soap contamination at the location of
the zig-zag strip on the suction side.

Figure 5.7: Visualization of the steady flowfield at U∞ = 14 m/s and αw =5◦. The Z = 1500 mm plane is colored by the u component of the
velocity.

5.1.3. Static load: comparison to force balance

As the final result in this Section, a preliminary evaluation of the aerodynamic loading acting on the wing is
presented in Figure 5.8, where the load per unit span F ′

y is calculated based on the circulation of the flowfield
around the wing as described in Section 4.4.1. Measurements are only available over a limited length of
around 10cm due to the size of the volumetric flowfield.

The loading is compared to the one reported by the force balance, if modeled as uniform. While this
is a significant simplification, it does allow a comparison between the measurements in terms of order of
magnitude, showing a good agreement. Another interesting feature is the drop of the measured aerodynamic
loading towards the tip of the wing, which is to be expected due to wing tip losses as the location of the section
where the PIV measurements are conducted is close to the end of the wing.
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Figure 5.8: Comparison between the local aerodynamic loading computed using the circulation and the loading according to the balance,
if the loading is modelled as uniform.

Both measurements are displayed with a confidence region which has been computed in the following
way for each case:

• Circulation: The circulation was computed using contours of different sizes around the airfoil. The ob-
tained values are used to compute the mean circulation at each spanwise position (displayed in solid
black) and the standard deviation of the circulation. The shaded area of the circulation plot corre-
sponds to ± 2 standard deviations with respect to the mean, which amounts to a 95% confidence inter-
val if the noise in the circulation measurements is modeled as a normal distribution.

• Force Balance: The manufacturer of the balance ([3]) reports a calibration error of the balance of 0.23%
of the nominal load. However, the observed noise in the force balance signal was well below that esti-
mation and therefore, the uncertainty region for the balance measurement is computed based on the
measurements themselves. 8 individual measurements are used to once again compute the mean and
standard deviation of the output signal of the balance, and the shaded region (red) in Figure 5.8 cor-
responds to ± 2 standard deviations. This confidence interval should cover any noise inherent to the
balance as well as any other effects such as repeatability of the experiment, aerodynamic interference
from the robot or disturbances in the wind tunnel jet.

5.2. Gust encounter results
Following the previous analysis of the static results, the dynamic results corresponding to the cases of gust
encounters are presented here.

First, the dynamic reconstruction of the wing will be validated through a comparison with the readings of
the accelerometers placed at the wing tip. Secondly, the phase-averaged PIV results for the continuous gust
case will be analysed. Finally, the reconstruction of the different kinds of dynamic load acting on the wing
will be discussed.

5.2.1. Reconstruction of wing kinematics - Discrete Gusts

Comparison to accelerometers
As mentioned in the description of the experimental setup used during the wind tunnel campaign, the wing
was fitted with two tri-axial accelerometers placed its tip. The purpose of these sensors is to provide a valida-
tion measurement for the dynamic reconstruction of the wing geometry.
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The signal of the accelerometers is recovered from the wing reconstruction process by extracting the po-
sitional information over time of the wing tip. This signal is then fitted with a polynomial and derived over
time to extract the acceleration.

Figure 5.9: Comparison between the accelerometer readings in Y direction and the dynamic reconstruction of the wing during the two
cases of discrete gust encounters. The validation readings belong to the leading edge accelerometer.

Figure 5.10: Comparison between the accelerometer readings in Z direction and the dynamic reconstruction of the wing during the two
cases of discrete gust encounters. The validation readings belong to the leading edge accelerometer.

The results of this comparison are shown in Figure 5.9 and Figure 5.10. The figures show the acceleration
signals for both the Y and Z directions in the cases of a discrete gust encounter at 14 and 24m/s. As a reminder,
the frequency of the gust was fG =3 Hz and the maximum deflection of the gust vanes of δG = 10◦. Also, before
discussing the results it is worth mentioning that a cross-correlation analysis of the original signals indicated
that a time offset of approximately 0.02 seconds existed between the accelerometers and the reconstructed
signal. This offset has been judged to be caused either by the triggering of the measurement systems or
artificially introduced by the data-reduction process. The offset was subsequently corrected.

Figure 5.9 shows the acceleration in the Y direction perpendicular to the chord of the wing, that is, the
direction of maximum deflection. For both the 14m/s and 24m/s case the comparison shows an excellent
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agreement between the accelerometer and the reconstructed signal, both in terms of amplitude and fre-
quency. Some small differences in amplitude can be observed in the 24m/s case, especially during the first
four peaks where the magnitude of the acceleration is over 10m/s2. These small mismatches could be another
indication that the wing reconstruction model loses validity for large deflections of the structure.

On the other hand, Figure 5.10 shows the acceleration measurements in the vertical direction. This accel-
eration is caused by the change in height caused by the rotation of the wing sections along their chordwise
directions as a consequence of the bending. As it can be seen by the scale in the plot, this is a much smaller
feature of the structural response. Nonetheless, a correlation between the accelerometer reading and the re-
construction can be observed. The reconstructed signal shows a correct behaviour in terms of frequency, and
its amplitude also matches the reference for oscillations of above 1m/s2, while smaller peaks are underpre-
dicted. This underprediction is likely caused by either the positional error affecting the marker grid or by an
inability of the wing reconstruction model to capture such small effects.

However, the overall conclusion is that the dynamic response of the wing is well captured using the pro-
posed approach, showing an excellent agreement in the main direction of deflection and promising results
regarding detailed features such as the vertical acceleration.

Wing deflection during gust encounter
The previous section offered a quantitative assessment of the accuracy of the wing reconstruction during
a time-dependent event. While insightful, this is done using the pointwise information corresponding to
the accelerometers, restricting the full potential of the proposed measurement approach which is capable of
reconstructing the entire wing geometry.

Following this idea, Figure 5.11 shows the instants of maximum and minimum deflection of the wing with
respect to the static deflected shape shown in black. The results correspond once again to the discrete gust
encounters at 14 m/s and 24 m/s, for a gust generator vane amplitude of δG = 10◦ and a frequency fG =3 Hz.
The exact wing tip deflection values measured are listed in Table 5.2. This values are measured with respect
to the static deflected position.

As logical, both the maximum and minimum deflection are higher in the 24m/s as the loads are higher.
Also, there is a clear asymmetry in the deflection of the wing towards its pressure side (∆Y > 0). This is caused
by the fact that the gust velocity profile follows a "1-cosine" law, meaning that only a positive transverse
velocity component v is induced by the gust. Also, the angle of attack of the wing was once again set to
αw =5◦, which obviously favours the deflection towards the Y>0 side.

fG [Hz] δG [◦] Flow Speed [m/s] Max. Tip Deflection [mm] Min. Tip Deflection [mm]

3 10 14 34 -14

3 10 24 85 -30

Table 5.2: Values of the wing tip deflection for the discrete gust encounters at 14m/s and 24m/s. Dynamic deflections are measured with
respect to the static deflected position.

5.2.2. Phase - Averaged PIV measurements

The previous sections have shown the marker tracking information acquired with the robotic PIV system and
processed with STB can be used to successfully reconstruct the dynamic response of the wing. This section
will focus on showing that this can be done while conducting aerodynamic measurements simultaneously.

For this, the results of the continuous gust excitation case are presented. These results (flowfield and
structure) have been extracted from images containing both markers and flow tracers. These are separated
form each other and subsequently used to reconstruct the wing surface as well as the flowfield, which is
phase and ensemble-averaged. This is done following the procedures described in Chapter 4. In particular,
the flowfield is phase-averaged using a time kernel kT = 1% resulting in 100 phases. Secondly, bins of 1cm3

with an overlap of 75% between them are used for the ensemble averaging.

As a reminder, the continuous gust excitation case is defined by a freestream speed U∞=14m/s, a fre-
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Figure 5.11: Shapes of the wing at the point of maximum and minimum deflection during the discrete gust cases. The static deflection is
shown in black for reference. Note that the aspect ratio of the axes slightly alters the deflection of the wing along the span shown in the
plot.

quency of 2Hz and a deflection of the gust vanes of δG =±5◦. In this case, the gust profile follows a continuous
sinusoidal motion instead of the "1-cosine" law, meaning that the gust profile is symmetrical, inducing both
positive and negative transverse velocities. These parameters result in a reduced frequency of:

κ= π fG c

U∞
= 0.11 (5.2)

which according to the classification proposed by Leishman [41] corresponds to a case where unsteady
effects are relevant. The results will first discuss how the angle of attack and the loading on the wing are
related over time, and how that relation compares to analytical unsteady aerodynamic models. Secondly,
those results will be used to analyze the phase-averaged flowfields.

Evolution of the angle of attack
To better understand the physics at play during the continuous gust interaction, the relation between the
aerodynamic loading on the wing and its effective angle of attack is discussed first. The circulation is used as
an estimation of the loading, while the effective angle of attack is computed as:

αe f f =αw +αG +αst (5.3)

where αw is the geometrical angle of attack at which the wing is set with respect to the inflow, αG is the
contribution of the gust and αst is the angle of attack due to the oscillation of the wing. The last two values
are computed as

αG = arctan

(
vG

U∞

)
(5.4)
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αst = arctan

(
vst

U∞

)
(5.5)

being vG the crossflow velocity component introduced by the gust profile and vst the velocity of the wing
surface in the y direction. The calculations are done at the Z = 1500 mm plane, where vst is computed at
the quarter chord point of the wing and vG is calculated by sampling the flowfield along a vertical line 8 cm
away from the leading edge of the airfoil and averaging the v component of the velocity. A longer distance
would be desirable for this calculation, but this cannot be realised in the current measurements due to the
domain limitations upstream of the airfoil. Also, it should be noted that the induced angle of attack caused by
wing tip effects is not being considered separately since it is not possible to separate the gust angle of attack
from the induced one based on the flowfield, and the gust angle of attack is considered to be the dominant
contribution. This means that the measurement of the angle of attack induced by the gust already contains
the contribution of the induced angle of attack.

The results are shown in Figure 5.12, where both the different angles of attack and the circulation around
the airfoil are shown over a cycle of the wing-gust interaction. The variables are displayed over a non-
dimensional time t∗ = t/T where t is the physical time and T is the duration of a cycle of the oscillation.
In this case, the value of T corresponds to 0.5 s as a consequence of the excitation frequency of 2Hz.

The evolution of αG shows that the gust generator produces an oscillation αG ≈±3.6◦. This value is lower
than the deflection of the gust generator vanes, but this is expected due to the behaviour of the gust generator
which is described in detail in Lancelot et al. [39]. The reference mentions that, as an approximation, the

maximum gust angle and the gust vane deflection are related by αG ∼ δG

2
. This points towards a possible

overestimation of αG in this study, which could be caused by an interference coming from the wing due
to the proximity of the measurement point to the leading edge. Additionally, the plot also shows that the
contribution by the oscillatory movement of the wing αst is small in comparison to that of the gust.

On the other hand, the bottom of Figure 5.12 shows that the instants of minimum and maximum load (as
estimated from the circulation) lag behind the instants of minimum and maximum effective angle of attack
respectively. This lag is estimated to be 0.06 s and it is expected due to the unsteadiness of the problem, as
indicated by the reduced frequency.

Comparison between experimental and theoretical aerodynamic results
Despite the lack of aerodynamic validation measurements such as pressure taps, a qualitative assessment
of the unsteady aerodynamic results can be conducted based on simplified analytical models. These mod-
els rely on important assumptions such as potential flow theory, thin-airfoil theory, fully attached flow and
small perturbation theory, but they are capable of capturing the effects of several sources of unsteady aero-
dynamic loading. Periodic airfoil pitching and plunging motion and changes in angle of attack (gusts) are
typical examples of these sources of loading.

This section will focus only on the application of these analytical results to obtain a comparison for the
aerodynamic measurements conducted during the experimental investigation of this thesis. For a general
introduction of unsteady aerodynamic theory, the reader is referred to the work of Leishman [41], where the
basic results of Theodorsen, Sears and others are presented.

For the purpose of this comparison, it is useful to start by identifying the two main contributions of un-
steadiness of the problem of this study. This can be done by splitting the gust-wing interaction in two main
aspects:

1. Change in angle of attack caused by a sinusoidal gust

2. Oscillatory plunging motion of the wing due to its flexibility.

The first problem was addressed by Sears [65], who studied the response of a 2D airfoil when encountering
a sinusoidal gust of the form:

vg = v0e
i 2π
λg

(U∞t )
(5.6)
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Figure 5.12: Evolution of the angles of attack and circulation over the phases.

where v0 is the amplitude of the gust velocity profile and λg is the gust wavelength. The result for this
excitation in terms of the lift coefficient is given by the following expression:

cl ,g ust = clα
v0

U∞
S(κ)e

i 2πU∞ t
λg (5.7)

where clα is the slope of the cl −α curve of the airfoil and S(κ) is Sears’ function.

On the other hand, the evolution of the lift coefficient during the periodic plunging motion of an airfoil of
the form y = y0e iωt can be computed from Theodorsen’s results (Theodorsen [68]) as:

cl ,pl ung i ng = [
clακ(i F (κ)−G(κ))−πκ2] 2y0

c
e iωt (5.8)

where F (κ) and G(κ) are the real and imaginary parts of Theodorsen’s function respectively. In addition,
both Theodorsen’s and Sear’s results are based on linearized theory, meaning that the contributions of the
gust and the plunging motion can be added to obtain the airfoil response the full interaction between the
flexible wing and the gust. Furthermore, these results are only valid for 2D problems, which means that it is
assumed that for the section of the wing being considered the flowfield is mainly 2D.
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Figure 5.13: Comparison between the measured oscillations in gust angle of attack and wing deflection and the corresponding sinusoidal
fits used as input for the analytical model.

Because the analytical results correspond to purely periodic excitations, the first step to establish a com-
parison is finding the laws y(t ) and vG (t ) that describe the interaction between the wing and the gusts. This
can be done by fitting a sinusoidal law to the measured angle of attack of the gust and to the oscillatory motion
of the wing as shown in Figure 5.13. The excellent agreement between the fit and the measurement indicates
that the periodicity of the experiment is good.

These laws can then be used as an input to Equations 5.7 and 5.8 to obtain the contribution to the lift
coefficient from both the gust cl ,g ust and the plunging motion cl ,pl ung i ng . The two can then be added and
compared to the measured lift coefficient, which can be computed based on the circulation as:

cl =
ρU∞Γ

q∞c
= 2Γ

U∞c
(5.9)

Note that the lift coefficients cl ,g ust and cl ,pl ung i ng are in reality the changes in cl with respect to the steady
value, which in this problem would be the value of the lift coefficient atαw = 5◦ that has been computed based
on the measurements presented in Figure 5.8.

The comparison between the analytical and experimental lift coefficients is shown in Figure 5.14. On
the left, the evolution of the lift coefficient over the non-dimensional time t∗ is shown, while the right side
displays the cl plotted against the effective angle of attack αe f f , showing a clear hysteresis loop both in the
analytical and experimental cases. It can be seen that the agreement is good in terms of the amplitude of
the lift oscillations, although a clear phase difference exists between the experimental and the analytical lift
coefficient.

In addition, both plots in Figure 5.14 also show the quasi-static lift coefficient, which is simply computed
as:

cl ,quasi−stead y = clααe f f (5.10)

The comparison between the quasi-steady cl and the unsteady experimental and analytical estimations
clearly shows the unsteady aerodynamic effects at play during the wing-gust interaction. These are mainly
a dampening in amplitude of the lift coefficient and the introduction of a lag between the quasi-steady and
unsteady cl .

This comparison shows that the experimental estimation of the unsteady aerodynamic loads based on
the measurement of the circulation of the flowfield around the airfoil is capable of capturing unsteady effects
qualitatively. However, it does not show how well those effects are captured. The existence of a phase differ-
ence between the analytical and experimental unsteady lift coefficients could suggest that the estimation of
loads based on the circulation still suffers from some flaws, although it could also be an artifact introduced
by the modelling assumptions used in the analytical models.
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Figure 5.14: Comparison between the analytical and experimental hysteresis cycles in terms of lift coefficient cl during the continuous
gust case.

Figure 5.15: Hysteresis cycle during the continuous gust case and 2D plots of the velocity magnitude at z = 1500mm plane. The flowfields
correspond to the highlighted phases in the hysteresis cycle. In-plane streamlines are plotted in black.
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Flowfield evolution
The hysteresis loop displayed in Figure 5.14 is a well known characteristic of airfoils under unsteady condi-
tions. The figure also shows the value of the load under a static deflection at αw = 5◦ and U∞ =14 m/s, as well
as an estimation of the lift coefficient curve slope based on the available measurements.

The temporal information contained in the evolution of the lift coefficient and the hysteresis loop can
now be used to analyze the evolution of the flowfield and to pick some of the most meaningful instants of
the gust-wing interaction. This is done in Figure 5.15, where 3 instants have been selected and shown using
the velocity magnitude information in the Z=1500 mm plane. The instants are the one of maximum and
minimum load, as well as an intermediate phase showing the point of mean load.

The slices of the flow show an evolution which is clearly consistent with the load information given above.
While all of them show the typical acceleration of the flowfield over the suction side of the airfoil, it can be
seen that the maximum velocity at t∗ = 0.71 (max. load) is indeed higher than at t∗ = 0.21 (min. load) where
the flow accelerates both over the pressure and suction side of the airfoil, thus decreasing the lift generated
by the wing section. The slice corresponding to t∗ = 0.45 depicts an intermediate state between the other two
phases, as expected.

Quality assessment of the phase-averaged flowfields
On top of the overall temporal evolution of the flowfield, it is also interesting to perform a basic assessment of
the quality of the phase-averaged velocity fields. One way to do this is by evaluating the velocity uncertainty,
which can be computed based on the particle concentration and the flowfield as discussed in Section 4.1.4,
following:

εu = zaσup
Nunc

(5.11)

A coverage factor za = 2 is selected, providing a confidence level of 95% assuming a Gaussian distribution.
The standard deviation of the velocity σu is computed from the phase-averaged flowfields, and the number
of uncorrelated samples for each phase is estimated to be:

Nunc = min(Nc ycles , Npar t ) (5.12)

where Nc ycles is the number of periods used for the phase-averaging of the PIV data and Npar t is the
number of particles inside a given bin. As introduced in Chapter 3, a total of 240 cycles per PIV volume were
used for the phase-averaging of the data. This estimate for Nunc is conservative and assumes that at least
one uncorrelated measurement of the velocity is achieved for each phase in each cycle of oscillation, that is,
that at least one particle is captured inside each bin every period. If the number of particles inside a cell is
smaller than the number of cycles, this assumption becomes invalid and the number of particles inside the
bin is chosen as the estimation for Nunc instead.

To do this, 4 locations around the airfoil in the Z = 1500 mm plane are selected. Location 1 corresponds to
a point just in front of the leading edge of the section, Location 2 is positioned 4cm over the suction side of the
airfoil and Location 3 corresponds to a point in the wake of the airfoil. Finally, a fourth location is positioned
1cm away from the surface of the airfoil to explore the quality of the data near the surface of the wing.
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Figure 5.16: Relative uncertainty of the u component of the velocity over the period of oscillation. The uncertainty is shown for different
locations around the airfoil and for different values of the time-kernel kT used in the phase-averaging.

Figure 5.16 shows the evolution of the uncertainty of the u component of the velocity over the cycle of
oscillation of the wing, expressed as a percentage of the freestream velocity U∞ = 14 m/s. Locations 1,2 and
3 display consistent values of relative uncertainty of around 1%, while the uncertainty in the wake region
increases to values of 5% on average. Some local increases of εu can be observed in Location 3 (t < 0.3,
t > 0.85) and Location 4 (0.5 < t∗ < 0.9). These are likely caused by a spatial error affecting the merging of
the PIV views before the ensemble-averaging. Because of the proximity of Locations 3 and 4 to the surface of
the wing and the boundaries of the PIV views, any errors in positioning are likely to manifest themselves in
these regions. A secondary factor that affects the particle concentration, and therefore the uncertainty, is an
irregular performance of the seeding system in terms of bubble production, although this effect is estimated
to affect all phases equally.

There exist a series of options that can be used to improve values of the velocity uncertainty. For example,
the value of the time kernel can be increased to improve the particle concentration. The effect of an increase
in kT from 1% to 2% is also displayed in Figure 5.16, showing that a small reduction in the velocity uncertainty
is achieved. Other alternatives include increasing the size lb of the bins used in the ensemble-averaging
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process, which would provide a cubic increase in the number of particles per bin at the cost of a reduced
spatial resolution of the resulting flowfield. A final option for future experiments could be to increase the
number of cycles of the wing-gust interaction that are measured during the campaign, and to use a HFSB
seeding system capable of providing a higher particle concentration.

As mentioned in the introduction of this section, for the final results of this study it has been decided to
maximize both the temporal and spatial resolution, therefore minimizing the bin size and time kernel to lb

= 10 mm and kT = 1% respectively. These settings have produced flowfields that clearly show the expected
qualitative evolution and uncertainty levels which are in general below 10%, and therefore it has been de-
cided that they are sufficiently good for the purpose of this thesis. It is possible that more detailed studies
dealing with topics such as pressure reconstruction require a higher convergence to get smoother gradients
for example. If that is the case, the steps described before (increasing bin size or temporal uncertainty) can
be followed.

5.2.3. Dynamic loads

The final set of results related to dynamic cases is presented here and deals with the recovery of load infor-
mation from the aerodynamic and structural measurements.

The calculation that can be performed is that of the total load acting on the wing, which can be later
compared to force balance measurements. This calculation is simple due to the way that the optimization
process has been set up since it has been designed to find the value of the uniform load distribution qu f m

which causes the wing model to deflect in the same way that the marker grid deflects. This is done for every
time step, so an estimation of the evolution of the load over time can be obtained by a simple multiplication

Fy (t ) = qu f m(t ) ·b (5.13)

This is precisely done in Figure 5.17, where the comparison between the reconstructed total load and the
force balance measurements is shown for the discrete gust cases at 14m/s and 24m/s. The reconstructed
load shows a good agreement with the balance, especially in terms of the oscillation frequency and the mean
force level before and after the gust encounter. The disagreement affects mostly the amplitude of the signal,
where the reconstructed load overshoots the balance measurements both in the maximum and minimum
load peaks.

This overprediction is likely to be caused by the constant load assumption used in the wing reconstruction
algorithm, which is probably less valid at the points of maximum and minimum load. At these instants,
both the aerodynamic and inertial loading will suffer significant changes over the span of the wing which the
current wing model cannot capture. Another source of error could be the fact that the structural properties
of the model - bending stiffness and stiffness ratio between the two sections considered - are not known
exactly. For example, the use in the wing model of a bending stiffness higher than the real one would cause
the optimization algorithm to move towards higher values of qu f m in order to obtain the same wing deflection
as if we were using a lower bending stiffness. However, the good agreement of the mean load seems to suggest
that the current values used in the beam model are not a bad approximation.

Case
Mean Fy Max. Fy Min. Fy

Fy,r ec [N] Fy,bal [N] ∆ [%] Fy,r ec [N] Fy,bal [N] ∆ [%] Fy,r ec [N] Fy,bal [N] ∆ [%]

DG - 14m/s 15.3 15.7 -2.6 44.6 37.1 20.2 2.9 8.1 -64.6

DG - 24m/s 39.4 43.6 -9.6 114.7 100.9 13.7 11.1 28.0 -60.4

Table 5.3: Table listing the most significant values of the load reconstruction during the discrete gust encounters. The disagreement is
expressed as a percentage with respect to the balance measurement. DG stands for Discrete Gust.
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Figure 5.17: Comparison between the force balance measurements and the reconstructed total load during discrete gust encounters.

To provide a more accurate description of the agreement between the two measurements, Table 5.3 lists
some of the exact values measured by the balance and reconstructed by the aforementioned methodology.
The values show that the largest disagreements appear at the points of minimum load.

Separating the components of Collar’s Triangle
It has been shown that the current methodology can be used to retrieve the value of the total transverse load
acting on the wing and that this measurement is consistent with that of the force balance. However, this
calculation includes both the aerodynamic and inertial loading into a single figure, meaning that it is not
possible to know what the contribution of each term is.

In principle, the robotic PIV measurements can be used to perform this separation since:

• The inertial load can be estimated from the marker information over time, as described in Section 4.4.

• The aerodynamic loading along the span of the wing can be estimated using the circulation.

According to Collar’s Triangle of forces, these two forces should be in equilibrium with the elastic forces.
In this case, that equilibrium can be described by the beam equation:

d2

dz2

(
E I

d2w(z)

dz2

)
= qu f m(t ) ≈ qaer o(t )+qi nr (t ) (5.14)

where the contribution of the inertial and aerodynamic loading is on the right hand side of the equation,
and the elastic forces are contained in the left hand side. Therefore, the contribution of the elastic forces is
precisely the value of qu f m which the optimization outputs for each time step. Another estimate for qu f m can
be obtained from force balance measurements by dividing the load registered by the balance by the length of
the wing.

The evolution of the 3 components during the continuous gust interaction is shown in Figure 5.18. The
components are extracted from the Z = 1500 mm plane. It is clearly visible that the contribution of the aero-
dynamic loads is clearly dominant over the inertial effects, and that the combination of these two loads does
not agree in amplitude with the elastic loads predicted by the optimization. On the other side, the sum of the
aerodynamic and inertial loads is quite close to the estimation provided by the force balance.
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Figure 5.18: Evolution of the elastic, inertial and aerodynamic forces over the oscillation period during the continuous gust case.

This figure is particularly relevant for the objective of this thesis because it shows that the current method-
ology can indeed be used to separate the three components of Collar’s triangle of forces. Additionally, it offers
a good perspective of how the modelling assumptions used for the reconstruction of the wing structure de-
viate from the real physics. In this figure, this is represented by the disequilibrium between the elastic loads
predicted by the optimization algorithm and the aerodynamic and inertial forces. The current methodology
englobes these two terms into the value of qu f m , and this figure shows that a possible improvement would
be to introduce these two terms into the beam model separately. This statement is backed up by the fact that
the sum of the measured inertial and aerodynamic terms is quite close to the estimation extracted from the
balance.





6
Conclusions and Recommendations

This chapter summarizes the main outcomes of the research conducted during this thesis. The performance
of the Robotic PIV system as a unified measurement system for large-scale aeroelasticity experiments will be
discussed in the conclusions, followed by a series of recommendations regarding future work.

6.1. Conclusions
Aeroelastic interactions between fluids and man-made structures have been and will continue to be a subject
of extensive research in many engineering fields as structures evolve towards more complex geometries and
use more advanced materials. Part of this research involves conducting wind tunnel campaigns to gather ex-
perimental data which is typically acquired with several kinds of measurement systems such as the ones pre-
sented in the literature review. However, the use of these systems implies a series of limitations and undesired
effects, mainly in terms of the spatial resolution of the measurements, the intrusiveness of the instruments
and the complexity of the experimental setups which must be usually tailored for each campaign. Therefore,
there exists a need for the development of a measurement technique capable of overcoming these limita-
tions. This thesis is part of this effort and proposes the use of the Robotic PIV technique as a tool capable of
providing full-field, simultaneous and integrated aerodynamic and structural measurements in a minimally
intrusive way. To prove this concept, the following research goal has been defined:

"Develop a framework for the use of robotic PIV system as a tool for integrated, simultaneous and coherent
aerodynamic and structural measurements by means of an experimental campaign on a flexible wing exposed
to discrete and continuous gust excitations".

To achieve this research objective, a wind tunnel experiment is conducted in TU Delft’s OJF facility. The
investigation features the aeroelastic interaction between a flexible wing model and different kinds of aero-
dynamic excitations provided by a gust generator. The test object is fitted with a reflective marker grid so that
information about its structural response can be captured with the cameras of robotic PIV system at the same
time as the flowfield data using HFSB tracers. Additionally, given the formulation of the research goal, infor-
mation from other independent measurement systems is needed to validate the data extracted from robotic
PIV acquisitions. For this reason, tri-axial accelerometers, an optic fiber strain sensor and a force balance are
also used during the investigation. The test cases used for the experiment include the static deflection of the
wing at different speeds, the dynamic response to discrete 1-cosine gusts and the periodic interaction with a
continuous sinusoidal gust.

Following the experimental campaign, a methodology has been developed to extract meaningful aerody-
namic and structural data from the raw PIV measurements. On the structural side, a procedure has first been
established to separate the structural tracers from the flow tracers and subsequently track them with Shake-
The-Box. However, marker positional information offers limited insight by itself, which is why a simplified
wing structural model based on Euler-Bernoulli beam theory has been created and used to reconstruct the
entire wing geometry based on marker information. This model can also be used to obtain estimations of the
loads acting on the wing.
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The structural measurements obtained with this approach have been compared to the reference mea-
surement systems. An excellent agreement with the accelerometer data has been found, being capable of
recovering the wing tip acceleration accurately during discrete gust encounters. The longitudinal strains of
the wing have also been reconstructed for the static deflection of the wing at two different speeds, finding a
clear correlation between marker-based strains and the optic fiber measurements with maximum disagree-
ments of the order of 100 microstrains. Finally, the total load acting on the wing during discrete gusts has
also been recovered and compared to the reference provided by the force balance, obtaining again a good
qualitative agreement and a maximum difference of 20% in the prediction of the maximum load. The results
also show that the observed accuracy can only be achieved provided that some basic structural information
about the test object is known in advance. However, the overall conclusion to be drawn from the analysis of
the comparisons is that the use of marker tracking information in combination with a structural model is a
promising approach to reconstruct the aeroelastic response of the wing.

It is worth highlighting that the use of a structural model in combination with marker tracking informa-
tion requires good knowledge about the structural characteristics of the test object. These characteristics
are needed to calibrate the structural model and, if they are not correct, significant differences between the
reconstructed variables and their real values can be expected.

On the aerodynamic side, robotic PIV has been successfully capable of retrieving flowfield information
for both steady and unsteady conditions on both sides of a section of the wing. The unsteady data has been
phase-averaged and has only been captured for the case of a continuous sinusoidal gust, which is a peri-
odic problem where it is easy to acquire several cycles of the phenomenon to gain statistical convergence. In
addition and unlike in other experiments, the surface of the wing has been reconstructed using marker in-
formation, and it has been found to show a good compliance with the ensemble-averaged flowfield obtained
with STB tracking of flow tracers. Finally, the velocity fields have been used to estimate the aerodynamic
loading acting on the wing through the measurement of the circulation and the Kutta-Joukowski theorem.
The load levels estimated with this approach are consistent with the force balance measurements both in the
static deflection case and in the unsteady, continuous gust case. Furthermore, the unsteady loads measured
based on the circulation display a temporal evolution which is consistent with typical unsteady aerodynamic
effects: a time lag between the effective angle of attack and the lift coefficient is observed together with a
dampening of the lift response in comparison to the quasi-steady approximation.

As the final step in this study, an attempt has been made to separate the different components of the
forces acting on the wing according to the division proposed by Collar. It has been shown that it is possible to
separate the different components and that a disequilibrium exists between them, although this is thought
to be caused by the assumptions used in the structural modelling of the wing.

All in all, this study has fulfilled the proposed research goals, showing that marker tracking and flowfield
information acquired with a robotic PIV system can indeed be used to reconstruct relevant aeroelastic infor-
mation. The accuracy of the system to do so has been assessed showing promising results. Furthermore, a
number of limitations and weaknesses of the current approach have been identified. This opens the possi-
bility for future work and additional lines of research that could prove that this technique has the potential to
become a non-intrusive and very versatile alternative to traditional measurement approaches in large-scale
aeroelastic investigations.

6.2. Recommendations
As the final contribution of this study, a series of recommendations are given in this section. These recom-
mendations are based on the limitations of the current methodology which have been observed during the
analysis of the results, and that in the opinion of the author should be considered for future applications.

In the first place, even though the use of robotic PIV and STB tracking has been proven to be effective to
track reflective markers placed on the surface of the wing, a significant error in the positioning in space of
the markers has been observed as described in Section 4.2.3. This study has found a way to work around this
problem by using only relative displacement information, but it is be desirable to have both reliable tracking
and reliable positioning of the markers. Some hypotheses as to what the origin of the problem could be
have been listed in this document, although a detailed investigation should be conducted to determine when
this issue appears and how to avoid it. In particular, it is recommended to establish a procedure on how to
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perform a successful VSC and OTF when performing marker tracking.

Secondly, since the results of this thesis show that the reconstructed wing surfaces and the surrounding
flowfield show a good compliance, some improvements in the ensemble-averaging process could be realised.
The current version of the process only allows the division of the volumetric flowfield domain in rectangular
bins, which are not able to accurately reproduce the shape of curved surfaces. A possible approach would
be to first reconstruct the structure surface based on marker information and create a structured volumetric
grid around it such that the geometry is preserved, in a similar way as how meshing around bodies is done in
Computational Fluid Dynamics.

Thirdly, it has been shown that the combined use of marker tracking information and a structural model
of the wing is a viable way to reconstruct the structural variables of the problem and. In fact, this approach
becomes mandatory if the retrieval of the structural loads is needed, since the marker positional information
by itself does not contain force information. This study has used a very simplified wing model where the en-
tire structure is reduced to a one dimensional Euler-Bernoulli beam, and while some promising results have
been obtained, the assumptions used for the modelling are likely to be the origin of the observed discrepan-
cies between measurements. Therefore, the use of a more complex structural model is highly recommended
for future research. In particular, the present case could benefit from the addition of torsion as an extra degree
of freedom, as well as from a more complex modelling of the wing instead of the use of the constant load as-
sumption. A different approach could involve using a beam model where the load term is not found through
an optimization, but rather computed from measurements as shown in Section 5.2.3 of this document.

Finally, this study shows that robotic PIV data can be used to retrieve all components of Collar’s triangle
in a periodic case, where the phase-averaging of aerodynamic data can be done using a reasonable amount
of resources. This has been done for relatively low inflow speed of 14m/s and a reduced frequency of κ =
0.11. Future work should explore what the exact range of application of this technique is in terms of the
parameters of the problem and the achievable temporal and spatial resolution. Some possible lines of work
in this direction are:

• Application of this methodology to problems at higher flow speeds using double-pulse double-frame
acquisition.

• Attempt the retrieval of the aerodynamic loads through pressure instead of the circulation around the
wing. This opens the possibility to study the aeroelastic response of more complex geometries, which
might not satisfy the assumptions used by the Kutta-Joukowski theorem.

• Exploring the application of this technique to discrete aeroelastic events where phase-averaging is not
possible or at least much more expensive. A possible approach could involve data assimilation, where
low-resolution robotic PIV data is combined with a computational fluid-structure-interaction simula-
tion.

• Another aspect that should be assessed is the scale of deformations that can be measured with robotic
PIV. In this case, the deformation is small enough to allow measurements where the robot is static: the
wing is located far enough to avoid collisions but close enough to allow the detection of particles close
to its surface despite the drop in laser light intensity. This situation would change considerably in cases
where large structural deformations of the order of the size of the robotic PIV measurement volume are
expected.
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