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Abstract

Hydrogen has been deemed an appealing energy source with tremendous promise as a method to
minimize dependency on imported non-renewable energy sources. However, the optimum approach
for storing hydrogen on an industrial scale is still currently being researched. A substantial volume of
hydrogen stored in the mid to long term as a surplus energy source is still critical to meeting the massive
demand at a reduced cost. Underground hydrogen storage is thus being considered for development,
despite the fact that it currently still faces several hurdles. Because of its high diffusion coefficient, hy-
drogen leaking to the surface is one of the most serious issues with underground hydrogen storage. It
is more diffusive over overburden strata than air, carbon dioxide, or methane because of its low molar
weight. Hydrogen has a diffusion coefficient three times larger than methane in pure water at normal
temperature and pressure. The lack of data on hydrogen diffusion coefficients in diverse solutions at
high pressures and temperatures, on the other hand, continues to stymie future study.

Molecular dynamics simulations are becoming more popular since they are a faster and more con-
venient approach that may also produce findings with difficult-to-perform circumstances. At various
temperatures and pressures, the transport properties of hydrogen in aqueous solutions are estimated
using molecular dynamics simulations. The density, shear viscosity, and self-diffusion coefficient were
explored using LAMMPS for on-the-fly computation of transport properties of fluids with the Order-n
algorithm. The calculating outputs are compared to the experimental data to determine the method’s
dependability. The selection of the forcefields of water, hydrogen, and ions, as well as the impact of
pressure and temperature, are explored based on the results. Also included are density, shear viscos-
ity, and diffusion coefficient values at high pressures up to 1000bar and 723K which give a sufficient
dataset for the these properties of hydrogen in NaCl systems.
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Nomenclature

Abbreviations
Abbreviation Definition
LAMMPS Large-scale Atomic/Molecular Massively Parallel
Simulator

OCTP On-the-fly calculation of transport properties

GHG Greenhouse gases

UHS Underground hydrogen storage

Symbols

Symbol Definition Unit
T Temperature (K]
P Pressure [bar]
m Molality [mol/kg]
D, Diffusion coefficient of water [m?2/s]
Dya+ Diffusion coefficient of Na™ [m2/s]
Dg - Diffusion coefficient of CI~ [m?/s]
Dy Diffusion coefficient of H [m?2/s]
Dy, Diffusion coefficient of H, in water [m?2/s]
p Density [kg/m?]
n Shear viscosity [mPas]
o, Stand deviation of density [kg/m3]
oy Stand deviation of viscosity [mPas]
ODw Stand deviation of diffusion coefficient of water [m?2/s]
O DNa+ Stand deviation of diffusion coefficient of Na* [m2/s]
oD~ Stand deviation of diffusion coefficient of Cl— [m2/s]
ODH Stand deviation of diffusion coefficient of Hy [m?2/s]
ODH,, Stand deviation of diffusion coefficient of H, in water  [m?2/s]




Introduction

In aqueous solutions, hydrogen diffusivity is found in a range of environmental, geological, industrial,
and biological systems. The diffusion process of light, low solubility gas in aqueous solutions, for ex-
ample, is a critical controlling parameter during air-water gas exchange. Fuel cells and electrolysis are
examples of industrial applications that use hydrogen diffusion at low to moderate temperatures.

The intradiffusion coefficients of H, in different kinds of aqueous solutions across a wide variety of
circumstances, including gas, liquid, and supercritical, are required for the design and optimization of
these engineering processes. Various studies have been carried out throughout the years in order to
get precise data regarding hydrogen diffusivity in various types of aqueous solutions. For example,
when it comes to the underground hydrogen storage, the diffusivity of the hydrogen in the aqueous
solutions is quite essential to study.

Among existing renewable energy sources, primarily fossil-based such as oil, hydrogen has been
deemed an appealing renewable energy source with tremendous promise as a method to minimize
dependency on imported non-renewable energy sources. In order to satisfy international climate pro-
tection agreements[1], the use of hydrogen energy and its related technical research has attracted a
lot of attention. The diffusivity of hydrogen in the aqueous solution can determine the storage method,
the materials selections when it comes to the hydrogen storage. The optimum approach for storing
hydrogen on an industrial scale is still currently being researched. A substantial volume of hydrogen
stored in the mid to long term as a surplus energy source is still critical to meeting the massive demand
(either as a buffer for seasonal demand or completely) at a reduced cost. Underground hydrogen stor-
age is thus being considered for development, despite the fact that it currently faces several hurdles.
Because of its high diffusion coefficient, hydrogen leaking to the surface is one of the most serious
issues with underground hydrogen storage. It is more diffusive over overburden strata than air, carbon
dioxide, or methane because to its low molar weight.

However, because to the experimental limitations, the state points can only give a narrow scope for the
entire system[2]. Data points with high molalities, high temperatures, and high pressures are difficult
to find, and it is hard to conduct experiments under these conditions. As a result, a simulation of the
process is required to supplement the data.

Molecular dynamics simulation is considered to use. Molecular dynamics is a computer simulation
approach for studying atoms and molecules’ physical motions. The atoms and molecules are allowed
to interact for a certain amount of time, providing a perspective of the system’s dynamic evolution.In the
most common version, the trajectories of atoms and molecules are calculated by numerically solving
Newton’s equations of motion for a system of interacting particles, with forces between the particles
and potential energies calculated using interatomic potentials or molecular mechanics force fields[3].

The simulation of hydrogen diffusivity in aqueous solutions systems is therefore created in order to get
a dataset of the systems that spans the liquid and supercritical states. LAMMPS(Large-scale Atomic/-
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Molecular Massively Parallel Simulator) is used for the simulation[4]. LAMMPS is a classical molecular
dynamics (MD) programme that simulates particle ensembles in liquid, solid, or gaseous states. Using
a range of interatomic potentials (force fields) and boundary conditions, it may mimic atomic, polymeric,
biological, solid-state (metals, ceramics, oxides), granular, coarse-grained, or macroscopic systems. It
can simulate 2D or 3D systems with as little as a few particles or as many as millions or billions.

Jamali et al.[5] has created a tool for on-the-fly calculation of transport properties(OCTP) of fluids with
the order-n algorithm in LAMMPS. In a single simulation, OCTP computes the self- and MaxwellStefan
diffusivities, bulk and shear viscosities, and thermal conductivities of pure fluids and mixtures. OCTP is
the first LAMMPS implementation to employ Einstein relations in conjunction with the order-n technique
for efficient sampling of dynamic variables. The characteristics of fluids and gases in many types of
systems can be estimated using different forcefields.

In order to calculate the thermodynamic and transport properties of aqueous solutions, the systems is
determined for different components. Thus, the selected systems which is needed to be explored are
listed below:

* Ha/H2,O/NaCl

The aim of this project is to investigate the transport properties of hydrogen in different kinds of aqueous
solutions under various pressures and temperatures. By running the simulations at different conditions,
the new combination of ions forcefields, hydrogen model and water model are tested and validated.
Molality, pressure and temperature effect are compared and the transport properties’ data of these
pressure and temperature set are provided.

The main methodology including the force field model and the main equations are studied in the next
sections. The basic properties including density, shear viscosity of the different systems and also the
diffusion coefficient of different components are calculated in the following sections with comparison to
the experimental data in order to show the results of the combining forcefields.



Literature review

In this chapter, the current research of underground hydrogen storage as well as the transport properties
of hydrogen in the aqueous solutions will be given. To gain a broader understanding of the problem, the
current ways to investigate the transport properties will be listed and discussed. Moreover, the related
background knowledge, the analysis of the issue and also the research questions will be shown in the
following sections.

2.1. Underground hydrogen storage

Renewable energy sources are gaining popularity as an alternative to fossil fuel-based energy sources
in order to satisfy international climate protection agreements. This is because it emits only trace
amounts of greenhouse gases (GHG) and hence aids in the fight against climate change caused by
the use of fossil fuels[1].

Among existing renewable energy sources, such as solar and wind energy, which are extremely weather
dependent, hydrogen has been considered an appealing renewable energy source with great potential
as a way to reduce reliance on imported non-renewable energy sources, particularly fossil-based such
as oil. Aside from its multiple applications such as propelling fuel, fuel cell, agriculture, and refinery,
hydrogen has been demonstrated as a secondary source of energy as a significant energy carrier[6].
Furthermore, the variability of most renewable sources is a significant drawback that can result in mo-
mentary mismatches between demand and supply. As a result, one possibility for closing the energy
gap is to convert excess energy into hydrogen and store it underground.

Hydrogen may be created by a variety of mechanisms, including thermochemical, electrolytic, biologi-
cal, and direct solar water splitting. The hydrogen produced can be stored using a variety of methods,
including high-pressure gas cylinders, cryogenic tanks, adsorbed hydrogen on materials with a high
specific surface area, absorbed on interstitial sites in a host metal, chemically bonded in covalent and
ionic compounds, and oxidation of reactive metals, such as Li, Na, Mg, Al, and Zn with water[1].

Nowadays, mid- to long-term storage of a massive quantity of hydrogen as a surplus energy source
is still critical to meeting the increasing demands (either as a buffer for seasonal demand or in its en-
tirety) at a reduced cost. However, hydrogen storage in geological formations (porous medium) such
as below depleted oil and gas reserves, aquifers, or cavern storage has made it practical (excavated
or solution mined rocks such as salt coal, igneous and metamorphic rocks).

According to Taylor et al. (1986), underground storage is the cheapest method for storing large quan-
tities of gaseous hydrogen[7]. However, due to hydrogen’s low density, viscosity, and molecular size,
leakage and therefore hydrogen loss are widespread and significant issues that must be addressed. It
has been discovered that UHS is very similar to underground natural gas storage, and most past and
ongoing underground hydrogen projects use underground natural gas storage experiences in every as-
pect, such as site specifications, storage techniques, monitoring, and even cost life cycle or economic



2.2. Transport properties 4

viability. The main distinction is that the physical and chemical properties of hydrogen and natural gas
require more attention, particularly in terms of leakage, monitoring, and chemical affinity, which makes
hydrogen more active to proceed for chemical, biological, or microbial reactions, resulting in hydrogen
loss and thus energy. Again, physical features like as low viscosity and great mobility result in atypical
hydrodynamic behavior[1].

Because fluid saturation changes throughout each storage and withdrawal cycle, flow behavior studies
are recommended for each cycle. The flow behavior is also affected by viscosity, density, gravitational
and viscous forces, as well as flow direction, which influences hydrogen storage efficiency [8]. The
imbalance of active forces in the reservoir, together with the high injection rate, may cause fingering
and impact the different hydrogen losses[9].

In the recent decade, there has been a lot of interest on hydrogen storage, particularly underground stor-
age (because to its large capacity and cheaper cost) as energy storage and in the path to the success
of the fossil to renewable energy revolution. Several projects such as Roads2HyCOM (2005)[10], Hy-
chico (2006)[11], H2STORE (2012)[12], HyUnder (2012)[13] and HYINTEGER (2016)[14] were created
to investigate the feasibility in terms of production, transportation, storage and utilization of hydrogen
in the last decade. But as mentioned above, the physical properties especially the transport properties
of hydrogen in water and other aqueous solutions under high pressures and high temperatures are still
urgently needed to better develop the further design of the UHS projects.

2.2. Transport properties

This section introduces the fundamentals of transport characteristics, namely density, shear viscosity
and the self diffusion coefficient. Other calculation theories are widely utilized while measuring the
system, in addition to setting experiments for the observations of these features.

2.2.1. Density
The density of a substance is its mass per unit volume.

Following table 2.1 is the data that was investigated by Manohar et al.[15] which contains the data
under the temperature up to 413K for low concentrations of NaCl. The density of aqueous electrolyte
solution of NaCl was measured by Green et al.[16] over a temperature range from 273.15K to 373.15K.
The mass fraction of NaCl range from 1% to 26% and the pressure of the measurement is 1 bar. The
detailed data of the density of NaCl is as table2.2 shows.

The current literature data measuring the density of the NaCl solutions are quite limited by the molality
and the temperatures. Also, most of the data are measured under 1bar, without considering the pres-
sure effect to the whole system. The sufficient data of various molalities at certain temperatures are
hard to find, especially when it comes to high temperatures and high molalities.

Table 2.1: Density of NaCl solutions from 298K to 413K [15]

Temperature[K]
Molality 208 308 318 353 373 413

1 1036.14 1032.56 1028.18 1009.07 995.967 965.093
25 1089.36 1085.03 1079.92 1060.18 1047.14 1017.76
4 1152 114712 1141.33
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Table 2.2: Density of NaCl solutions from 273.15K to 373.15K [16]

NaCl mass fraction c¢c(NaCl)* p [g.cm™3]
% mol/L  288.15K 293.15K 303.15K 333.15K 353.15K 373.15K
1 0.1724  1.00707 1.00409 0.99908 0.9900 0.9785  0.9651
2 0.3474 1.01442 1.01112 1.00593 0.9967 0.9852  0.9719
4 0.7052 1.0292 1.0253 1.01977 1.0103 0.9988  0.9855
8 14526  1.05907 1.05412 1.04798 1.0381 1.0264 1.0134
12 22431 1.08946 1.08365 1.07699 1.0667 1.0549 1.0420
16 3.0777 1.12056 1.11401 1.10688 1.0962 1.0842 1.0713
20 3.9581 1.15254 1.14533 1.13774 1.1268 1.1146 1.1017
24 48868 1.18557 1.17776 1.16971 1.1584 1.1463 1.1331
26 5.3701 1.20254 1.19443 1.18614 1.1747 1.1626 1.1492

* The number of this column is calculated by the data from mass fraction and the density.

2.2.2. Viscosity

Viscosity, a sort of internal friction, is present in all common fluids. A constant force is required to
keep a fluid flowing, just as a constant force is required to keep a solid body moving in the presence
of friction. The Sl units of viscosity 1 are N-s/m? or Pa-s. In general, viscosity is affected by a fluid’s
condition, such as temperature, pressure, and rate of deformation. However, in certain circumstances,
the dependency on some of these qualities is insignificant.

Shear viscosity is one of the liquid transport coefficients that characterizes the transverse momentum
current[17]. It is vital in tackling flows in chemical engineering, mechanical engineering, geophysics,
and other domains since it regulates the macroscopic flow of liquids. Furthermore, a solvent’s shear
viscosity is sometimes viewed as a measure of the rates of dynamic processes of solutes dispersed in
the solvent.

Using the classical method as experiments to test the viscosity is widely accepted in the last century.
From the following table 2.3 the viscosity data of the NaCl solution is provided. But because of the
limitation of the temperatures and molalities, the data is not that sufficient.

Table 2.3: Viscosity of NaCl solutions from 303K to 328K [18]

Temperature[K]
Molality 303 308 313 318 323 328

1 0.88242 0.7851 0.72047 0.65892 0.60847 0.56095
1.5 0.91829 0.8232 0.75506 0.69169 0.63799 0.58967
2 0.96612 0.86778 0.79878 0.72922 0.67517 0.62294
25 1.02351 0.9181 0.84186 0.77033 0.71234 0.65923
3 1.08091 0.97346 0.89602 0.8174 0.75444 0.69602
3.5 1.14308 1.02091 0.93909 0.8597 0.79216 0.73079
4 1.21323 1.08274 0.99913 0.90676 0.83699 0.77262
4.5 1.28656 1.15248 1.05395 0.96455 0.88619 0.81899
5 1.36229 1.23301 1.12639 1.03128 0.94523 0.86939

Several empirical/semi-empirical models for forecasting shear viscosity have been developed, including
free-volume theory[19], friction theory[20], and functional form fitting[21]. Shear viscosity may also
be calculated using equilibrium or nonequilibrium molecular dynamics (MD) simulations. The shear
viscosity in equilibrium MD (EMD) may be calculated using the Einstein relation:

1 v ' ?
"Zt'L”;om.zthT<§<A Paﬁ(t)df>> @1)
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where

Paﬁ + Pﬁa 1
0s __ _ _ P 22
aB= T 5 dap (3 Ek kk> (2.2)

where 7 is the shear viscosity, V' is the volume of the system, kg is the Boltzmann constant, ng de-
notes the components of the traceless pressure tensor, P,z denotes the off-diagonal components of
the pressure tensor, and 4,5 is the Kronecker delta. (...) indicates an ensemble average.

Also, Green-Kubo formula is also a commonly choice when calculating the shear viscosity of the system.
According to the Kubo—-Green formula, the steady-state shear viscosity of liquid, denoted as 7y, is
described in terms of the time-correlation function of the anisotropic part of the stress tensor, P(*), as:

m= g / dt (P5. (0) P2, (1)) (2.3)

where kg and T stand for the Boltzmann constant and the absolute temperature, respectively. Equation
2.3 states that the steady-state shear viscosity is determined by the dynamics of the stress tensor.

Using the Einstein relation in calculating the transport properties can provide a criterion for defining the
minimum simulation length for obtaining a transport property. When the slope of linear relationship be-
tween time and the mean-squared displacement in the log-log plot reaches 1, the dynamical properties
of interest is valid at timescales[22].

2.2.3. Diffusion coefficient

Diffusion coefficient is the proportionality factor D in Fick’s law. As a result, the diffusion coefficient sug-
gests that the substance’s mass diffuses over a unit surface in a unit time with a concentration gradient
of unity. In the Sl system, D is defined as a square meter per second. The diffusion coefficient is a
physical constant that is affected by molecule size, other characteristics of the diffusing material, tem-
perature, and pressure. The diffusion coefficients of one substance into another are often calculated.

According to IUPAC definition[23], when the chemical potential gradient is zero, the self-diffusion coef-
ficient is the diffusion coefficient D; of species i. Self diffusion coefficient can be calculated when there
is no experimental data. There are two widely used approaches for calculating transport properties of
equilibrium systems from molecular dynamics (MD) simulations. The first one is based on the Gree-
Kubo formula. The self-diffusion coefficient can be computed from the velocity autocorrelation function
by the Green-Kubo formula.

D= Iim D¢k (¢) (2.4)

Dex (t NZ/ < Vi (1) - v, (0) dr (2.5)

where v;(7) is the velocity of nucleus i at time 7, and an average over the particles is performed to
improve statistical precision[24].

It is also possible to do the calculation of the self diffusion coefficient using Einstein relation[22]. The
related equation of self diffusion coefficient is shown in eqgs 2.6.

N;

where D, is the self-diffusivity (or intradiffusivity in the case of mixtures) of species i,r; ;(t) is the po-
sition of the jth molecule of species i at time ¢, and NV, is the number of molecules of species i in the
system.

Similar as the calculation of the shear viscosity of the system, When applying the Einstein relation, the
slope of the linear connection between time and the mean-squared displacement in the log-log plot
may simply assist to identify whether the simulation runs for enough time to obtain the final conclusion.



Methodology

The methodology of the project can basically introduced in the following parts. The first part is the force
fields. The second part is the molecular dynamics details and the following is the main equations that
is needed in the simulations to do the computation of transport properties.

3.1. Forcefield data

A force field is a computational tool used in chemistry and molecular dynamics to estimate the forces
between atoms within molecules as well as between molecules. In molecular mechanics, molecular
dynamics, or Monte Carlo simulations, the force field refers to the functional form and parameter set-
tings used to determine the potential energy of a system of atoms or coarse-grained particles. The
parameters for a given energy function might be generated via physics and chemistry experiments,
quantum mechanics calculations, or a combination of both[3].

Different kinds of simulation models are used to measure the components that is functioned in the
whole force field. In this study, the TIP4P/2005 model[25] was employed, which is a generic parame-
terization for modeling the full phase diagram of condensed water. For modeling Hs, the force fields
developed by Vrabec et al.[26] is used. To model Sodium ion , Potassium ion and Chloride ion, the
force fields developed by Madrid[27] is used. The charge of the model is from Madrid[27], the fitted
parameter is changed.

Table 3.1 lists the chemical substances used in this study for molecular simulation.

Table 3.1: Chemical Substances Used for Molecular Simulation

Componet  Chemical formula CAS number Forcefield

[25]

Water H,O 7732-18-5  TIP4P/2005
Hydrogen Ho 133-74-0 Vrabec™
Sodium ion Na+ 7440-23-5 Madrid *”
Chloride ion Cl- 7782-50-5 Madrid ™’

3.1.1. Water model

A water model is used in computational chemistry to simulate and calculate the thermodynamics of wa-
ter clusters, liquid water, and aqueous solutions with specified solvent. To create this model, different
kinds of knowledge are required including quantum mechanics, molecular mechanics, experimental
data, and the combinations of these.

To categorized these models, there are three things that is need to be considered:



3.1. Forcefield data 8

+ the number of interaction points
» whether the model is rigid or flexible
» whether the model includes polarization effect

Three site water model

Three-site models have three interaction points corresponding to the three atoms of the water molecule.
Each site has a point charge, and the site corresponding to the oxygen atom also has the Lennard-Jones
parameters. TIPS, SPC and IP3P are commonly used three-site models.

SPC/E water model is one of the three-site models of water. The shear viscosity for the SPC/E model

Table 3.2: Parameters of the SPC/E water model

r(OH)A) HOH(°)  o(A) e(kd/mol)  q(H)(e) q(O)(e)
1.0 109.47 3.166 0.650 0.4238 -0.8476

is 0.729 mPa.s at 298 K and 1 bar[28] (experimental value 0.896 mPa.s[29]).

Four site water model

The four-site models have four interaction points by adding one dummy atom near of the oxygen along
the bisector of the H-O-H angle of the three-site models. The dummy atom M only has a negative
charge. The TIP4P/2005 is one of the four site model of water models. TIPS2, TIP4P, and TIP4P-Ew
are also typical selections as the four site water models.

The TIP4P/2005 model consists of a Lennard-Jones site for the oxygen atom, and three charge sites.

Table 3.3: Parameters of the TIP4P/2005 water model

r(OH)IA]  HOH[’]  o[A] e/kslKl  q(H)Mel  qM)e]l  r(OM)A]
0.9572 10452  3.1589 93.2 0.5564  -1.1128  0.1546

The TIP4P/2005 potential has a self-diffusion coefficient, in bulk water at 298 K, of 0.21 A2.ps™ in a
classical simulation of 216 water molecules (experimental value: 0.23 A2.ps™)[30]. The shear viscosity
for the TIP4P/2005 model is 0.855 mPa-s at 298 K and 1 bar[28] (experimental value 0.896 mPa-s[29]).

3.1.2. Hydrogen model

Single site hydrogen model

Typical single site hydrogen model consitis of the model created by Vrabec et al[26], Buch[31] and so
on. Intable3.4 the detailed information of the Vrabec model for hydrogen is given. This model is created
by Vrabec et al.[26], which is aimed for the better study of the thermodynamics properties including the
phase behavior of all mixtures containing hydrogen, the main air components nitrogen, oxygen, and
argon, as well as water. The H-H bond length of the force filed is 0.74 A.

Table 3.4: Parameters for the hydrogen model-Vrabec model

e/kplK]  ofA]
2584 3.0366

Two site hydrogen model
The hydrogen forcefield developed by Cracknell et al.[32] is the two site hydrogen model. A two-site
model is simulated with the interactions summed over all site—site interactions.
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Table 3.5: Parameters for the hydrogen model-Cracknell model

e/kplKl  olA]
125 2.59

Three site hydrogen model

Three site hydrogen model is the model with dummy site L as the geometric center of mass of the
hydrogen. The modified three-site Silvera-—Goldman by Alavi et al.[33], and Marx[34] are commonly
used ones. The Marx model for hydrogen is one of the three-site hydrogen model created by Marx et
al.[34] and his collegues in 1992. The H-H bond length of the force fields is 0.74 A.

Table 3.6: Parameters for the hydrogen model-Marx model

¢/kslKl  o[Al  qule] qcle]
36.7 2958 -0.936 0.468

3.1.3. lons forcefield- madrid forcefield

The Madrid 2019 forcefield is created by Vega et al. and his colleagues[27]. The force field proposed
is nonpolarizable, and both water molecules and sulfate anions are rigid. This forcefield is developed
based on the TIP4P/2005 water model. Charges of 0.85 electron units are used to simulate monova-
lent ions. Up to large concentrations, the model enables a highly precise description of the solution
densities. Viscosity up to 3mol/L concentrations may be accurately predicted by it as well.
Lennard-Jones parameters for NaCl solutions in TIP4P/2005 water in Madrid 2019 model is shown in
Table 3.7.

Table 3.7: Lennard-Jones parameters for NaCl solutions in TIP4P/2005 water in Madrid-2019 model

Madrid Model
ULJ/nm ELJ/(kJ/mOD

Nat—Na* 0.221737  1.472356
CI-—CI~ 0.469906  0.076923
Nat—Cl~ 0.300512  1.438894
Ow—Ow  0.315890  0.774908
Nat—Ow 0.260838  0.793388
CIm——Ow 0.423867  0.061983

interaction

Based on the Madrid 2019 model, in order to have a better simulation results in the viscosity mea-
surement, a new force field is created by Vega’'s group. In this new force field, monovalent ions is
modeled using charges of 0.75 in electron units. Lennard-Jones parameters for NaCl and KCI solu-
tions in TIP4P/2005 water in this new Madrid model are shown in Table 3.8.
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Table 3.8: Lennard-Jones parameters for NaCl solutions in TIP4P/2005 water in the new Madrid model

Madrid Model
ors/nm eLJ/(kJ/moI)

Nat—Nat 0.221737 1.472356
ClI=—CI~  0.469906 0.076923
Na®—Cl~ 0.258012 1.438894
Ow—Ow  0.315890 0.774908
Na®—Ow 0.238725 0.793388
ClIm=—Ow  0.407631 0.061983

interaction

3.2. Molecular Dynamics

Molecular dynamics is a computer simulation approach for studying atoms and molecules’ physical
motions. The atoms and molecules are allowed to interact for a certain amount of time, providing a
perspective of the system’s dynamic evolution. In the most common version, the trajectories of atoms
and molecules are calculated by numerically solving Newton’s equations of motion for a system of inter-
acting particles, with forces between the particles and potential energies calculated using interatomic
potentials or molecular mechanics force fields[3].

3.2.1. Design constraints

Under certain macroscopic conditions, a large number of independent systems with identical properties
and structures in various motion states are called statistical ensembles, or ensembles for short. Each
system in the ensemble is the same and under the same macroscopic conditions. An ensemble is a
collection of systems. There are commonly used types of the ensembles.

* Microcanonical Ensemble (NVE): A micro-canonical ensemble, abbreviated as NVE, means that
it has a certain number of particles (N), volume (V), and energy (E).

» Canonical Ensemble (NVT): A canonical ensemble, abbreviated as NVT, means that it has a
certain number of particles (N), volume (V), and temperature (T).

+ Isothermal and isobaric ensemble (NPT): The isothermal isobaric ensemble means that it has a
certain number of particles (N), pressure (P), and temperature (T).

In order to control the temperature in the ensembles, there are several algorithm that can be used
for constant temperature molecular dynamics simulations. For example, the Nosé—Hoover thermo-
stat[35][36], Langevin thermostat[37] and Berendsen thermostat[38]. The volume of the simulated
system is adjusted via barostats to regulate pressure. In practice, this is accomplished by scaling the
coordinates of each atom in a system by a minor amount, causing the system’s size to vary. The tech-
niques of maintaining pressure are classified in the same way as temperature regulation is classified.
Berendsen barostat, Parinello-Rahman barostat and Nose-Hoover barostat are commonly used ones
for the pressure control.

Nosé-Hoover thermostat and barostat

The Nosé-Hoover thermostat is a deterministic technique for molecular dynamics simulations at con-
stant temperature. It was created by Nosé and expanded upon by Hoover. Despite the fact that the
Nosé-Hoover thermostat’s heat bath is made up of only one fictitious particle, simulation systems attain
realistic constant-temperature conditions (canonical ensemble). As a result, the Nosé-Hoover thermo-
stat is widely utilized as one of the most precise and efficient approaches for constant-temperature
molecular dynamics simulations. For the Nosé-Hoover barostat, Nose and Klein were the first to apply
method analogous to Andersen’s barostat for molecular simulation. This variation was further improved
by Hoover. This is one of the two barostatting methods which are currently available in LAMMPS.

3.2.2. Potential functions
A potential function, or a description of the terms by which the particles in the simulation will interact,
is required for a molecular dynamics simulation. The kinetic calculation is strongly connected to the



3.2. Molecular Dynamics 11

choosing of the action potential. The potential energy surface of the system will have distinct forms
with different action potentials, and the trajectories of the molecular motion and intramolecular motion
determined by the kinetic calculation will also be varied, affecting the sampling. The early molecular
dynamics computation employed a rather basic rigid spherical potential, and now increasingly use
the Lennard-Jones potential, which can better fit the interaction between particles. Following is the
commonly used expression for Lennard-Jones potential.

Vi (r) =de [(:)12 - (j)ﬁ] (3.1)

where r is the distance between two interacting particles, ¢ is the depth of the potential well (usually
referred to as 'dispersion energy’), and o is the distance at which the particle-particle potential energy
V is zero (often referred to as ’size of the particle’).

For the same kind of species, different kinds of forcefields are created to measure. The Lorentz-Berthelot
combining rules are used for the interactions between unlike species.

Lorentz-Berthelot combining rules

Combining rules are equations in computational chemistry and molecular dynamics that provide the
interaction energy between two distinct non-bonded atoms, often for the component of the potential
reflecting the Van der Waals interaction.The selection of combining rules in the simulation of mixtures
can occasionally alter the simulation’s outcome.

H. A. Lorentz proposed the Lorentz rule in 1881:

Oii + 0jj

0y = (3.2)
The Berthelot rule (Daniel Berthelot, 1898) is given by:
€i5 = \/€ii " €55 (33)

These are the most often used rules, and they are the default in many molecular modeling software.

3.2.3. Software
There are a lot of software that can be used for the molecular dynamics simulations, for example,
GROMACS and LAMMPS.

GROMACS

GROMACS is a molecular dynamics software that primarily simulates proteins, lipids, and nucleic acids.
It was created in the Biophysical Chemistry department of the University of Groningen. GROMACS is
one of the most popular and quickest software packages available, and it can run on both central
processing units (CPUs) and graphics processing units (GPUs) (GPUs).[39] It is a molecular dynamics
simulation and energy-minimization engine.

LAMMPS

LAMMPS(Large-scale Atomic/Molecular Massively Parallel Simulator) is a classical molecular dynam-
ics (MD) programme that simulates particle ensembles in liquid, solid, or gaseous states. Using a
range of interatomic potentials (force fields) and boundary conditions, it may mimic atomic, polymeric,
biological, solid-state (metals, ceramics, oxides), granular, coarse-grained, or macroscopic systems. It
can simulate 2D or 3D systems with as little as a few particles or as many as millions or billions.

Although LAMMPS may be developed and run on a laptop or desktop computer, it is intended for par-
allel machines. It will operate in both serial and parallel mode on any system that supports the MPI
message-passing library. Shared-memory boxes, distributed-memory clusters, and supercomputers
are examples of this.

LAMMPS keeps track of adjacent particles via neighbor lists. The lists are tuned for systems with
particles that repel each other over short distances, so that the local particle density never grows too
large.[40] This differs from approaches used to represent plasma or gravitational bodies.
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3.2.4. Molecular Dynamics Simulation Details

The MD simulation is ran based on LAMMPS(Large-scale Atomic/Molecular Massively Parallel Simu-
lator). Periodic boundaries conditions is set for every simulation in all directions. The velocity-Verlet
algorithm is used to integrate the equations of motion with a time step of 1 fs. For the two-site H,
and H,O force fields, the bond lengths and the angle in H,O are fixed using the SHAKE algorithm in
LAMMPS. Intermolecular interactions are described using just Lennard-Jones (LJ) and Coulombic po-
tentials. The LJ and electrostatic cutoff radii are determined using the original H, and H,O force fields.
To compute the long-range electrostatic energy, the particle-particle particle-mesh (PPPM) technique
with a relative error of 105 is utilized. Energy and pressure are subjected to analytic tail corrections. For
interactions between dissimilar species, the Lorentz-Berthelot combining rules are applied.. All initial
configurations are created using PACKMOL software by fftool. The Nosé—Hoover thermostate is used
to control the temperature and the pressure of the system.

Initially, the system is energy minimized, consequently, equilibration runs are performed in the NpT
and NVT ensembles for 1-2 ns, and finally the properties are sampled from production runs in the
NVE ensemble. The simulation time for the NVE ensemble is 10ns for each running. At this running
time, properly converged mean-squared-displacements (MSD) for the computation of the transport
coefficients can be achieved.

In all the MD simulations, 700 water molecules and 2 hydrogen molecules are used.

3.3. Main equations

OCTP(On-the-fly computation of transport properties) plugin[5] in LAMMPS is used to calculate the
self- and intradiffusivities, as well as shear viscosities.

In a single simulation, OCTP computes the self- and Maxwell-Stefan diffusivity, bulk and shear viscosity,
and thermal conductivity of pure fluids and mixtures. Itis a tool for calculating fluid transport parameters
on the fly utilizing Einstein relations in conjunction with the Order-n algorithm in LAMMPS for efficient
sampling of dynamic variables. In the OCTP plugin, the calculation is based on the Einstein relation,
as shown in 2.3 and 2.6 in the above chapter.

Verlet algorithm

Verlet algorithm is a numerical method for solving Newton’s equations of motion, widely used in molecu-
lar dynamics simulations and video games. The advantage of the Verlet algorithm is that it is numerically
stable much more stable than the simple Euler method, and maintains the properties of time reversibil-
ity and volume conservation of phase space volume elements in physical systems.

The problem to be solved by the Verlet algorithm is that, given the position » and momentum p (velocity
v) of the particle at time ¢, the position (¢ + dt) and momentum p(¢ + dt).

Order-n algorithm

At various sampling frequencies, the order-n method samples time-correlation functions or MSDs[41].
For each sample frequency, many blocks (buffers) are formed. Based on the varied sampling fre-
quencies, it is determined if a buffer has to be updated for each simulation timestep. To compute the
time-correlation function/MSD, the oldest entry in the buffer is utilized as the origin. The calculated
value is added to an array, which will be used to calculate the ensemble-averaged MSD. The buffer’s
oldest element is removed, and all other items are relocated one step to make room for the newest
system property, and this method is repeated.

Finite size effect

In simulations, finite size effects are common. Such effects can be caused by a variety of factors, includ-
ing a finite number of particles in a finite system, a finite simulation box when using periodic boundary
conditions, a finite basis set in quantum chemistry, a finite time step or grid spacing in algorithms, and
incomplete sampling of phase space due to finite computational time.

The practical implications of such finiteness are numerous, with dramatic implications on computed
properties and the (lack of) ability to compare simulation results with experiments, which correspond
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in principle to a "infinite limit”: thermodynamic limit (N), continuous limit (At — 0, Axz — 0), and so
on. These consequences are often seen as a nuisance, and effective strategies for correcting them
are created. In this work, all diffusivities are corrected for finite-size effects using the Yeh—-Hummer
equation[42].
kpT¢§
D =D,

’ + 6mnL
in which kg is the Boltzmann constant, 7 is the shear viscosity of the system computed from simulation,
and D;is the self diffusivity in the thermodynamic limit.  computed in the simulation does not show finite-
size effects. £ is a constant which depends on the shape of the simulation box (for a cubic simulation
box, ¢ =2.837297). And this correction function is well validated by a lot of works.[42][43]

(3.4)



Results and Discussion

All of the simulation findings are discussed in this chapter. The reason of choosing the type of water
model and hydrogen model are discussed at first. Then the simulation is carried out with different ions
forcefields. Following the previous discussions and studies, a large production using the given models
and force fields is built with varying morality, temperature, and pressures which related to the under-
ground hydrogen storage applications.

Previous studies have shown that the TIP4P/2005 force field can accurately capture the transport prop-
erties of pure H,O and aqueous solutions for a broad range of conditions. When it came to the shear
viscosity at ambient conditions, The performance of TIP4P/2005 is excellent, that of SPC/E is more or
less acceptable[44].

For the selection of the hydrogen model, from the study of Tsimpanogiannis et al.[22], the self diffu-
sion coefficient results of different hydrogen forcefields are presented and discussed, which shows the
three-site models perform significantly better than the rest. The Silvera Goldman[33] force field has
the best accuracy (absolute average variation from experimental data equal to 4.6 %), followed by the
Marx[34] force field (deviation of 4.8% ). Among the single and two-site force fields, the Buch38 force
field has an accuracy equivalent to the three-site models (6.7% ). For the majority of temperatures and
pressures, the force fields exhibit mutual consistency, with Silver-Goldman[33] being the most accurate
and Cracknell[32] being the least accurate.

But when it comes to the calculation of the gas in the aqueous solutions, the three-site model of hydro-
gen must be calculated with fix rigid command but not suitable for the SHAKE algorithm while SHAKE
algorithm can run three times faster than the rigid one. Because of the limitation of the rigid LAMMPS
command, each rigid body must have two or more atoms. An atom can belong to at most one rigid body.
The ions(Na™, CI™) in the solutions must be created with a dummy site in order to run the simulation.
Single-site hydrogen model is therefore be chosen as the suitable hydrogen model for the following
simulations.

4.1. lons forcefield Measurement

As mentioned in the above Chapter 3, there are two kinds of force fields developed by Vegas et al.
The complete information for these two models can be found in table 3.7 and table 3.8. To compare
these two models more effectively, simulations based on these forcefields are run under the following
conditions: temperature equals 298 K, pressure equals 1 bar, and the Vrabec model of hydrogen is
used. For each certain condition, 5 simulations based on different initial random seeds took place for
the statistics to reduces the calculation error. The simulations are used to test the NaCl solution from
1 mol/kg to 8 mol/kg in order to better compare the results.

14
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4.1.1. Density

The density output is depicted in the figure 4.1. The figure shows that the computed results under the
two force fields correspond well with the density fitting of the literature data, indicating that both force
fields perform well when estimating the density of the NaCl system.
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Figure 4.1: The results of the density calculation for two different ions forcefields, fit of experimental data taken from ref [45]

4.1.2. Shear viscosity

The outcome of the computation of the shear viscosity of two distinct ions forcefields is shown below
in figure 4.2. Both the 0.75 charger and 0.85 charger forcefields suit the experimental data well for
the low concentrations of NaCl solutions. However, when it comes to the high molalities of the whole
system, the 0.85 forcefield values are significantly higher than the experimental data, whilst the other
one exhibits complete agreement. When estimating the shear viscosity of the NaCl system, the 0.75
charger forcefield is clearly superior, especially at large concentrations.
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Figure 4.2: The results of the viscosity calculation for two different ions forcefields(0.85 Madrid forcefield and 0.75 Madrid
forcefield), fit of experimental data taken from ref [45]

4.1.3. Diffusion coefficient
The outcome of the computation of the diffusion coefficient of water in the solutions of two distinct
ions forcefields is shown below in figure 4.3. Although because of the lack of the experimental data
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the properties cannot be compared with the realistic ones, the agreement of the two lines shows that
both the forcefield have likely results when it comes to the low concentrations. When it comes to high
molalities, the 0.75 forcefields has a higher output as the 0.85 forcefield. In this case, when it comes
to the massive calculation of the diffusion coefficient, both forcefield are needed to be considered.
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Figure 4.3: The results of the self diffusion coefficient of water in NaCl solutions using two different ions forcefields, the x-axics
line shows the different molalities of the NaCl solutions

4.2. Simulation conditions

Based on the above discussion about the selection of the forcefields, TIP4P/2005 water model, Vrabec
hydrogen model are used in the following simulations. For low concentrations 0.85 charger ions force-
field is used, and when it comes to the high concentrations, 0.75 charger ions forcefield is also calcu-
lated for the comparison. Also, not all pressures are possible in combination with each temperature,
because water will not be a liquid in all cases. For example for T=523.15 K, simulations for 1 and 10 bar
are not considered, since on the NIST website that water will be a gas at that combined condition. It is
same when temperature equals to 723K, in this case only 400bar and 1000bar are possible for a liquid
state of the whole system. The detailed simulation conditions which are related to the underground
hydrogen storage are shown in the following table 4.1 and table 4.2.

For each condition, 5 simulations with different initial random seed are run for the statistics analysis.

Table 4.1: Initial setup for all the simulations details: 0.85 ions forcefield

Simulation details: Initial setup
Temperature[K] 298 343 523 723

Molality[mol/kg] 1,3,5,8 1,3,5,8 1,3,5,8 1,3,5,8
Pressure[bar]  1,10,100,400,1000 1,10,100,400,1000 100, 400, 1000 400, 1000

Table 4.2: Initial setup for all the simulations details: 0.75 ions forcefield

Simulation details: Initial setup
Temperature[K] 298 343 523 723

Molality[mol/kg] 5,8 5,8 5,8 5,8
Pressure[bar]  1,10,100,400,1000 1,10,100,400,17000 100, 400, 1000 400, 1000
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4.3. Density

In this section, the density results of the simulations in different temperature and pressures for vari-
ous molalities are presented. The simulation results are compared with the literature data created by
Laliberté et al.[45] and ref [46].

4.3.1. Molality Effect

The following figures show the results when temperature is 298K, 343K, 523K and 723K versus different
molalities. They show the results of the density calculation. From these figures it is clear to see that
with high molalities the density of the whole system is obviously increase. And the calculated result
have a great agreement with the experimental data at 298K and 343K. For high temperature and high
pressures, the experimental data can hardly be found.
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Figure 4.4: Density calculation results using 0.85 Mardrid forcefield at (a)298K, (b)343K, (c)523K, (d)723K, fit of experimental
data in (a) taken from ref [45], fit of experimental data in (b) taken from ref [46].

4.3.2. Pressure Effect

From the figure of 298K and 343K which shows above, it can be seen that when the pressure value
fluctuates in the range of 1-100 bar, the simulated density calculation results hardly change and match
the experimental values from the literature very well. When the pressure reaches 1000bar, the results
of the density is higher than the low pressure conditions.

When it comes to the same concentration at the same pressure for different temperatures, with higher
temperature, the density of the whole system became lower. The following graph 4.5 describes the
density changes when the pressure varies under the same temperature. The flat line indicates that the
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different pressure for the same temperature does not impacts a lot when it comes to the calculation of
the density of the system.

1400 T T T T T T
4 M=1molkg *» M=5mollkg
1350 M=3mol/kg M=8mol/kg 7
1300 4
& 1250 .
E
g 1200 . » b
Q1150 f .
1100 .
A
5 A -
1050 a A
1000 . . . . . .
0 200 400 600 800 1000 1200
P /[bar]

Figure 4.5: The results of the density calculation for different molalities of NaCl solution at 298K under different Pressures

4.3.3. Temperature Effect
Take the following condition as an example, when the molality of NaCl solution are the same, and
pressure equals to 400bar, the results of the calculation of the density is shown in the following table:
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Figure 4.6: The results of the de nsity calculation for different molalities of NaCl solution at 400bar under different temperatures

It is obvious that when the temperature rises, the density of the whole system falls when all the sim-
ulation runs at the same pressure. When the temperature rises, the volume expands due to thermal
expansion, and the density of the entire system falls.

4.4. Shear viscosity

In this section, the viscosity results of the simulations in different temperature and pressures for various
molalities are presented. The final results combined two different ions forcefields. For low concentra-
tions, 0.85 ions forcefield is used while for molalities as 5 mol/kg and 8 mol/kg, 0.75 ions forcefield is
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used, following the discussion in the previous sections. The simulation results are compared with the
literature data created by Laliberté et al.[45] and ref [47].

4.4.1. Molality Effect

The following figures show the results of the shear viscosity calculation at all the selected temperatures.

From the figures it is clear that the shear viscosity of the NaCl solutions will increase as the molality
of NaCl increase. Combining the two ions forcefields help with the fitting with the experimental data at
high molality when it comes to 5 mol/kg solutions.

For the simulations which is taken with higher temperature as 523K and 723K, the following figures
show the results of the shear viscosity calculation. For these high temperature and high pressures, the
experimental data of the shear viscosity of these solutions can hardly be found.
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Figure 4.7: Shear viscosity calculation results using 0.85 Mardrid forcefield at (a)298K, (b)343K, (c)523K, (d)723K, fit of
experimental data in (a) taken from ref [45], fit of experimental data in (b) taken from ref [47]

4.4.2. Pressure Effect

Take the following condition as an example, when the molality of NaCl solution are the same, and
temperature equals to 298K, the following figure shows the shear viscosity changes with the pressure.
Although from the figure 4.8 in the previous subsection, it shows that with higher pressures at the same
temperature, the shear viscosity becomes higher, the changes is not that significant. Basically the
changes which is caused by the pressure conditions has a small impact on the final results.
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Figure 4.8: The results of the shear viscosity calculation for different molalities of NaCl solution at 298K under different

Pressures

As what is discussed before, the result of different forcefield calculation varies and the 0.75 forcefield
shows better agreement when it comes to the high molality solutions for the viscosity calculation. Fol-
lowing is the figure which combined the results of both 0.75 forcefield and 0.85 forcefield when it comes
to high molalities. From the figure it is obvious the result of 0.85 forcefield when it comes to 8 mol/kg
is extremely high compared to the 0.75 forcefield calculation results, while the result of 0.75 forcefield
is more acceptable. But what is the same for all the results is that the pressure effect is quite minor.
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Figure 4.9: The results of the shear viscosity calculation for different molalities of NaCl solution at 298K under different

4.4.3. Temperature Effect
Take the following condition as an example, when the molality of NaCl solution are the same, and
pressure equals to 400bar, the results of the calculation of the shear viscosity is shown in the following

figure 4.10:

Pressures, combining the results of 0.75 forcefield and 0.85 forcefield.
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Figure 4.10: The results of the viscosity calculation for different molalities of NaCl solution at 400bar under different
temperatures

The trend of the figure clearly shows that when it comes to the same system under the same pressure,
when the temperature increase the shear viscosity of the system decrease. That is because the liquid’'s
viscosity is caused by molecular attraction. As the temperature rises, the distance between molecules
grows, so that the molecular attraction decreases, and internal friction becomes weaker, resulting in a
decrease in viscosity.
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Figure 4.11: The results of the viscosity calculation for different molalities of NaCl solution at 400bar under different
temperatures, combining the results of 0.75 forcefield and 0.85 forcefield.

The results which are shown in figure 4.11 shows the decrease trend of viscosity when the temperature
arise and also give the clear comparison between the 0.75 forcefield and 0.85 forcefield calculation.
With 0.75 forcefield, the shear viscosity in high molalities show lower results which is the same trend
as what has been discussed before.
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4.5. Self diffusion coefficient

4.5.1. Self diffusion coefficient of water
The following figures show the calculation results of self diffusion coefficient of water in NaCl solutions
under different temperatures, pressures and molalities of NaCl solutions.
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Figure 4.12: Diffusion coefficient of water in the different molalities of NaCl solutions using 0.85 Mardrid forcefield and
combining forcefield at (a)298K, (b)343K, (c)523K, (d)723K

From the figures above it is clear that in the different molalties of the NaCl solutions, with the increase
number of the other ions in the system, the self diffusion coefficient of the solvent decrease. The 0.75
ions forcefields shows higher diffusion coefficient results compared to the 0.85 forcefield.

Pressure Effect

The following figure 4.13 shows the example condition when taking temperature as 298K with different
molalities of the NaCl solutions. The flat linear shows that the self diffusion coefficient of water at the
same temperature will not be impacted by the changes of the pressure of the whole system.
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Figure 4.13: The results of the self-diffusion coefficient of water in different molalities of NaCl solution at 298K under different
Pressures, for 1 mol/kg and 3mol/kg solutions, 0.85 forcefield is used while for 5 mol/kg and 8mol/kg, 0.75 forcefield is used.

Temperature Effect

Take the following condition as an example, when the molality of NaCl solution are the same, and
pressure equals to 400bar, the results of the calculation of the self diffusion coefficient of water are
shown in the following figure 4.14:
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Figure 4.14: The results of the self-diffusion coefficient of water in different molalities of NaCl solution at 298K under different
Pressures, for 1 mol/kg and 3mol/kg solutions, 0.85 forcefield is used while for 5 mol/kg and 8mol/kg, 0.75 forcefield is used.

The trend of the figure clearly shows that when it comes to the same system under the same pressure,
when the temperature increase the self diffusion coefficient of water in the system increase. With higher
temperature, the kinetic energy of the whole system goes higher, the higher self-diffusion coefficient
therefore exists.

4.5.2. Self diffusion coefficient of ions
The following figures show the calculation results of self diffusion coefficient of ions in NaCl solutions
under different temperatures, pressures and molalities of NaCl solutions.
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Figure 4.15: Diffusion coefficient of Nat in the different molalities of NaCl solutions using 0.85 Mardrid forcefield and
combining forcefield at (a)298K, (b)343K, (c)523K, (d)723K

From the figure 4.15 and figure 4.16, it is clear that in the different molalties of the NaCl solutions,
with the increase number of the ions in the system, the self diffusion coefficient of the both ions de-
crease. Both the cation and anion shows the same trend when the molalities go up. Also, the 0.75 ions
forcefields shows higher diffusion coefficient results compared to the 0.85 forcefield.
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Figure 4.16: Diffusion coefficient of Cl~ in the different molalities of NaCl solutions using 0.85 Mardrid forcefield and combining
forcefield at (a)298K, (b)343K, (c)523K, (d)723K

Pressure Effect
The following table 4.3 gives the example of the results of the calculation of the self diffusion coefficient
of water for the same molality at 298K for different pressures.

From the example results in the table 4.3, the comparison of the D of Na* and CI~ is obvious that the
results of the Cl~ is higher, which means with larger molar mass, the self diffusion coefficient will be
higher.

The following figure 4.17 and figure 4.18 shows the example condition when taking temperature as 298K
with different molalities of the NaCl solutions. The flat linear shows that the self diffusion coefficient of
both ions at the same temperature will not be impacted by the changes of the pressure of the whole
system.

Table 4.3: Example: Self-diffusion coefficient of ions in 1 mol/kg NaCl solution at 298K under different pressures

Plbarl Dy,+[10-°m2/s] oppar[10-°m2s] Dg-[10-°m?/s] ope-[10-"m?/s]

1 1.112 0.04 1.422 0.04
10 1.131 0.03 1.437 0.05
100 1.138 0.01 1.422 0.07
400 1.133 0.06 1.452 0.07

1000 1.093 0.08 1.483 0.03
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Figure 4.17: The results of the self-diffusion coefficient calculation for different molalities of Nat at 298K under different
Pressures, for 1 mol/kg and 3mol/kg solutions, 0.85 forcefield is used while for 5 mol/kg and 8mol/kg, 0.75 forcefield is used.
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Figure 4.18: The results of the self-diffusion coefficient calculation for different molalities of Cl— at 298K under different
Pressures, for 1 mol/kg and 3mol/kg solutions, 0.85 forcefield is used while for 5 mol/kg and 8mol/kg, 0.75 forcefield is used.

Temperature Effect

Take the following condition as an example, when the molality of NaCl solution are the same, and
pressure equals to 400 bar, the results of the calculation of the self diffusion coefficient of ions are
shown in the following table 4.4 and figures:

Table 4.4: Example: Self-diffusion coefficient of Na* and CI— in 1 mol/kg NaCl solution under 400bar at different temperatures

TIK]  Dynat[107°m2/s]  oppnat[107°m2/s]  Dg-[107°m?/s]  opg-[107m?/s]

298 1.13 0.06 1.452 0.07
343 277 0.06 3.364 0.25
523 15.11 0.34 17.97 0.59

723 40.03 1.18 39.90 0.56
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Figure 4.19: The results of the self-diffusion coefficient calculation for different molalities of Nat at 298K under different
Pressures, for 1 mol/kg and 3mol/kg solutions, 0.85 forcefield is used while for 5 mol/kg and 8mol/kg, 0.75 forcefield is used.

x108
4 M=1molkg ® M=5molikg
4t M=3mol/kg M=8mol/kg a J
| 3
3 - -
o
N\
E
~ 2 B b
a) 7
>
1 - -
N £ S
o - -

300 400 500 600 700 800
T/[K]

Figure 4.20: The results of the self-diffusion coefficient calculation for different molalities of CI— at 298K under different
Pressures, for 1 mol/kg and 3mol/kg solutions, 0.85 forcefield is used while for 5 mol/kg and 8mol/kg, 0.75 forcefield is used.

The trend of the figure clearly shows that when it comes to the same system under the same pressure,
when the temperature increase the self diffusion coefficient of water in the system increase. With higher
temperature, the kinetic energy of the whole system goes higher, the higher self-diffusion coefficient
therefore exists.

4.5.3. Self diffusion coefficient of hydrogen

With 2 molecules of hydrogen in the various molalities of sodium chloride solution system, the self
diffusion coefficient is calculated under different pressures and temperatures. How the self diffusion
coefficient changes with solution molalities, pressures and temperatures will show in the following sub-
sections.
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Figure 4.21: Diffusion coefficient of Hz in the different molalities of NaCl solutions using 0.85 Mardrid forcefield and combining
forcefield at (a)298K, (b)343K, (c)523K, (d)723K

From the figures above it is clear that in the different molalties of the NaCl solutions, with the increase
number of the other ions in the system, the self diffusion coefficient of the hydrogen decrease. The
0.75 ions forcefields shows higher diffusion coefficient results compared to the 0.85 forcefield.

Pressure Effect

Figure 4.22 shows the relation of self diffusion coefficient and pressures. And table 4.5 gives the
example results of condition while the NaCl solution is 1 mol/kg and temperature is 298K. The line is
relatively flat in the high molalities of the NaCl solution systems and the fluctuation is not that obvious.
Buw when it comes to the relatively high pressures, the self diffusion coefficient is lower that the low
ones.

Table 4.5: Example: Self-diffusion coefficient of hydrogen in 1 mol/kg NaCl solution at 298K under different pressures

Pressure[bar] 1 10 100 400 1000

Dpy[10~°m?/s] 3.86 3.62 3.86 344 294
opn[10~°m?/s] 0.46 0.28 0.23 0.32 044
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Figure 4.22: The results of the self-diffusion coefficient calculation for different molalities of hydrogen at 298K under different
Pressures, for 1 mol/kg and 3mol/kg solutions, 0.85 forcefield is used while for 5 mol/kg and 8mol/kg, 0.75 forcefield is used.

Temperature Effect

Take the following condition as an example, when the molality of NaCl solution are the same, and
pressure equals to 400bar, the results of the calculation of the self diffusion coefficient of water are
shown in the following figure 4.23. It can be seen from both the table and the figure that with the
temperature increase, the self coefficient of the hydrogen also increase. For the low concentrations of
NaCl solution systems, the rise is more significant than the higher ones.

Table 4.6: Example: Self-diffusion coefficient of hydrogen in 1 mol/kg NaCl solution under 400 bar for different temperatures

Temperature[K] 298 343 523 723
Dy[10~°m2?/s] 3.45 7.54 38.83 204.30
opn[10~m?/s] 0.32 0.57 1.30 4.60
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Figure 4.23: The results of the self-diffusion coefficient calculation for different molalities of hydrogen at 400bar for different
temperatures, for 1 mol/kg and 3mol/kg solutions, 0.85 forcefield is used while for 5 mol/kg and 8mol/kg, 0.75 forcefield is used.
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4.6. Dy, in pure water and NaCl solutions systems

The self diffusion coefficient of hydrogen are also discussed in this section with the comparison between

pure water system and the aqueous solutions.

4.6.1. Pressure Effect

In this subsection, the diffusion coefficient of hydrogen at 298K in pure water and 1 mol/kg NaCl solu-

tions are compared.

From the table 4.7 and figure 4.24, it can be seen that the diffusion coefficient of hydrogen does not
change a lot as the pressure goes higher in these two different systems, while the coefficient is higher
in pure water than in the aqueous solutions.

Table 4.7: Example: Self diffusion coefficient of hydrogen in pure water and 1 mol/kg NaCl solutions at 298K under different

pressures

Pressure[bar] Dy, [107°m?/g]

w

opn,[1079m?/s]

Dy[1072m?/s]

opu[1079m?2/s]

1 4.43 0.19 3.86 0.46
10 4.49 0.33 3.62 0.28
100 4.60 0.41 3.85 0.23
400 3.91 0.30 3.45 0.32

1000 4.08 0.07 2.94 0.44
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Figure 4.24: The results of the self-diffusion coefficient calculation for hydrogen at 298K in pure water and NaCl solutions
under different Pressures, 0.85 Madrid forcefield is used for the NaCl solutions

4.6.2. Temperature Effect

From the following table 4.8 and the figure 4.25, the trend of the self diffusion coefficient with the
changes of the temperature is obvious. With the increase of the temperature, the diffusion coefficient

of hydrogen becomes higher.

1200



4.6. Dy, in pure water and NaCl solutions systems

31

Table 4.8: Example: Self diffusion coefficient of hydrogen in pure water and 1 mol/kg NaCl solutions under 400bar at different

temperatures
TIK] Dy, [1079m%s] opu, [1079m2/s] Du[10~°m2/s] o pu[10~2m2/s]
298 3.91 0.30 3.45 0.32
343 8.52 0.96 7.54 0.56
523 3.99 3.37 38.83 1.30
723 3.13 8.69 204.3 4.60
a5 x107 . . .
—4—H, in pure water
3F H, in 1mol/kg NaCl solutions %
Correlation 1
o5k L— —Correlation 2
@ 2t
E
A 15F
1 3
05F &
N . .
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T/[K]

Figure 4.25: The results of the self-diffusion coefficient calculation for hydrogen at 298K in pure water and NaCl solutions
under 400bar vs. temperature. Correlations 1 and 2 are fits to the experimental data in 1 bar[22]

The experimental fit in the figure comes from ref [22]. In this paper, the Arrhenius-type curves of D vs.
temperature is created to describe the experimental data in 1 bar. The equation of the curve can be
described as follows:

D = Doexp (%) 4.1)

where D, and « are the fitting parameters. « in this case can be expressed as : o« = —=, where E,, is

the activation energy for diffusion and R is the universal gas constant. The detailed fitting parameters
are shown in table 4.9.

Table 4.9: Parameters of the Arrhenius Fit (equation 4.1) to the Experimental Data of Hz in H2O at 1 Atm

In(Dy) «

-12.22+0.48 (-0.199+0.014) x 10*
-13.29+0.37 (-0.181+0.011) x 10*

correlation 1
correlation 2

Although the fitting experimental curve is based on the 1 bar pressure, the diffusion coefficient of hy-
drogen does not change a lot as we can seen from the previous sections, the comparison of the ex-
perimental data and the 400bar simulation data still make sense. The results of the 400bar situations
falls in-between the two curves means that the chosen forcefield is a good way to predict the diffusion
coefficient of hydrogen in the solutions.



Conclusion

In this project, massive data for the density, shear viscosity and diffusion coefficient of hydrogen in NaCl
solutions are provided, which greatly enriching the gaps in experimental results in this field. Based on
the calculation of the transport properties of hydrogen in different molalities of the NaCl system, the
method of the molecular dynamics simulations shows great agreement to the experimental results,
with shorter time to obtain results, a wider range of experimental conditions and relatively ideal results.

The forcefield combining the TIP4P/2005 water model, the Vrabec hydrogen model and Madrid force-
field shows good agreement when calculating the transport properties. For the 0.85 forcefield, it is more
suitable for the low molalities of the NaCl system while the 0.75 forcefield shows better performance
in the high molalities, especially when calculating the shear viscosity of the whole aqueous solution
system.

Temperature variations have a large influence on the system transport characteristics, but pressure
changes have less impact. When the temperature increase, the density, shear viscosity of the whole
system falls significantly. But with higher cohesive energy with the whole system, the diffusion coeffi-
cient increase. As the pressure varies, all of the transport properties change little.

When it comes to the diffusion coefficient of hydrogen in the systems, the presence of ions particles

somehow reduces the coefficient compared to the pure water system. The Yeh—Hummer equation aids
in the final results’ agreement with the experimental data.
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Recommendation

Limited by time, there is still a lot of work which related to this project can be done.

Forcefield selection

For the further investigation of the transport properties, the ions forcefield can be improved for better
predicting the diffusion coefficient of different kinds of gases. Different kinds of ions forcefield can be
selected and compared for a better prediction. The optimization of the forcefield is also needed to
develop in the future. The other choice of one site hydrogen forcefield can also be considered for a
better combination of the forcefield.

Wider temperature range

Since temperature of the whole system truly influences a lot in all the transport properties, more simula-
tions under moderate temperatures between 343K to 523K can be done to create a predictable model
to calculate the transport properties.

System exploration

Other cations and anions can also be added into the simulation system in order to be a better assump-
tion as the condition which related to the underground hydrogen storage. For example, the system
contains potassium ions, hydroxide ion and and other ions which is quite possible to be shown in the
underground situations can be a good choice.
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Codes

A.1. Simulation code

HARHBHAHH B AR BB RARBH AR BB H AR AR BB R RBHA SRR HHR SR BBHA RS

# EXAMPLE for using the OCTP plugin
##H#SHAH B AR AR AR RRHEHE SETTING UP ########AHARHAHEHERH
units real

dimension 3

newton on

boundary p p p

atom_style full

##H#HHA R R AR AR AR HAHEHE VARIABLES ##########H#AHAHA#H#H
variable Temp equal 298 # Temperature in K
variable Pres equal 1.0 # Pressure in atm.

variable RandomSeed equal 85 # The random seed for velocity

variable tstep equal 1.0 # 1fs
variable Ninptpre equal 10000 # Pre-initialize the NPT ensemble (very small timesteps)
variable Ninpt equal 50000 # Initialize the NPT ensemble

variable Npnpt equal 1000000 # Production in the NPT ensemble (volume)

variable Ninvtpre equal 10000 # Pre-initialize the NVT ensemble (very small timesteps)

variable Ninvt equal 50000 # Initialize the NVT ensemble

variable Npnvt equal 100000 # Production in the NVT ensemble (energy)

variable Nrun equal 10000000 # production in the NVE ensemble

variable Nf equal 10000 # Nfreq (fix ave/time and thermo)

variable Ne equal 10 # Nevery (fix ave/time)

variable Nr equal ${Nf}/${Ne} # Nrepeat (fix ave/time)

variable NBR equal ${Npnpt}/50 # Block averaging for density (NPT)

variable Nd equal ${Npnvt}/10 # Frequency of outputting positions of atoms in the NVT
ensemble

variable nb equal 10 # Number of blocks (fix ordern)

variable nbe equal 20 # Number of block elements (fix ordern)

variable Nvisc equal 5 # Nevery for viscosity (fix ordern: sample data at (Nviscx*2))

variable Ncond equal 5 # Nevery for Tconductivity (fix ordern: sample data at (Ncond
*2))

variable Ndiff equal 1000 # Nevery for diffusivity (fix ordern: sample data at (Ndiff))

variable Nwrit equal 100000 # Nwrite for transport properties (fix ordern: write every (
Nwrit))

variable Nrdfe equal 100 # Nevery for RDF (fix ave/time)

variable Nrdfw equal 1000 # Nwrite for RDF (compute rdf/ext: write every (Nrdfw*Nrdfe))

variable binnum equal 2000 # Number of bins for RDF

#H##HHH#HH R H#H A S #H#H##4 ATOM DEFINITION and FORCEFIELD #############H#H#S##H#H
read_data ./data.lmp # read the positions
include ./forcefield.data # read the force field

#E#SHRHRA R AR AR RA#EHS INITIALIZATION ######SHRAREHEHRHBEH
# groups for the central atoms of water (0)
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group wat type 1 # The Oxygen of WATER molecules
group Na type 3

group Cl type 4

group h type 5

# neigbor lists
neighbor 2.0 bin
neigh_modify every 1 delay O check yes

# velocity-Verlet integrator
run_style verlet

# minimizing the system using the conjugate gradient method
min_style cg

min_modify dmax 0.05

minimize 1.0e-6 1.0e-6 1000 10000

reset_timestep O

# initializing velocities
velocity all create ${Temp} ${RandomSeed}

# rate of writing thermal properties to the log file
thermo ${Nf}

#t###HHH RS H RS ##4#H 1) Initialize the NPT ensemble ######t###########E#H

# applying the shake algorithm for rigid molecules and the NPT solver

fix constrain all shake 1.0e-6 1000 0 b 1 a 1

fix integrate all npt temp ${Temp} ${Temp} 10.0 iso ${Pres} ${Pres} 100.0

#fix integrate all rigid/npt/small molecule temp ${Temp} ${Temp} 100.0 iso ${Pres} ${Pres}
1000.0

# Initializing the whole system with very small timesteps in the NPT ensemble
timestep 0.001
run ${Ninptpre}
timestep 0.01
run ${Ninptpre}
timestep 0.1

run ${Ninptpre}
timestep 0.2

run ${Ninptpre}
timestep 0.5

run ${Ninptpre}
reset_timestep O

# continuing the initialization with the final value of timestep

unfix integrate

fix integrate all npt temp ${Temp} ${Temp} 100.0 iso ${Pres} ${Pres} 1000.0

#fix integrate all rigid/npt/small molecule temp ${Temp} ${Temp} 100.0 iso ${Pres} ${Pres}
1000.0

timestep ${tstep}
run ${Ninpt}
reset_timestep O

##dddHH A ####S####S 2) Obtaining average volume in NPT ###########444#######H
# Getting the average volume of the system

variable Volume equal vol

fix VoluAve all ave/time 1 ${Npnpt} ${Npnpt} v_Volume file volume.dat

# Thermo style for outputing system properties to the log file
thermo_style custom density
thermo_modify flush yes

variable Dens equal density
fix DensAve all ave/time 1 ${NBR} ${NBR} v_Dens file density.dat

run ${Npnpt}
reset_timestep O
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A.1. Simulation code

#Hdd A H# #4444 #### 3) Initializing the NVT ensemble #####t#t##############
# scaling the size of the system to the average volume
sidesize equal (f_VoluAve~(1.0/3.0))

variable
variable
variable
variable
variable
variable
variable

change_box all x final ${xlow} ${xhig} y final ${ylow} ${yhig} z final ${zlow} ${zhig}

xlow
ylow
zlow
xhig
yhig
zhig

unfix DensAve
unfix VoluAve

equal
equal
equal
equal
equal
equal

xlo
ylo
zlo
(xlo+${sidesizel})
(ylo+${sidesize})
(zlo+${sidesizel})

# changing the ensemble to NVT
unfix integrate

fix integrate all nvt temp ${Temp} ${Temp} 100.0

#fix integrate all rigid/nvt/small molecule temp ${Temp} ${Temp} 100.0

# Initializing the whole system with very small timesteps in the NVT ensemble
timestep 0.001

run ${Ninvtpre}

timestep

0.01

run ${Ninvtpre}

timestep

0.1

run ${Ninvtpre}

timestep

0.2

run ${Ninvtpre}

timestep

0.5

run ${Ninvtpre}
reset_timestep O

# continuing the initialization with the final value of timestep

timestep ${tstep}
run ${Ninvt}
reset_timestep O

H##HHH AR HH# B A S H#AHS 4) Obtaining average total energy in NVT ###########4444H#####

thermo_style custom temp pe ke etotal
thermo_modify flush yes

variable
variable
variable
variable

fix Tavel all ave/time ${Npnvt} 1 ${Npnvt} v_T1

fix TEavel all ave/time 1 ${Npnvt} ${Npnvt} v_TE1
fix KEavel all ave/time ${Npnvt} 1 ${Npnvt} v_KE1
fix PEavel all ave/time ${Npnvt} 1 ${Npnvt} v_PE1

Tl equal temp
TE1 equal etotal
KE1 equal ke
PE1 equal pe

dump trjectory all xyz ${Nd} movie.xyz

dump_modify trjectory element 0 H Na Cl Hvr

run ${Npnvt}
reset_timestep O

undump trjectory

###HH A ###### 3) Simulating in NVE ensmeble #########444##########
# Scaling the temperature (kinetic energy) according to the average total energy
variable TempNew equal (f_Tavel*(f_TEavel-f_PEavel)/(f_KEavel))

velocity all scale ${TempNew}

unfix Tavel
unfix TEavel
unfix KEavel
unfix PEavel
Tl delete
TE1 delete
KE1 delete
PE1 delete
TempNew delete

variable
variable
variable
variable
variable

# get the volume
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# computing average total energy, pontential energy, temperature, and pressure over time
variable TotEn equal etotal
fix TEAve all ave/time ${Ne} ${Nr} ${Nf} v_TotEn file TotalE.dat

variable PotEn equal pe
fix PEAve all ave/time ${Ne} ${Nr} ${Nf} v_PotEn file PotenE.dat

compute T all temp
fix TempAve all ave/time ${Ne} ${Nr} ${Nf} c_T file temperature.dat

compute P all pressure T
fix PressAve all ave/time ${Ne} ${Nr} ${Nf} c_P file pressure.dat

# computing self-diffusion and Onsager coefficients using the OCTP plugin

compute positions all position

fix £f3 all ordern diffusivity ${Ndiff} ${Nwrit} c_positions nb ${nb} nbe ${nbe} file diffself
.dat diffonsag.dat

# computing shear and bulk viscosities wusing the OCTP plugin
fix f1 all ordern viscosity ${Nvisc} ${Nwrit} c_P nb ${nb} nbe ${nbe} file viscosity.dat

# computing thermal conductivity using the OCTP plugin

compute KE all ke/atom

compute PE all pe/atom

compute ST all stress/atom NULL virial

compute heatflux all heat/flux KE PE ST

fix £f2 all ordern thermalconductivity ${Ncond} ${Nwrit} c_heatflux nb ${nb} nbe ${nbe} file
tconductivity.dat

# computing the RDF for all group pairs
compute rdfs all rdf/ext Nbin ${binnum} Nwrite ${Nrdfw} file rdf.dat
fix f4 all ave/time 1 1 ${Nrdfe} c_rdfs

# Thermo style for outputing system properties to the log file
thermo_style custom step temp f_TempAve press f_PressAve pe ke etotal
thermo_modify flush yes

#thermo 1

run ${Nrun}

quit

A.2. Madrid2019 Forcefield data

mass 1 15.9994 # Ow

mass 2 1.00794 # Hw

mass 3 22.9897 # Na

mass 4 35.4527 # Cl

mass 5 2.01588 #Hvr

pair_style 1j/cut/tip4p/long 1 2 1 1 0.1546 10.0
kspace_style pppm/tip4p 1.0e-5

pair_modify tail yes

#EEESES e Combinations---------------------———-—-—-
pair_coeff 1 1 0.1852 3.1589 # Ow-0Ow
pair_coeff 1 2 0.0000 0.0000 # Ow-Hw
pair_coeff 1 3 0.1894 2.6084 # Ow-Na
pair_coeff 1 4 0.0148 4.2387 # 0Ow-Cl
pair_coeff 1 5 0.0974 3.0978 # Ow-Hvr
pair_coeff 2 2 0.0000 0.0000 # Hw-Hw
pair_coeff 2 3 0.0000 0.0000 # Hw-Na
pair_coeff 2 4 0.0000 0.0000 # Hw-Cl
pair_coeff 2 5 0.0000 0.0000 # Hw-Hvr
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pair_coeff
pair_coeff
pair_coeff

pair_coeff
pair_coeff

pair_coeff

bond_style
bond_coeff 1 1000 0.9572

55 0.

harmo

.3517
.3437
.1343

.0184
.0307

0513

nic

angle_style harmonic
angle_coeff 1 100

set
set
set
set

A.3. Madrid0.75 Forcefield data

mass
mass
mass
mass
mass

pair_style 1j/cut/tip4p/long 1 2 1 1 0.1546 10.0
kspace_style pppm/tip4p 1.0e-5

type
type
type
type

1 15.9994
2 1.00794
3 22.9897
4 35.4527
5

1
2
3
4

charge
charge
charge
charge

H H B H

2.01588 #

104

-1.
+0.
+0.
-0.

Ow
Hw
Na
Cl
Hvr

pair_modify tail yes

pair_coeff
pair_coeff
pair_coeff
pair_coeff
pair_coeff

pair_coeff
pair_coeff
pair_coeff
pair_coeff

pair_coeff
pair_coeff
pair_coeff

pair_coeff
pair_coeff

pair_coeff

bond_style
bond_coeff 1 1000 0.9572

NN NN

w
w
o

55 0.

harmo

.1852
.0000
.1895
.0148
.0975

.0000
.0000
.0000
.0000

.3517
.3437
.1343

.0184
.0307

0513

nic

angle_style harmonic
angle_coeff 1 100

set
set
set
set

A.4. Simulation results

type
type
type
type

1
2
3
4

charge
charge
charge
charge

104

-1.
+0.
+0.
-0.

2.2174
3.0051
2.6270

4.6991
3.8678

3.0366

.52

1128
5564
8500
8500

3.1589
.0000
.3873
.0763
.0978

w s N O

.0000
.0000
.0000
.0000

2.2174
2.5801
2.6270

4.6991
3.8678

3.0366

.52

1128
5564
7500
7500

H H B H®

H H HH

Na-Na
Na-C1l
Na-Hvr

Cl-Cl1
Cl-Hvr

Hvr-Hvr

# Ow-Hw

# H-0-H

OH

Cl

# Ow-Hw

# H-0-H

OH

Cl
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