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Abstract
Embodied Conversational Agents (ECA) seek to provide a more natural means of interaction
for a user through verbal and non-verbal properties of human face-to-face communication. For
this reason, these systems are found to bring benefits in different mental health related inter-
ventions. However, a key challenge in developing agents to replace the human interlocutor in
a dyadic conversation, is to simulate appropriate attentive listening behaviors. In this thesis
work, we explored different backchannel strategies and studied their effects in terms of lik-
ability and engagement. We built a fully embodied conversational agent with three different
levels of backchannel strategies and ran a within-subject study with a convenience sample
of 24 participants. The results showed that the amount of emotional words in the speech of
users increased if the attentive listening capabilities of the agent were improved. In addition,
the capability to trigger both verbal and nonverbal backchannels with proper timing was found
to be a relevant feature in terms of improved speech rate and emotional words. Contrary to
our hypothesis, backchannels based on actual emotion and sentiment analysis of the speech
content were not found to be significantly influential on the quality of interaction. Multi-modal
approaches are suggested for future works in order to overcome limitations of this work due to
potential lack in emotion detection accuracy.
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1
Introduction

The objective of this chapter is to present themain research question and themotivations behind
it. Research approach and overview on thesis structure are also presented.

1.1. Background & Motivation
Currently around 450 million people suffer from mental health related disorders in the world
and 43.8 million American adults experience mental illnesses in a given year [1]. Most of the
time, these conditions arise from mild disturbances before growing into severe impairments.
The latter substantially interfere with one or more major life activities and can lead to sub-
stance abuse, chronic diseases or, in worst scenario, suicides. Yet suicidal behaviors and
other mental chronic disorders are preventable when diagnosed early and treated properly.
Therapies for early conditions are available, but of all adults with any mental illness in 2015
in U.S., only 43% received mental health services [2]. The causes are related to stigma, dis-
crimination and neglect, which prevent care and treatment from reaching the target patients.
In addition, for a large portion of the global population, therapy sessions are too expensive.
The cost is related to a deeper and crucial problem: shortage of mental health care profes-
sionals. In fact, even if we consider an advanced country like USA, roughly 11 psychiatrists
for every 100,000 people are available according to a recent report[5].

Potential solutions to this under-staffing of the specialty could be provided by e-mental
health interventions based on Embodied Conversational Agents (ECAs). These autonomous
agents are found to be suitable for support and self-help in different mental health interven-
tions [22]. Two recent Randomized Controlled Trials ([91] and [86]) indicate that conversa-
tional agents lead to significantly positive stress management behaviors and psychological
well-being in patients. Two other RCTs show that Internet-based treatments are effective
in reducing depressive symptoms ([3], [30]). Lisetti et al.[85] evaluate with a Comparative
Research Study (CRS) how an empathic virtual conversational agent could change the way
traditional Brief Motivational Intervention (BMI) is provided. Last but not least, in [90] it is
found that embodied conversational agents could be also involved for educational purpose, in
particular to change people’s attitudes to mental health disorder, reduce stigma and improve
Mental Health Literacy (MHL).

Despite the benefits of this type of unguided e-health interventions, there are also prob-
lems related to the effectiveness. In fact, meta-analyses have repeatedly shown guided e-
health interventions, such that involve a human supporter or caregiver, to be more effective
than unguided ones [4]. One reason could be the lack of adherence, which is a major issue
in Internet-based interventions [23]. Dropout from treatments with no human support is an-
other concern [31]. While this renders human involvement desirable, guidance is also more
expensive and less scalable than autonomous design. Therefore, researchers are investigat-
ing the possibilities of employing automated virtual agents to provide a proxy for the “human
touch”.
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12 1. Introduction

In their most advanced form, ECAs are used to simulate counseling sessions ([88], [89],
[84]) as they present the general strategies used to tackle different types of mental issues.
This mostly relies on the fact that mental health counselors, regardless of the specialization
(stress management, anxiety control, behavior check) and their training level (clinical prac-
titioner or unlicensed coach), share similar methods of face-to-face dyadic psychotherapy
sessions. Examples of counseling skills, which are assumed to be effective when adopted by
ECAs, include alternating close-ended, open-ended, probing questions, using basic concepts
of coping theory and listening actively ([89], [84]).

Among the active listening skills, an important role is played by backchannels (BCs) as
they provide meaningful feedback to the users. These behavioral cues are a fundamental
part of counseling sessions to establish rapport between speaker and listener [24]. They are
also relevant for the listener to display clear and unambiguous signs which show that he or
she is actually listening. This ensures that the speaker does not conclude that what they are
talking about is uninteresting. Moreover, people suffering from mental disorders, in particu-
lar depressive ones, have reduced willingness to speak [57]. Therefore, if some “appropriate”
feedback is provided coherently, the speaker might feel more at ease and communicate more
easily, openly and honestly, remaining engaged with the ECA for longer period of time [42].

1.2. Research Question
Unguided mental health related interventions, based on Embodied Conversational Agents,
are explored as a valid alternative to traditional approach to support people affected by mental
conditions, such as stress, anxiety and depression. The quality of the interaction with these
virtual agents is related to their ability to resemble a real-world face-to-face communication.
The main research interest in this work is to study the importance of simulating verbal and
nonverbal attentive listening behaviors during a dyadic human-agent communication. More
specifically the following research question is defined:

RQ:“Do appropriate backchannel strategies have positive influences on human speakers in
the context of a face-to-face human-agent interaction?”

1.3. Overview Structure
Here we provide an overview on our research strategy and planning with reference to the
thesis structure.

After presenting our research interest and the motivations behind it (Chapter 1), we stud-
ied the related works in order to build arguments supporting our research hypotheses (Chap-
ter 2). We first described the importance of attentive listening for mental health related inter-
ventions and investigated which characteristics of Embodied Conversational Agents rendered
them suitable for e-mental health interventions. Then we analyzed the existing strategies for
implementing backchannels into ECAs. Last, we formulated our two research hypotheses
to translate the position taken in this thesis, which is that user’s perception is influenced
positively by both timing and emotional content of agent’s responses.

As a first step in testing these hypotheses, an ECA was endowed with three different
backchannel strategies (Chapter 3). Each of them constituted a specific requirement directly
derived from each of the hypotheses. We also defined other common system requirements
and then realized the model of our conversational agent. Later we provided implementation
details for each of the units, including input analysis, dialogue engine and agent output.
We finally operated a pilot study to check if the system was correctly functioning and collect
qualitative data to adjust the system parameters.
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Afterwards, we designed an experimental study to test the research hypotheses, (Chap-
ter 4). We ran an within-subject study where an opportunity sample of 24 participants was
exposed to three different backchannel conditions. We decided to operationalize engage-
ment and likability with the output measurements. Multi-model analysis was adopted to
check if there was a significant relationship between independent and dependent variables.
A planned comparison was also used to determine where exactly the effect observed in main
analysis was occurring.

Main findings of the study provided the verdicts on each of the hypotheses (Chapter 5).
In particular, it was shown that timing was a significant feature influencing the quality of
human-agent interaction in a positive way. Then we reflected also on the limitations of this re-
search work, which resided mostly in the system implementation. Finally, strategies based on
multimodality were suggested for future works in order to improve the system performance.





2
Related Work

The objective of this chapter is to build the argumentation supporting the research hypotheses,
which state that user’s perception is influenced by both timing and emotional content of agent’s
responses. First, it examines how human expresses attentive listening through backchannel
signals. Next, it shows why embodied conversational agents can be considered a suitable
interface for simulating these signals. Related works on ECAs implementing backchannels
are analyzed and, finally, based on their limitations, two separate research hypotheses are
formulated to translate the position taken in this thesis.

2.1. Attentive Listening
In the context of mental health related interventions, the therapist is required to fully under-
stand, respond to and remember the context. In fact, professional figures, such as clinical
psychologists and occupational psychotherapists, are encouraged to master the capabilities
of attentive listening. Attentive (or active) listening involves listening with all senses, concen-
trating on the content rather than passively “hearing” the speaker. Nonverbal mimicry [35]
and verbal paraphrase or summary are important practices in promoting awareness and de-
tecting potential discrepancies between the patient’s current behavior and his or her actual
beliefs[36]. Other visible and unambiguous, signs such as using of silence to open up com-
munication, leaning forward, nodding, smiling and using fillers, make the patient feel more
comfortable to keep talking. These behavioral cues are defined as regulators[33]. These types
of “listener responses”, which are sometimes deliberately displayed to show that the listener
is actually listening, are also called backchannels (BCs).

These signals are performed by the listener as “non-intrusive acoustic and visual signals
provided during the speaker’s turn” [38]. Multimodal backchannels communicate perception,
attention, interest, comprehension, belief, and acceptance towards the speaker and what he
or she is saying [26]. These behavioral cues, if generated with proper timing and content,
are found to provide information about the basic communicative functions towards what is
being said to the conversational agent [39]. Timing is identified to be fundamental for a better
likability and similarity to human interlocutor [62].

2.2. Embodied Conversational Agents
One potential solution to poor adherence of current automated treatments for pervasive men-
tal health disorders is provided by Embodied Conversational Agent (ECA). Current literature
adopts different terminologies but ECAs are commonly defined as autonomous agents with
digital embodiments capable to communicate and to exchange informations with the users us-
ing verbal and non-verbal modes of communication ([67], [13]).

15



16 2. Related Work

One of the advantages of ECA is that it can operate without any human support. It is
endowed with computer models that give it knowledge-based capabilities to reason over the
input data derived from the communication with real-world users. These models assure also
that the agent is able to carry out an interaction autonomously through dialogue states and
meaningful responses.

Dialogue Management Initiative One of the main features to consider when analyzing and
implementing a dialog management system of a conversational agent is the type of initiative.
In fact, in every state of the dialogue, the agent reacts based on the type of initiative. If it
decides to adopt a strong system initiative approach, user actions are only allowed at certain
points and agent reactions are generated based on prefixed rules. On the contrary, in the
case of a user initiative policy, any type of agent reaction, such as backchannel, is built on
user’s input data. The latter could be speech or nonverbal data depending on the number of
input modalities.

Multi-modality & Embodiment Early chatbots, such as Eliza[6], Parry[8] and Alice[9], with
their pure text-based interfaces, are ideal to test dialogue managing capabilities. However,
as they do not accomplish a visual representation of themselves, they are not eligible for
nonverbal communication. This has an effect on the overall quality of system feedback. For
example, gestures are fundamental for the listener as they help comprehension and memory
([25], [26]). One of the features that distinguishes ECAs from other conversational agents is
their embodiment. This visual component is found to convey additional informations such
as emotion and reinforce the belief that it is a social entity [13]. In Figure 2.1 we show a
few examples of human embodiment in ECAs used for mental health intervention. Lastly,
the integration of multi-modality is necessary also in input as is proved to produce superior
results in human behavior analyses ([58], [59]) and has shown positive effects in cognitive
researches ([26], [28], [27]).

Figure 2.1: Examples of Embodied Conversational Agents for mental health interventions. From top-left clockwise: Gabby, Ellie
(SimSensei), Justina, Greta, Bill Ford and Laura
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2.3. Attentive Listening in ECAs
The shortage of mental health care professionals has encouraged the researchers to explore
the possibilities of simulating the attentive listening behaviors through autonomous systems.
Characteristics such as flexibility in dialogue management strategies and possibility of multi-
modality in both input and output, make Embodied Conversational Agent (ECA) a suitable
interface to deliver attentive listening behaviors, such as backchannels.

Several studies ([40], [39], [41]) have been conducted in order to detect prototypical back-
channel signals to be used in a listener module for an ECA. Backchannels can take many
different forms and be expressed using different modalities. In [40], visual backchannels
such as gaze, smile, nodding are analyzed and it is found that a combination of them alters
the perceived meaning of the backchannel in a context-free dialogue. In [39], vocal utter-
ings, paraverbals, words or short sentences and their placement in sequences of talk are
analyzed. It is found that specific responses are tightly connected to the speaker’s narra-
tive (e.g. sentence completion, brief restatements) and generic responses are mere signals
of continued attention (e.g. requests for clarification, short vocalizations, head nods). In
[41] it is highlighted that also a listener in conversation can have influence on the talk, not
through contributions to the development of the topic but through minimal backchannels.
These responses include such items as acknowledgements, brief agreements and continuers
(i.e. Yeah, Mm hm, Uh huh and Mm).

Apart from the specific “lexicon” and the role of BCs in conversation, researchers have
focused on identifying context of user-initiative BCs. It is noted that backchannels are often
produced after rhythmic pulses in the speaker’s speech ([43], [44]). Corpus-based research
showed that backchannels are also often generated when the vocal message finishes with a
rising or falling pitch [45], after “meaningful” words (i.e. nouns, verbs and adverbs) [47]. In
addition, BCs are found to be often preceded by a short pause in the speaker’s discourse
[46].

Several authors have addressed real-time prediction of BC timing using either machine
learning ([48], [49]) or rule-based algorithms ([50]). The former can automatically determine
decision rules from labeled training features (supervised learning). This corpus of dialog data,
used to model human behavior ([61]), is strongly context-dependent and hard to generalize.
For this reason manually defined rule-based algorithms that predicts BCs based on specific
features are broadly applied in many applications. Different techniques make use of different
features, but they all have in common simplicity given the real-time requirements. Continu-
ous lower pitch is one of the rules used to predict BCs and it is reported to work better than
random [50].

In the current literature, several works have attempted first approaches to the implemen-
tation of a backchannel model as part of ECA design. One of the first characters to be able to
interact with speakers using vocal and non verbal signals was the talking head Gandalf [51].
REA [14], while showing different houses to the users, is also able to display para-verbals,
head nods and short verbal statements. In [52], an agent provides only visual signals and
in [53] the authors improve that by introducing multi-modal analysis of the speaker. Multi-
modality is a key element in [19] and in the state-of-art prototype, SimSensei, developed by
University South California (USC) for mental health intervention [66]. Finally, attempts are
made to trigger backchannels reasoned over the users’ intentions and beliefs [54].

The existing mental health ECAs simulate only a subset of backchanneling strategies,
considering some characteristics of face-to-face communication and neglecting others. Most
of them ([14], [52], [53]) generate verbal and nonverbal without any or enough understanding
of the content, especially the emotional significance of the message delivered by the speaker.
Some others ([48], [49], [50]) only focus on determining the correct timing and improving the
predictability of BCs but ignores the quality of displayed visual signals which are important
for improving the quality of interaction. For example, the speakers are usually sensitive to
the listener gaze: if they begin to formulate a sentence and they realize the listener is not
looking at them, they can stop, restart and repeat or rephrase what they already said [60].
In addition, the perception and the likability of the conversation are also influenced by the
fluidity and synchronization in avatar animations [55].
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2.4. Hypotheses
ECAs are considered a suitable interface for simulating attentive listening behaviors, such
as backchannels. Studies have been done to identify the lexicon ([40], [39], [41]) and the role
of BCs in a conversation ([26], [39]). Other works have addressed real-time prediction of BC
timing ([48], [49], [50]) and multimodal simulation of BC signals ([14], [52], [53]). However,
very few of them studied the effects of simulating multimodal BCs using “appropriate timing”
on the overall interaction quality [62]. Lastly, to the best of our knowledge there is no investi-
gation yet in current literature focusing on the effects of simulating BCs based on “emotional
understanding”, that is the emotional and sentiment weight (e.g. positive or negative) of the
users’ speech content.

Based on these argumentations, we formulate our hypotheses regarding this research
topic:

H1: The users find the user-initiative verbal and non-verbal backchannels displayed with
appropriate timing, more likable and engaging compared to the ones generated at random tim-
ing.

H2: The users find the user-initiative verbal and non-verbal backchannels displayed with
appropriate timing which show understanding of the emotional content, more likable and en-
gaging compared to the ones generated with appropriate timing but no understanding of the
speech content.

Formulation of the research hypotheses is fundamental to make decisions on the design,
implementation and evaluation of our system. In fact, in order to evaluate our hypotheses, we
need to build an ECA capable of simulating attentive listening behaviors, predicted with dif-
ferent rule-based algorithm. These rules are based on timing and emotional understanding.
Finally, we run an experimental study to test if there is an increase in level of engagement
and likability in a user in the setting of a face-to-face dyadic conversation.



3
System

The objective of this chapter is to present the system that was built to test the hypotheses
formulated in the previous chapter. First the system requirements are derived from analysis
of problem space and the hypotheses. Then it is presented the design of the interaction model
and the implementation of different modules. Finally, a pilot study is run to check if the system
was correctly functioning and to adjust the system parameters.

3.1. Design
As a first step in testing the hypotheses, we implemented an Embodied Conversational Agent
to run an experimental study and to collect valuable measurements. However, as we observed
from our state-of-art research, the current literature offers multitudinous possibilities for
attentive listening realization from both technological and intervention perspective. We made
decisions during the design phase to have a fully functioning system without overloading it
with superfluous features. These decisions included the visual aspect of the agent, animation
repository, input-output modalities, dialogue management policies and, most importantly,
backchannel strategies.

From the point of view of the interaction with the agent, three different levels of backchan-
nel “intelligence” were designed and then implemented. These could be considered require-
ments directly specified by our research hypotheses:

• Level 1: The agent randomly displays neutral verbal backchannels (e.g. “Aha! That’s
very interesting. Tell me something more about it”) accompanied by nonverbal regula-
tors (e.g. head nodding, head scratching, smile) and nonverbal illustrators (e.g. hand
movement). Complete list of movements with respective durations and screen-shots is
provided in Appendix B.

• Level 2: The agent detects user’s silence and coherently displays same verbal and
nonverbal cues from previous level. Here coherently means with a well-defined timing.

• Level 3: The agent responds to the emotional content of user’s speech, detects user’s
silence and coherently displays neutral or positive or negative verbal backchannels (e.g.
“It seems you did (not) like that experience. Tell me something more about it”) accompa-
nied by the same nonverbal behavioral cues as in the previous levels.

As it is noticeable, level 2 and 3 were built as an improvement and enrichment of the
respective previous ones. In that sense, level 1 and 2 are required to test hypothesis 1
(H1) and level 2 and 3 are required to test hypothesis 2 (H2). Regardless of the attentive
listening level, other common functionalities were required by the system in order to deliver
the different backchannels to the users.

19



20 3. System

3.1.1. Requirements
As any other system, our proposed conversational agent presented some technological re-
quirements to be fulfilled in order to achieve sufficient reliability on the overall system. The
functionality requirements of our agent were divided into two categories, front-end and back-
end requirements, and they were prerequisites for all the attentive listening levels.

Front-end requirements:

• Embodiment

• Coordinated animations

• Multimodal interface

• Real-time responsiveness

One key element was the embodiment, which could have been human or animal and both
digital and physical but in our context we excluded the latter as it required robotic systems.
The use of embodiment brought issues related to the visual component to the conversational
agents. First of all the correct level of visualization details was investigated as higher quality
of visualization and realism did not always correspond to higher credibility and engagement.
An example was given by the effect of ”uncanny valley” [69]. The term referred to the limit of
realism and the point where the increase in similarity of a virtual agent to human appear-
ance and movement resulted into a strong drop in believability and comfort. In addition, a
particular attention should have been paid on animation details for the 3D character such
as idle behavior, gaze level, the timing of different actions or movements in order to convey
the correct message and emotion[21]. A smile displayed in a wrong moment, for example
when the speaker was talking about a bad accident, could have disrupted the rapport with
the virtual agent. As a modality is a single separated channel of sensory data produced by
the system, our agent could be considered to generate multimodal outputs. This required
also the agent to be delivered using multimodal interface, which allows the user to interact
with the ECA and share informations. With the spread of electronic devices among the popu-
lation, nowadays the interfaces can range from web-based applications for on line platforms
to mobile applications for end-user devices. In addition to visual and audio data exchange,
we required the system to present a ”button” to allow the user to trigger the start of conver-
sation and keep track of the total interaction time. Last but not least, real-time condition
was mandatory for simulating backchannels in the context of real-world dyadic interaction.

Back-end requirements:

• Low computational cost

• Retrieval-based answer generation

• Animations based on the existing database of rigged characters

The first requirement was directly derived from our real-time condition imposed by the
context of attentive listening behaviors. In order to keep computational demand low, we
preferred to generate retrieval-based responses using pattern matching rules implemented
as a Finite State Machine (FSM). This was opposed to generative-based strategies, where
the answer sentences were formed through machine learning methods. Although the latter
presented high scalability, the method was also time-consuming, therefore we opted for a
more context-dependent solution. This was possible as we decided the specific topic for the
conversation and chose ”a priori” the list (i.e. dictionary) of possible verbal and nonverbal
behavioral cues. The last requirement was justified for the following reason: as we were using
proprietary 3D characters, the predefined set of animations was not scalable in number.
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Figure 3.1: The interaction model.

3.1.2. System Model
Here we present a simplistic version of our interaction model and explain its different parts. In
figure 3.1 we consider the agent capable of providing backchannels with a complete feedback
loop and fulfilling all the system requirements.

In the assumption of a dyadic conversation a human took the role of the main speaker, and
the ECA, as an interlocutor performed attentive listening behaviors. User’s speech, recorded
through simple input device (e.g. microphone) was analyzed on the fly by a cloud based
recognition engine and processed locally for pause detection. The system analyzed the in-
put informations and decided the necessary response signals, both in terms of audio and
video. Verbal backchannels were delivered through direct output device (e.g. headset) but
the stream of audio information was fed into also the AnimationNow1 tool for phoneme detec-
tion and viseme conversion for proper lip synchronization. AnimationNow is the proprietary
software from WonderMedia2, creative production company, which source code provided us
with necessary libraries for phoneme to viseme conversion and animation generation. The
final interface was a monitor for displaying the 3D character and its reactions to the user.

3.2. Implementation
In this section, we provide more details on each of the building block of the system model,
starting from input analysis to output synthesis. The selected programming language was C#
as adopted by AnimationNow developers. Nevertheless C++ was also adopted and wrapped
into the main file as it provided higher flexibility and major compliancy to open-source li-
braries.

3.2.1. Audio Input
The sound input was very important for the correct functioning of the application as the only
feedback the system got from the user is through his/her speech. Two main components of
the system used the audio input to generate their data. The first one was speech detector,
which task was to find out if the person was talking or not and it was partially achieved
using Voice Activity Detection. The second part was the speech recognizer that converted the
spoken phrases to text strings used during pattern-matching step. Only the first component
was sensitive to background noise, which was preferable to be reduced at minimum.
1http://animationnow.org/
2https://wondermedia.tv/
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Voice Activity Detection (VAD) One of the challenges that we had to overcome when creating
an automatic system for free speech which was always ”active”, was to figure out how to
model users’ silence in order to detect it efficiently, and react properly as soon as possible.
This was because we were not employing any ”hard” button which could have been pressed
when the user finished to talk as, for example, it was common among text-based chatbots.
We simulated with high fidelity a real-world face-to-face conversation without any video input
which meant that the system could not detect when the mouth opening was small enough to
consider the speaker in pause. For this reason, this step resulted to be not so trivial.

A voice activity detector was charged with three main functions:

1. Extract the envelope of the 2D audio signal.

2. Choose a suitable threshold (loudness) level.

3. Detect timings where the absolute magnitude value of the envelope exceeds the prede-
fined threshold.

An envelope of an audio signal is the curve that outlines its extreme values over time,
independently of how its frequency content makes it oscillate (see Figure 3.2).

Figure 3.2: The magnitude of a 2D audio signal and its envelope highlighted in red.

To avoid too sharp boundaries between talking and silence, each sample value was re-
placed by an average of its N previous neighbors before the check with the threshold value.
This approach is called moving average and it is a simple and low demanding way to low-filter
the whole signal. This step is also visible in Figure 3.2 as the red signal (envelope) do not
cross exactly the signal high picks and it has low sensibility to the impulse-based sounds.

To make the system even more robust to background noise, we combined the Voice Activity
Detection (VAD) technology with recognition event. In other words, in order to change the
system state into listening state, we also checked if the first detected sound could have been
recognized as an English word. In this way if the user generated an undesired loud sound
(e.g. cough) the system would not have considered the user speaking. This strategy also
worked for detecting filled pauses, which are defined as a sound produced during speech
that represents a silent period but filled by a vocalization (umm, ehh). This type of pauses is
usually harder to interpret compared to ”standard” unfilled pauses ([71]).

Speech Recognition As our ultimate goal was to convert real-time users’ speech into strings
which were than analyzed for keyword spotting, we required to use an Automatic Speech
Recognition (ASR). Also known as Speech-To-Text (STT), Speech Recognition is the set of
methodologies and techniques used to translate spoken natural language into text string
using a machine. It fundamentally functions as a pipeline that converts PCM (Pulse Code
Modulation) digital audio from a sound card into recognized speech. The PCM digital audio is
first transformed into a better acoustic representation. Then a ”grammar” is usually applied
so the speech recognizer knows what phonemes to expect. A grammar could be anything
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from a context-free grammar to full-blown Language. Afterwards the system detects which
phonemes are spoken and, following a conversion table, translates them into words.

This technology has a very long history but only recently became fundamental in com-
mercial applications. Different existing libraries included both open-source (CMU Sphinx3,
Microsoft SAPI4, Kaldi5) and licensed solutions (BING Speech6, Google Cloud7, IBM Watson8).
The formers usually followed statistical approaches, such as Hidden Markov Model (HMM)
and the commercial ones were based on learning methods such as neural network and took
advantage of a big amount of training data. Among all different libraries we identified the
ones which provided Software Development Kit (SDK) in either C# or C++ as they were both
compatible languages with the remaining system architecture. We first opted for Microsoft
SAPI following the ”open-source path”. However its high sensibility to noise forced us to
adopt Bing Speech API for our final implementation.

Bing Speech API, used also by intelligent assistant Cortana9, is part of a collection of
machine learning algorithms that Microsoft has developed to solve problems in the field of
Artificial Intelligence (AI). This set, now called Cognitive Services but previously known as
”Project Oxford”, can be used by developers using Windows machines, through standard
REST calls over the Internet. REST (Representational State Transfer) is an architecture style
for designing networked applications and it relies on HTTP protocol for calls and requests.

Once registered to Microsoft Azure10 portal, a free subscription to the service offered the
possibility to carry out 5,000 utterance transactions per month which was a sufficient limit
for our testing purposes. Instead of REST API we used client libraries available for Windows
machine with different language compatibility including C#. Unlike REST which made di-
rect calls using HTTP, client libraries used websocket-based protocol with possibility to get
intermediate results for continuous and long audio streams. The system could get real-time
streaming, which meant that when our application (client) sent audio to the service (server),
it received partial recognition results back. This was implemented in an asynchronous state
machine, which means that the user could respond to the agent anytime and the system
should have been able to call a thread which detected the start of audio stream as soon as
possible. The necessary references to the libraries were added using NuGet11 package man-
ager and they were built using Visual Studio 2017 Community edition12 on a Windows 10
machine.

3.2.2. Dialogue Engine
The dialogue management system was mixed-initiative and realized through asynchronous
Finite State Machine (FSM) with retrieval-based answer generation. It was mixed-initiative
because, although the overall condition and structure of the interaction was controlled by
the agent, the user had influence on the timing and on the emotional content of the agent
response. In addition, an asynchronous ”event-driven” FSM meant that the transition be-
tween states was controlled by the event inputs, so that the FSM did not need to wait for a
clock signal input.

There were three different dialogue states: Idle, Speaking and Listening. Here Idle state
was not to be confused with ”idle” pose explained in 3.2.3. The start of the conversation was
triggered by a manual command which shifted the agent state from Idle to Speaking. The Idle
state could be reached only with the end of the conversation which could be triggered again
by a manual click or automatically as established by a timer timerGlobal. In this case, in
order to not interrupt users’ stream of thoughts (level 2 and 3), we prompted the users about
the ending of the conversation (”Thanks for your time. Unfortunately our time is over. See you

3https://cmusphinx.github.io/
4https://docs.microsoft.com/en-us/previous-versions/windows/desktop/ms723627
5http://kaldi-asr.org/
6https://azure.microsoft.com/en-us/services/cognitive-services/speech-to-text/
7https://cloud.google.com/speech-to-text/
8https://www.ibm.com/watson/services/speech-to-text/
9https://www.microsoft.com/en-us/cortana
10https://azure.microsoft.com/en-us/
11https://www.nuget.org/
12https://visualstudio.microsoft.com/
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next time!”) only when they were in silence. For the rest of the interaction, switch between
Speaking and Listening happened based on user audio input and speech detection module
described in the section 3.2.1. The system went to Listening state whenever the user started
speaking and it went back to Speaking when it detected a certain amount (timerSilence)
of silence. In order to avoid continuous speech by the user without any interruption (e.g.
monologues) we also imposed a maximum amount of words (maxWord) that the user could
say without any pause. The most suitable values of maxWord and timerSilence were found
empirically through a small Pilot Study (3.3).

As we previously stated, the answers were generated through a pattern-matching strat-
egy. This meant that at every switch from Listening to Speaking state, the system checked
the pattern in user’s speech and decided accordingly the vocal response. First thing to be
analyzed was the number of total words and if it was lower than a threshold, minWords (pre-
defined empirically by the Pilot Study), then the agent realized that the user had not spoken
enough and he repeated the previous statement and invited the speaker to take the initiative
(i.e. ”Don’t be shy. Please tell me something.”). Same was applied for the situation where the
user did not speak at all for a certain amount of time (timerSilence2).

If the speaker had spoken sufficiently, than for level 3 we needed to perform a keyword
spotting step. At every partial speech recognition event, the recognized string was split into
words and saved temporarily into a vector list. Then each of the element of the list was
compared with two other arrays of words, one containing positive sentiment keywords and
another with negative ones. These two lists were result of a detailed annotation work done
by Bing Liu and Minqing Hu [80][70] using opinion content on social media.

Nevertheless we modified the two lists to create the knowledge base for our study to reduce
the computational demand of this module. First, we manually eliminated all the misspelled
word which were added as they were frequently appearing in social media platforms. In
our case they were not relevant as our Speech Recognition system always converted to cor-
rectly spelled English words. Furthermore, as the complexity of the template-matching step
(O(n)) was influenced by the number of total keywords, we reduced the length by eliminat-
ing ”redundant” parts of the words. In other words, for Regular Expression Matching it was
enough to provide the core of a string. For example in order to detect the keywords ”NICE”
and ”NICELY ” it was enough to provide the string ”NICE”. However doing this we had to
pay attention on which were the first and second members of the string comparison. In fact
we needed to take each of the recognized input words and search for it inside the vector of
positive and/or negative keywords. Otherwise the repetition of the same word (or its trunk)
would not have been counted multiple times.

Two counters tracked the total number of positive and negative words mentioned by the
speaker. At the end, if countPos was greater than countNeg we generated a response that
highlighted the positive sentiment of the experience told by the user and viceversa. Example
of response in case of positive emotional content could have been: ”So overall it seems you
liked it.”. This kind of response is typical of a Reflective Listening strategy which promotes
awareness and detects potential discrepancy between people statements and his/her real
opinion.

In a later phase, more specifically after the Pilot Study, we introduced an ”offset” value
which was added when comparing the integer value of the two counters. This was because
most of the time a majority of only an unit value was not sufficient to determine the over-
all sentiment level and the positive category was used only if positive words were detected
such as ”naturally” or ”rightly”. This ”softer” margin performed better as the agent displayed
a ”safer” neutral reaction whenever there was no clear majority of one sentiment category
compared to another.

So far, we considered the implementation for level 2 and 3. For level 1 the dialogue
management engine described previously was disabled. An alternative and much simpler
dialogue policy is taken into consideration. In fact for level 1 we simply needed to generate
neutral attentive listening behavioral cues at random time. The timerLevel1 decided how
often these verbal and nonverbal signals were generated and the most suitable value was
inferred from the Pilot Study data.
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3.2.3. Agent Output
Audio Output The audio output was one of the two communication channels used by the
program to respond to the users input in multimodality. The character was able to speak us-
ing synthesized speech created using Microsoft Speech API (SAPI 5.3) and lip synchronization
was realized through Animation Now internal code. However, the latter was realized using
Annosoft13 viseme coding which was different from SAPI visemes. Therefore we first imple-
mented a real-time conversion from SAPI phoneme to Annosoft phoneme. Only afterwards
we realized the viseme mapping using Annosoft 17 viseme. The complete table of visemes is
presented in Appendix A where they are shown at “full open” and sorted by similarity. The
viseme targeted for our character should have been somewhat exaggerated from real mouth
positions but a blending functionality tended to weaken everything somewhat. The vowels
were condensed to fewer visemes and still had realism.

The synthesized voice was Microsoft David and we kept the pitch and volume at default
level. The user could adjust the latter by simply using the headphone buttons. An issue
arises when the system itself generated sounds and could potentially ”listen to itself”. To
avoid this, the user was given a headphone that will limit the interference from the system
on itself.

Visualization The User Interface (UI) including the main window and buttons was developed
in C# language. Jimmy, the virtual character, was chosen among the ones created by the
production team in WonderMedia as it presented the greatest number of possible behavioral
cues. In fact this 3D character was able to perform more than 50 different gestures and
movements. The most relevant of these non-verbal behaviors are listed in Appendix B with
highlights on regulators (backchannels) and illustrators which accompanied the generated
verbal outputs. In this appendix also the durations of each animation are provided (in sec-
onds). In addition to the animations, during the idle pose (that was when no animation
is triggered), the character performed natural movements such as breathing, random eye
blinking and head glitch.

Furthermore Jimmy presented an animal embodiment, more specifically of a monkey.
This choice was based on studies reporting increases in empathy and better awareness in a
human in front of animals [68]. Although there are many complex factors which determine
views toward animals, in general human actions toward animals are rooted in perceptual
concepts concerning the intrinsic nature of being animal himself/herself. In other words,
animal embodiment could have been a suitable setting for delivering attentive listening be-
haviors. In addition, this choice of embodiment could have also avoided issues related to the
”uncanny valley” of realism [69]. As reported in Figure 3.3 by Mori [69], stuffed toys with
animal appearance come just before a drop point in credibility. In addition, we assumed that
the presence of an animal could eliminate potential prejudgment or stigma due to human
conventions such as gender, age, ethnicity.

Figure 3.3: Uncanny valley and the position of stuffed animal as presented in [69].

13http://www.annosoft.com/lipsync-tool
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Although the avatar was the focal point of the users, the background world could not have
been overlooked. We chose a familiar home environment and filled the room with just the
minimum necessary amount of details without overloading the graphic requirements. The
final visualization is shown in Figure 3.4.

Figure 3.4: The final visual output with the virtual character Jimmy and the background setting of a room.

3.3. Pilot Study
We chose to run a pilot experiment for different purposes. First, we needed to operate a
software testing to verify the overall performance of the system prototype and the functioning
of the architecture. The verification process was used to check if the agent responses fit on the
user reactions, ensuring a natural conversation flow. Secondly, as already anticipated in the
previous section, we needed to collect interaction data from real-word user in order to fix some
parameters, including values for four timers, two thresholds and one offset. Last, the Pilot
Study was a also necessary step to test the setup and procedure for the final experimental
study.

Eight participants for this study were formed by an opportunity sample of WonderMedia
employees. Each of them interacted twice with the agent integrated with level 3 of ”intelli-
gence” as it was the most complete version of the system. A second conversation was ap-
propriate in order to confirm the findings from the first one. After deciding a date, the users
were invited to join at any time of the day which was most suitable to them. They were asked
to talk about a ”vacation story” for each of the interaction. We decided to use the recording
studio room where the 3D agent is rendered on a 32 inch screen. The participants were
asked to sit with a distance of 1.5 meters from the agent and to wear a pair of headphones
with integrated microphone. The distance was switched between 1.5 (social distance) meter
and 1 meter (personal distance) for each participant in order to observe users’ reaction and
gain knowledge about the most suitable value. It is stated that social interactions (among
acquaintances) are usually carried out between 1.2 and 2.1 meters [72]. These interpersonal
distances are highly variable (i.e. by cultural background) and mostly referred to ”physical”
presence of two or more interlocutors (human-human or human-robot [73]).

Initially the total time of interaction was fixed to 5 minutes (timerGlobal). The other initial
values are listed in the Table 3.1.
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While the participants were interacting with the agent, the experimenter followed the agent
behavior through a console application to control remotely the overall situation to avoid major
technical issues. The audio was recorded for further qualitative analysis. Immediately after
each interaction, the users were asked to provide some constructive feedbacks about the
overall quality of the interaction, their perception and feelings about the predefined topic. As
all the participants were part of the production team in WonderMedia, they were quite familiar
with the 3D character Jimmy and the technicality behind its animations. For this reason they
were asked to not focus excessively on the agent appearances rather on its reactions while
providing their personal opinions.

3.3.1. Results
Qualitative data was collected based on participants’ impressions and experimenter’s manual
annotations. A rough analysis of speech rate (words per minute) was done wherever it was
necessary. First we noticed that changes in distance between the screen and the participants
did not effect severely the general interaction fluency and personal perceived quality. However
almost everyone did find it too ”invasive” when it was set to 1 meter. Therefore we chose the
final value as the minimum required for a social interaction: 1.2 meters.

We noticed that the total conversation time of 5 minutes resulted to be too long for the
users as majority of them said to ”have nothing more relevant things to say” after around 3
minutes. One of the participants even dropped out from the interaction by clicking ”STOP”
button after that amount of time. Forcing the users to speak more could influence the flow
of a real making it a priori fabricated and unnatural. Therefore we establish a new value
of timerGlobal equal to 180 seconds, which was commenced when the user click the start
button.

We observed that often the users went to a sort of ”monologue mode”. In fact a couple of
participant got very few and scattered feedbacks as they were speaking without any pause.
This was probably due to the fact that one participant was a native English speaker who did
not need any time to organize the speech and the dialogue flow was profoundly fluent. In
general this cannot allow the agent to capture silences and especially if the user is a mental
state where they do not expect to be responded, he or she will keep talking. For this we
introduced the parameter maxWord which was the maximum amount of words that the user
could say without any pause. Based on the average Speech Rate and total content, we set
the value of it to 150 words.

Based on these observations in addition to data provided by the participants about the
specific topic and their perception, we are able to determine the total number of behavioral
cues that the conversational agent needed to generate for simulating an attentive listen-
ing approach. Once established the amount of backchannels we could calculate how often
they needed to be synthesized (timerLevel1) by simply spreading the cues pseudo-randomly
throughout the entire interaction time. Instead of deciding a fixed value for this timer, we
defined an interval between which it was selected after every previous backchannel genera-
tion. The lower limit of this interval was 30 seconds and the upper limit was bounded by 40
seconds.

One of the most challenging task was to change the appropriate value of offset. So far in
order to infer the sentiment, we considered the whole speech between two pauses, counted
the total number of positive and negative opinion words and then compared them. Of course
”hard” margin was not the most appropriate. For example, consider the following statement:
”The hiking at the Dolomites was not that enjoyable”. The system identified ”enjoyable” as a
positive valence but ignored the word ”not” which beard same weight of opposite sentiment.
As we kept offset at default value of zero, this statement was judged to be positive when it was
clearly not. One solution could have been to simply add the word to the list of negative opin-
ion keywords, but as we decided to not manually add any more data, we simply increment
the value of the offset. This was still not a perfect fit as with increase of the number of total
utterances the reliability declined considerably. Here one extreme scenario: ”That morning
we were very energized and invigorated by an enjoyable and lukewarm weather. However
while we were driving through those scenic and astonishing views, we got involved in a car ac-
cident and my boyfriend got injured. This ruined our whole honeymoon. which was supposed
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to be unforgettable”. We can count 7 positive words and only 3 negative keywords. Here the
system would consider the overall experience as ”likable” which evidently was not. We did
not consider this extreme cases as probably a different value of offset would not improve
the result in these circumstances. Other strategy of emotion analysis, for example taking in
consideration what emotion was expressed later in the sentence could have been relevant to
response in these extreme cases.

Finally minWord, minimum number of words that a user needed to say between two
pauses, and timerSilence, amount of silence needed to consider the user in pause, were
slightly modified. The former was reduced from 10 words to 8 words and the latter was in-
creased of half second. The other timer, timerSilence2 never reached zero during the different
16 interactions, as the user pronounced at least a word between two pauses. However we
did not remove the timer for simple purpose of generality and we kept the value established
previously.

An overall view of the final values of the parameters compared to the initial ones, is pro-
vided in Table 3.1.

Table 3.1: System parameters

Parameters Value
Label Description Initial Final

timerGlobal total time of interaction 300 sec 180 sec

timerSilence await time for user’s silence 1 sec 1.5 sec

timerSilence2 await time for user’s reaction 15 sec 15 sec

timerLevel1 await time for generating BCs (level 1) Not Applicable rand(30, 40) sec

minWord words required between two pauses 10 8

maxWord words allowed between two pauses Not Defined 150

offset used in emotion detection (level 3) 0 1
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Evaluation

The objective of this chapter is to present the methodology of the experimental study used to test
the research hypotheses. In addition it provides the results obtained and their interpretation.

4.1. Methods
The aim of the experiment was to test our research hypotheses (Section 2.4) that is to check
whether participants found a virtual agent to be more likable and more engaging with higher
levels of listening intelligence (Section 3.1). A within-subjects design was chosen, in which
participants had to tell the avatar three vacation stories, one per condition, and the listening
intelligence of the avatar was altered between the conditions. Therefore, for every condition
(1, 2 and 3) the system displayed BCs corresponding to a specific level of intelligence (1, 2
and 3). In summary, in condition 1 the backchannels were generated at random timing, in
condition 2 they were generated when the users were in silence like in condition 3, but in the
latter condition, BCs were also based on emotional content of the user’s speech.

To mitigate the carryover effect caused by factors, such as order, that could bias repeated-
measures designs, we counter-balanced orderings in two ways: first, the order in which the
user was exposed to the conditions was selected randomly just before the interaction. Second,
also the vacation story to be told was assigned randomly. Ethical approval was granted for
the study by the TU Delft Human Research Ethics Committee in June 2018.

4.1.1. Experimental Setup
Two different locations were chosen for the study. The first one was located at Wonder Media
company’s headquarter in Antwerp, Belgium and the second one on the TU Delft university
campus. For both of the locations, the experimental setting was kept as much similar as
possible. A quiet room was selected, which in first scenario resulted in a recording studio at
the first location and case in a laboratory (Insyght Lab) of the Faculty of Electrical Engineer-
ing, Mathematics and Computer Science at the second location. The final implementation of
the system was released in three different executables (for the three different conditions) to
be run on a laptop with the following specifications:
CPU Intel i7-8550 1.99 GHz, RAM 8 GB, 64-bit, SSD 512 GB, NVIDIA GeForce MX150 with 2GB
dedicated.

The Embodied Conversational Agent, Jimmy, was displayed either on a 32-inch or a 39-
inch monitor based on the specific location. In first case (Figure 4.1b), it was placed around
1.2 meters from where the speaker was asked to take a seat on a swivel chair. This dis-
tance was then increased to 1.4 meters when the screen size was found to be larger in the
second case. In this way we could keep the same proportion between visualization area and
human-agent distance. The proportion was inferred from qualitative analysis of our Pilot
Study, where some participants found discomfort if the distance was reduced enough to in-
vade “personal” space and greater distance brought more distractions from the surrounding
environment.

29
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A headset was provided in order to interact with the agent. The user could adjust the
output volume using two buttons on the headset. Considering other instruments, a mouse
was provided in order to trigger the start of the conversation clicking the button “Start”. An
HD camera was used on top of a tripod to record the output command lines to check remotely
the system behaviors and error managing. Last but not least, a second touchscreen laptop
was provided to the users in order to fill in a questionnaire. Figure 4.1a shows all the tools
and devices used during the experimental study.

(a) Tools used for experimental study (b) Participant interacting with Jimmy

Figure 4.1: Pictures of experimental setup.

4.1.2. Subjects
The participants were formed by an opportunity sample of 24 English speaking adults over
18 years old. The volunteers (mean age: 26; men:15, women:9) were from one of the follow-
ing academic locations: University of Antwerp (Belgium) and Delft University of Technology
(Netherlands). As our dialogue system was in English, the potential people to be contacted
were chosen among Master Students to assure an adequate proficiency level in both speaking
and listening. In fact, both universities required a minimum of B2 score (Intermediate Level)
for admission to their respective Master programs, which was assumed to be sufficient for
interacting properly with the virtual conversational agent about the specific “vacation” topic,
and in particular, to speak naturally for a longer duration of time without having to search
for words.

The potential list of users were first contacted informally through word of mouth and then
enlisted through an online doodle1 module. Here they used a personal contact email address
to register, to get a quick overview on the experimental study and to choose their preferred
time slots (30 minutes each). Three days prior to the first experiment day at each location
(Antwerp or Delft), individual emails were sent to all the participants of that specific region
to provide detailed informations about the study. The number of interactions as well as the
topic of ”vacation” stories was revealed to the participants. They were also asked to prepare
three stories with titles prior to arriving for the experiment. They were also instructed on
how to reach the specific location of the experiment.

1https://doodle.com/it/
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4.1.3. Measurements
Likability was operationalized with the Dialogue Experience Questionnaire (DEQ) question-
naire. This questionnaire, attached in Appendix D, was developed to measure participants’
experience of dialogues in dyadic conversations with avatars[74]. Each participant completed
this questionnaire after each of the interaction conditions. The questionnaire was formed by
32 questions measuring the user experience on seven sub-dimensions: dialogue speed, in-
terruption, correctness locally, correctness globally, involvement, discussion satisfaction and
reality. The items were scores on a 7-point Likert scale ranging from strongly disagree (1) to
strongly agree (7). To calculate the likability global score for each participant and condition,
the arithmetical mean was calculated.

In addition to DEQ, another important stream of data has been collected for each partic-
ipant: audio recordings. The speech data was used to count the number of words spoken.
For this purpose, a free and open-source digital audio editor and recorder was used to collect
data from the microphone 2. To optimize the storage demand, we chose the Sound Activated
Recording option with threshold of 10 decibel (dB) (i.e. barely audible). In other words, the
audio stream was saved only when the user was actually speaking. At any other time the
recording was switched to pause mode. The speech data from the interaction was processed
through a software which made use of similar source code as the Speech Recognition mod-
ule of the Embodied Conversational Agent. It had capabilities to read the wav format data
files (three for each participant) and converted this to strings using client libraries from Bing
Speech API. Then three main counting operations were done simultaneously: total number of
words (TotWords), total number of emotional words (TotEmotionalWords) and total number of
positive sentiment words (TotPosWords). For the last two counting operations, the keyword-
spotting algorithm presented in section 3.2.2 was adapted. These data were then used to
calculate Speech Rate, expressed in words per minute (wpm), Emotional Level, expressed in
emotional words per minute (e-wpm), Emotion Ratio (EmoRatio), relating the total number of
emotional words to the total number of spoken words, and Positive Emotion Ratio (PosRatio),
relating the total number of emotional words with a positive valence to the total number of
emotional words spoken. In the following the detailed calculation method of these dependent
variables used to operationalize the level of user engagement. The increase in their values
suggested an increase in the level of user engagement.

• 𝑤𝑝𝑚= ፓ፨፭ፖ፨፫፝፬
ፓ፨፭ፌ።፧፮፭፞፬

• e-wpm = ፓ፨፭ፄ፦፨፭።፨፧ፚ፥ፖ፨፫፝፬
ፓ፨፭ፌ።፧፮፭፞፬

• 𝐸𝑚𝑜𝑅𝑎𝑡𝑖𝑜 = ፓ፨፭ፄ፦፨፭።፨፧ፚ፥ፖ፨፫፝፬
ፓ፨፭ፖ፨፫፝፬

• 𝑃𝑜𝑠𝑅𝑎𝑡𝑖𝑜 = ፓ፨፭ፏ፨፬ፖ፨፫፝፬
ፓ፨፭ፄ፦፨፭።፨፧ፚ፥ፖ፨፫፝፬

4.1.4. Procedure
On the day of the study, once the participants were welcomed at the reception desk, they
were requested to fill in an Informed Consent form, which is provided in Appendix C. In order
to keep the collected data anonymous, a participant ID was assigned to each of them. They
were asked to have three interaction sessions in English with the virtual agent and topics of
the discussions were the same: “vacation story” as it was already revealed to them through
individual emails. Before the start of the experiment, they provided a list of titles to the
researcher. The researcher chose one of the (remaining) titles for each condition at random.
More specifically two operations of randomization were performed using an online random
sequence generator 3. First each of title was randomly matched with a specific condition.
Then also the order of the condition was picked randomly.

Afterwards the participants were invited to the experimental room, asked to take a seat, to
wear the headphones and to make themselves comfortable. After a brief microphone check,
the experimenter launched the first executable and the conversational agent was immediately
displayed on the main monitor. The researcher then left the room after telling the participants
2https://www.audacityteam.org/
3https://www.random.org/sequences/
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which story he or she should talk about with the agent. The users were able to start the
interaction by clicking ”start” whenever they felt ready. The participants were encouraged to
describe the story in as much detail as possible and to speak fluently in order to help the
listener comprehend. During the interaction, the researcher could monitor live the output
logs of the system and the agent visualization by using a camera facing both the laptop and
the main screen. In this way the experimenter had always knowledge about the content of
the conversation (thanks to the real-time Speech-To-Text software), the state of the agent, its
behaviors, and he could manually annotate if something unexpected occurred. Furthermore,
the experimenter was also informed by the system when each interaction time was over so
he could return to the experiment room accordingly.

At the end of each interaction, while the participants were filling out the DEQ question-
naire using the second touchscreen laptop, the researcher set up the following interaction
and made himself available for questions regarding the questionnaire. However, if the par-
ticipants had any doubt or presented inquiry about the overall study and interrogated about
the purpose of the study, they were requested to wait until they have concluded all the three
interactions. They were also reminded that they were allowed to take any breaks or withdraw
from the study anytime. When the final questionnaire was completed, clarifications and, if
requested, the personal audio recordings, were provided. At the end of the experiment, par-
ticipants were thanked for their time and received a cookie as a token of appreciation. No
additional compensation was provided.

4.1.5. Data Analysis
Apart from an Exploratory Data Analysis (EDA), the real potential of the collected measure-
ments resided in the statistical evaluation. First we identified multi-level model [75] as the
most suitable fit for our repeated measures as all the observations were nested within partic-
ipants. In fact, each participant had influence on the final outcome value of each interaction.
Real world cause of this effect could have been due to different levels of perception or person-
ality. As these factors could not have been eliminated, they were accounted for the statistical
analyses.

Multilevel or hierarchical model are an extension of standard linear models. We used the
free statistical computing software R4 for building the models. We started by fitting a null-
model (Model 0) for each of the dependent variables. This baseline model did not take into
consideration the influence of different conditions (1, 2 and 3) in order to predict new possible
measurements and only considers the random effect of participants as random intercept,
hence modeling each participant as their individual mean across conditions. We compared
this model with an extended one presenting mixed effects, which added to random intercept
due to participant, the fixed effect (slope) of conditions (Model 1). Given our hypothesis of
greater likability of the agent and higher engagement with the agent for conditions with more
intelligent listening behavior, we expect the fixed effect of condition to significantly predict
likability and engagement with a positive coefficient.

When significant effects emerged in the model comparison, we also operated planned
comparisons to determine where exactly the effect observed in main analysis was occurring
and what the magnitude of differences was between the groups. Planned comparisons were
adopted as we had made specific predictions about which group means should differ before
any data was collected. In our case based on our hypotheses, we performed test on two
different pair combinations: condition 1 in comparison with condition 2 and condition 2
compared to condition 3. The former one checked whether time was relevant in generating
backchannels for improved interaction quality (H1). The latter checked whether emotion
based backchannels were relevant for enhanced interaction quality (H2). As we assumed
normal distributions, we chose to perform only parametric t-test. To have a quantitative
measure of the magnitude of the difference, we calculated Cohen’s d as it was an appropriate
effect size for the comparison between two means [76].

4https://www.r-project.org/
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4.2. Results
The results of the multi-level analysis of all primary outcome measures are provided in Table
4.1. The essential statistical summary for different conditions are shown in Table 4.2.

Table 4.1: Multilevel analyses results of primary outcome measures (Model 0 vs. Model 1)

Variable df χ2 p-value
Likability (deq) 5 33.7 <.001
Engagement (wpm) 5 71.6 <.001
Engagement (e-wpm) 5 74.6 <.001
Engagement (EmoRatio) 5 32.4 <.001
Engagement (PosRatio) 5 1.8 0.408

Table 4.2: Statistic summary of the outcome measurements

Attributes
Condition 1 Condition 2 Condition 3
Mean SD Mean SD Mean SD

Likability (deq) 3.39 0.64 4.55 0.81 4.44 0.78

Engagement (wpm) 69.04 21.15 116.96 27.31 110.04 31.61

Engagement (e-wpm) 2.71 1.20 5.96 2.01 6.21 1.79

Engagement (EmoRatio) 4.20 1.41 5.17 1.42 5.91 1.55

Engagement (PosRatio) 76.83 12.59 74.58 13.46 78.96 11.29

4.2.1. Likability
Likability was chosen to be represented by the average 7-point Likert score on the Dialogue
Experience Questionnaire. The addition of fixed effect due to different conditions to a null-
model, significantly improved the model’s fit. This confirmed that the model was able to
better predict the likability if it had knowledge about which condition was applied for specific
measurements.

Figure 4.2: Likability distribution by condition
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As model comparison showed significant effects for condition, we continued with planned
comparisons. The pair-by-pair comparison confirmed that there was a significant difference
between condition 1 and 2 in terms of likability(𝑡(23) = 5.8, 𝑝 < .001, 𝑑 = 1.6) but not when
comparing condition 2 and 3 (𝑡(23) = −0.6, 𝑝 = 0.52, 𝑑 = −0.1). For a better understanding of
the underlying data distribution, Table 4.2 provides the statistical summary and Figure 4.2
visualizes the distribution in a boxplot.

4.2.2. Engagement
Speech Rate The extension to Model 1 showed significant improvement. As it can be ob-
served from Figure 4.3a, the distribution relationship between condition 1 and 2 was similar
to that of likability and a t-test showed that there was a large effect on Speech Rate (𝑡(23) =
9.9, 𝑝 < 0.001, 𝑑 = 1.9) However from the boxplots is not clear if the backchannels produced
in condition 3 has effects on users’ speech rate compared to the ones generated in condition
2. A paired t-test between samples from conditions 2 and 3 (𝑡(23) = −2.5, 𝑝 = 0.018, 𝑑 = −0.2)
showed that there there was actually a significant difference in speech rate, but with only a
small effect.

Emotional Level The model which considered different class categories to predict new pos-
sible outcomes performed better than Model 0 (Table 4.1). Planned comparisons showed a
significant and large effect on Emotional Level when comparing condition 1 and 2 (𝑡(23) =
9.9, 𝑝 < 0.001, 𝑑 = 2.0). A paired t-test was used to verify that there was no significant differ-
ence between the mean value of condition 2 and mean value of condition 3 (𝑡(23) = 0.8, 𝑝 =
0.42, 𝑑 = 0.13). These results can also be seen from Figure 4.3b.

(a) Speech Rate (b) Emotional Level

Figure 4.3: Distribution of each class category (Speech Rate and Emotional Level)

Emotion Ratio For the percentage of emotional words in proportion to total number of words
spoken by each users, the addition of fixed effect due to different conditions, improved signif-
icantly the model’s fit. The computed values of paired t-tests also confirmed the significant
difference between condition 1 and 2 (𝑡(23) = 4.1, 𝑝 < 0.001, 𝑑 = 0.6) and between condition 2
and 3 (𝑡(23) = 2.6, 𝑝 = 0.013, 𝑑 = 0.5). Figure 4.4a illustrates the distributions.

Positive Emotion Ratio For the other ratio scale measure, PosRatio, Model 1 did not have
condition as a significant predictor and the extension to it did not show any significant im-
provements in the model’s fit. Therefore detailed analyses were not conducted. In Figure
4.4b it could be observed that the distributions are largely overlapping.



4.3. Discussion 35

(a) Emotion Ratio (b) Positive Emotion Ratio

Figure 4.4: Distribution of each class category (Emotion Ratio and Positive Emotion Ratio)

4.3. Discussion
So far we reported all the quantitative results obtained through the experimental study. In
this section we focus on detailed interpretation of the results and the main limitations behind
this evaluation.

First, according to the results, the users found the interaction more likable and engaging
if the backchannels were generated with correct timing. This could be justified as in real
world scenario if the listener talks over the speaker, it could be a signal that the speaker
is not being “listened to” by the conversational partner. Furthermore, if not perfectly timed
(condition 1), the head nods and shakes were more disruptive than helpful. As Chiu et al.
point out [77], this could have been due to the fact that speakers could not ignore these
feedbacks and their concentration on the story decreased.

Second, the extension to emotion understanding (condition 3) brought either mixed or no
significant effect on users (compared to condition 2) in terms of likability and engagement.
The most clear hypothesis supporting trend for engagement was found in the positive effect
on emotion ratio of words. However, the increase between conditions 2 and 3 was caused
by a relative decrease in speech rate rather than a relative increase in emotional words. A
possible explanation for the decrease in speech rate may be that the agent did not always
interpret the sentiment correctly, potentially breaking the flow of participants stories and
causing them to have to rethink, explain themselves, and possibly decreasing their desire to
disclose more. For example, if someone at certain point of the conversation had remembered
a bad accident he or she had during the last vacation and the agent had replied ”it seems you
liked the experience”, the user would have reacted adversely. In fact, during the debriefing
after the experiment, few subjects pointed out that they intentionally kept their stories short
when the listener seemed to not listen to them, pointing out most probably the exposure to
the condition 1 or condition 3.

In order to have an understanding on what were the chances that the agent could have
done a wrong sentiment analysis, we checked the sub-dimensions of DEQ questionnaire. In
particular we focused on correctness globally, that was correctness of the entire dialogue and
consistency between the different question lines, correctness locally, which took into account
the correctness of the reactions from the agent on the user’s responses and discussion satis-
faction, i.e. the feeling the user got during the question phase and how the user experienced
the answers and attention from the avatar. Although there was no relevant difference be-
tween condition 2 and 3 in the mean of scores for the first sub-dimension, for the latter one
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there was an evident decrease for condition 3. In fact the average score for the correctness
locally sub-dimension decreased from 4.6 to 4.0 when the agent displayed feedbacks based
on users’ emotional content. This could have been caused by mis-interpretation of the overall
positive and negative weight of the vacation story.

The Positive Emotion Ratio was entirely uninfluenced by the backchanneling strategy.
This latter measurement variable was also independent on different backchannel strategies.
Furthermore, it was the only measurement of engagement level which also in case of attentive
listening cues generated at random timing did not change significantly.

Finally, from point of view of methodology, the multi-model analyses and planned compar-
isons assumed the distributions to be normally distributed, which was not always legitimate.
In fact, running the Shapiro-Wilk test we noticed that for Emotional Level, the difference be-
tween the samples of the two groups were not normally distributed. In this case the multilevel
modeling could not have been considered suitable and for the detailed testing we should have
adopted the non-parametric paired (Wilcoxon) t-test. However, in terms of findings, it was
not a limitation as the results obtained through Wilcoxon test were the same.

4.3.1. Limitations
According to the evaluation, condition 2 presented the best performance and could be con-
sidered the preferred setup for our conversational agent. However, the overall results showed
some limitations compared to a real-world interaction. For example, if we consider the de-
pendent variable speech rate for a spontaneous conversation in English, its value is found
to be between 5 and 6 syllables per second ([78]) or between 150 and 190 words per minute
([79]) where the main interquartile range of our results spreads from 100 to 140 wpm. Al-
though there could have been many factors influencing these results, we point out one of
our limitation. During the system design phase, we decided to identify the user’s silence
through Voice Activity Detection and Speech Recognition. These modules were designed to
detect “instant” silence and the use of a simple timer (timerSilence) was not most appropri-
ate to understand the “quantity” of silence needed to consider the user in pause. This was
probably caused by the fact that the chosen parameter was highly variable due to different
personalities, cultural backgrounds and also the level of English proficiency. In fact, a user
with low proficiency could have needed more time to search for words to describe a specific
part of the story and therefore, the timer value should have been greater.

Another important parameter that had been modified after the pilot study (Section 3.3),
was timerGlobal which expressed the total time of interaction. We remark that the choice to
reduce its value from five to three minutes was probably a poor choice. We noted that in the
case of the pilot study, the fact that users “did not have anything more to say” was apparently
linked to the fact that they did not have enough time to collect their memories and prepare
the story to be told. On the contrary, some of the participants who were recruited for the
experimental study admitted that the interaction sessions seemed “to be quite short” as they
“did not have time to say everything”. One could observe that this could have been due to
the fact that they were instructed about the topic of the conversation a priori and probably
some of them prepared the structure of their vacation stories beforehand. However, in the
confirmation email, we also mentioned that “each session with the virtual agent will take
approximately three minutes”. Anyway, it is possible that the choice of reducing timerGlobal
was not suitable, as the participants of the pilot study were not exposed to the exact same
conditions as the ones from the experimental study.

Finally, in 4.3 we analyzed the sub-dimensions of the Dialogue Experience Questionnaire
in order to have an idea on how often the agent did not correctly analyze users’ emotion
(condition 3). However, for a more precise check, a post-experimental analysis should have
been run with the entire recording, including the pauses, from each interaction session.
Unfortunately this was not possible in our case as the recording software cut all the ”not
audible sounds” (i.e. silences) as a Sound Activated Recording was imposed (see 4.1.1). This
choice was initially made to optimize storage requirements, but we realized in a later phase
that the impact would have been imperceptible, compared to the potential benefits in the
post-analysis phase.



5
Discussion & Conclusion

The objective of this chapter is to provide the main findings of the evaluation and verdicts on
research hypotheses. It also presents the limitations behind this work, proposes direction for
future works and finally, draws the conclusions.

5.1. Main Findings
In the context of mental health related disorders, such as depression, anxiety and stress,
self-help interventions based on Embodied Conversational Agents are expected to bring great
benefits ([86], [22]). More specifically in the setting of a dyadic face-to-face interaction, the
category of influence of appropriate attentive listening behaviors, in particular backchannels,
was interrogated in this research. We hypothesized that these feedbacks, if were generated
with suitable timing and correct emotional content understanding, would have a positive
impact on the quality of the interaction in terms of user likability and engagement. These two
factors were operationalized through five different dependent variables: Dialogue Experience
Questionnaire score, Speech Rate, Emotional Level, Emotion Ratio and Positive Emotion
Ratio.

Analyzing these outcome measurements, we observed that these rule-based backchannels
did influence human speakers while interacting with the conversational agent [62]. However,
the benefit of increasing backchannel intelligence could not be observed beyond the condition
where the backchannels were generated at correct timing.

Correct timing, which was defined as a suitable moment when the user was silent, was
found to be an important feature to be considered when implementing attentive listening be-
haviors into an ECA system as we hypothesized (H1). In fact, both likability and engagement
measurements (apart from the Positive Emotion Ratio), showed significant increase in the
condition where the users were exposed to correctly timed backchannels compared to the
condition where these signals were randomly generated [50].

Our second hypothesis (H2) could be rejected on the basis of the evidence gathered in
this study. While we had hypothesized an increase in both likability and engagement, no
difference was found in likability and engagement either decreased (speech rate) or remained
constant across the two conditions (emotional level, positive emotion ratio).

5.2. Limitations & Future Works
For detecting user silences and the emotional valence of their speech content, our approach
could benefit from the extension to a multimodal one. In the field of computer vision, mouth
opening and gaze interpretation could enhance the accuracy of the Voice Activity Detection
module implemented in our conversational agent ([80]). Furthermore, multimodal strategies
could be adopted for detecting other facial and nonverbal features relevant for correct sen-
timent analysis ([33], [58]). Alternatively, in the field of machine learning, a system could
be trained with dyadic conversational data regarding specific topic, such as vacation, hobby
and family, to perform sentiment analysis based on different conversational patterns.

37
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Choices made to simplify the system requirements, such as fixing the total conversation
time, may have reduced the external validity of our study. In fact, real-world interlocutors
require a certain time interval, which is variable from person to person, to establish some
degree of mutual trust and rapport before reaching their average speaking rate [81]. Some
other choices on experimental setup, such as using a quiet room, keeping the human-agent
distance and the conversational topic fixed, may have influenced our results, too. However,
these choices could be justified for simulating attentive listening behaviors in the context of
a dyadic psychotherapy session. Future works could test our system and methodology in
this context by studying the effectiveness on a systematic sample of clinical population.

Finally, although we considered our dialogue manager mixed-initiative, for each dialogue
state, our conversational agent asked closed-ended questions which did not give the user
freedom in his or her response. The system always expected the user to talk about the pre-
defined topic, in a predefined structure. Although for our research purpose it was assumed
to be acceptable, further works can improve the agent capabilities to pursue “small talk”,
which is expected to build rapport and credibility [81]. We believe that a more user-centered
approach might lead to a better level of engagement with the users without forcing them to
speak, which per se is unnatural. For this target, it is recommended to integrate the current
dialogue engine with libraries from Google DialogFlow1 or Microsoft Bot APIs2 for complex
dialogue management. These natural language processing units provide tools for developing
complex “chatbot-style” systems, scalable with data for automatic learning and adaptable to
our conversational agent.

5.3. Conclusion
The main research purpose of this thesis was to study if attentive listening behaviors, more
specifically backchannels, could influence the overall quality of human-agent interaction.
In particular, it was hypothesized that there would be a positive correlation between the
backchannel intelligence and interaction quality. The results showed that backchannels
generated with proper timing had a positive impact on both user likability and engagement.
On the other hand, backchannels based on emotional content of users speech had either
mixed effects or no significant influence on the quality of the interaction.

In conclusion, this work considered relevant aspects in the field of self-help mental health
related interventions based on Embodied Conversational Agents. This research used a mul-
timodal approach to backchannel generation and studied their influence on an opportunity
sample of users in the setting of a dyadic human-agent interaction. Additional developments
could be pursued in future works, but this thesis provides relevant evidence of the impor-
tance of timing when simulating verbal and nonverbal attentive listening.

1https://dialogflow.com/
2https://dev.botframework.com/
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