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Abstract

Electrochemical reduction of CO2 using renewable energy sources is one of the
promising avenues to pursue towards mitigating the emissions of the notorious
CO2. However, the CO2 electrolysis in aqueous systems, due to the low solubility
of CO2, are severely limited by mass-transfer. State of the art review shows that
a significant amount of the research is done to improve mass-transfer, where a
variety of electrolyser designs were studied. Despite the effort, the challenge to
enhance mass transfer remains and is the focus of the present work. To improve
mass transfer, an innovative concept is proposed - Taylor flow in an electrochemical
flow cell.

Taylor flow has been extensively studied in the literature, especially in microchan-
nels and monolith reactors. Therefore the characteristics of the Taylor flow are
known to a certain extent. But they were never tested in an electrochemical system.
For that reason, a numerical investigation is carried out to assess the performance
of Taylor flow on the flow cell. A simplified 2D model was formulated using a unit-
cell strategy and is verified based on experimental data and theoretical concepts.
The effect of dissolving bubbles is also modelled using a quasi-steady-state analysis

The results of the 2D model show a significant improvement in the performance, i.e.
in the current densities of the electrochemical cell compared to a typical flow cell.
The maximum calculated current densities increase by an order of magnitude under
certain flow conditions. The dissolution studies showed that the current densities
deteriorate with time. Nevertheless, the overall performance is still higher than the
typical flow cell. Finally, based on the insights from the 2D model, a 1D model
is suggested to estimate the current densities and dissolution rates. The present
study showed promising results for using Taylor flow in an electrochemical cell. The
proposed 2D model can help in aiding future modelling studies while the 1D model
can give simple estimates for the experimental work.
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1
Introduction

Electrochemical reduction of Carbon dioxide (CO2) into value-added products is an
attractive solution to reduce CO2 emissions and mitigate global warming. In this
thesis, the author assesses the performance, numerically, of electrochemical reduc-
tion of CO2 to Carbon monoxide (CO) in the presence of Taylor flow.

Human lifestyle, starting from eating food at home to travelling around the world,
has created a high energy demand. Energy demand, at present, is being met by
burning fossil fuels releasing, in the process, a large amount of CO2 into the atmo-
sphere. Increase in CO2 concentrations, along with other greenhouse gases, in the
atmosphere, lead to the current scenario of climate change and global warming. To
mitigate the effects of global warming, Intergovernmental Panel on Climate Change
(IPCC) studied and showed that CO2 emissions should decrease by 2050 to 50-80%
of the emission levels of the year 2000[1, 2].

Carbon Capture and Storage (CCS) at production facilities such as steel industries
and power plants, to name a few, is a well-known approach to reduce emissions
in the atmosphere. CCS can only be a temporary or a secondary solution, as the
net emission after implementing this solution is still positive[3]. The process it-
self is energy-intensive and it is a challenge to implement in industries such as the
transportation sector, which attribute to 25% of carbon emissions[4]. It also does
not address the issue of using already-depleting, non-renewable fossil fuels. Using
renewable energy sources as an alternative to fossil fuels is a lucrative solution.
A lot of scientific communities are researching it as they are present abundantly
and are sustainable energy sources. At present, technologies based on renewable
energy are used to generate sustainable electricity. These processes often suffer
from the intermittent nature of the energy supply. One long-term solution is to use
CO2 from CCS and electricity from renewable resources to produce useful chemicals
and fuels. This way, renewable energy can be stored in the form of chemical bonds
while consuming deserted CO2.

1
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Figure 1.1: The e-Refinery concept[5]

Utilising CO2 to produce useful products through chemical or electrochemical con-
version has the potential to be an immediate[6], long-term, sustainable solution.
Kauffman et al. [7] using simple estimates showed that electricity produced from re-
newable sources is enough to power large-scale CO2 conversion systems highlight-
ing the potential of electrochemical reduction of CO2 in mitigating global warming.
e-Refinery initiative at TU Delft is helping in accelerating the shift from the fossil-
based chemical industry to a sustainable electricity-based system. It tries to solve
these challenges by using sustainable electricity from renewables to produce fuels
and chemical building blocks by building on the fundamentals of electrochemistry[5].
As shown in Figure 1.1, the artificial carbon cycle or artificial photosynthesis is one
of the key solutions among many that e-Refinery aims to achieve. In this thesis,
the focus is on the utilisation of CO2 through electrochemical reduction to produce
useful chemicals.

1.1. CO2 Electrolysis to CO
Depending on the number of electrons transferred, electrochemical reduction of
CO2 produces various types of products. C1 products such as Carbon monoxide,
Formic acid, C2 products such as Ethylene, Ethanol, C3 products such as n-Propanol,
were directly produced using state-of-the-art catalysts. Techno-economic analyses
done by Bushuyev et al. [6], Verma et al. [8], Kibria et al. [9] found that the short-
chain products such as CO, Formate are economically attractive. The analyses
were based on the market size, market price, capital costs and operational costs
for each product. Although, the market size for CO and Formic acid is relatively
small[9] compared to longer chain molecules such as Ethylene and Proponal; the
operational costs for long-chain products were much higher due to low selectivi-
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ties and increased energy requirements[6]. Carbon monoxide, CO, is particularly
compelling because the products form Syngas (CO+H2) which can be used as a
building block to produce hydrocarbon fuels using the Fischer Tropsch process or
generate electricity[10]. Syngas production also eliminates the need for separation
of products after electrolysis. Kim et al. [11] suggested that ”the electrochemical
conversion of CO2 to CO can be performed efficiently while using a diluted CO2
stream, such as flue gas” reducing the cost of CO2 feed-stock. Thus, production of
CO from CO2 has numerous economic opportunities making it an interesting route
to pursue.

In the next section, the author discusses the summary of work that has been done
for the production of CO from CO2 electrolysis and highlights the remaining chal-
lenges and opportunities in this field.

1.1.1. Literature Review
In an electrochemical cell, the reactants are converted into products by transfer
of electrons at anode and cathode which are represented using half-cell reactions.
Half-cell reaction for CO2 at cathode, for pH = 7, is given by Equation 1.1 and the
competing Hydrogen Evolution Reaction(HER) is given by Equation 1.2, where 𝐸፨
is the standard thermodynamic potential Vs Standard Hydrogen Electrode (SHE).
An external power supply provides electrons and the current in the circuit is related
to the number of electrons transferred at the electrode per unit time.

CO2 + 2eዅ + 2Hዄ −−−→ CO+H2O 𝐸፨ = −0.53𝑉 𝑣𝑠 𝑆𝐻𝐸 (1.1)

2Hዄ + 2eዅ −−−→ H2 𝐸፨ = 0𝑉 𝑣𝑠 𝑆𝐻𝐸 (1.2)

The performance of an electrochemical cell, analogous to a reactor system, is as-
sessed based on conversion, selectivity and efficiency of the process. These are
determined by Current Density (CD), Faradic Efficiency (FE) and Energetic Effi-
ciency (EE), respectively. Current density (𝑗 = ፈ

ፀ ) is calculated as current per unit

area of the electrode. Faradic Efficiency (𝜖ፅፄ =
፳.፧.ፅ
∫ᑥᎲ ።.፝፭

) is the ratio of the number

of electrons transferred to the desired product (𝑧.𝑛.𝐹) to the total number of elec-
trons supplied. Equation 1.3 calculates energetic efficiency which gives the part of
energy utilised for the production of desired products.

𝜖ፄፄ =
𝐸፨𝜖ፅፄ
𝐸፨ + 𝜂 (1.3)

where 𝜂 is overpotential required for a certain current density. For the commer-
cial realisation of CO2 electrolysers Kibria et al. [9], based on Techno-Economic
Analysis, suggested the following metrics should be met: Current densities greater
than 300 ፦ፀ

፜፦Ꮄ
1; Faradic Efficiency greater than 90%; and Energetic Efficiency be-

tween 56 - 70%. From Equation 1.3, it can be seen for a given current density, to
1Values are based on commercially operating water electrolyser



1

4 1. Introduction

achieve high energy efficiencies, one would need high Faradic efficiency and low
overpotentials. Overpotential can be divided into three types: Activation overpo-
tential, which depends on electrode kinetics; Concentration overpotential, which
arises due to mass transfer limitations; and Ohmic overpotential, which arise due
to solution resistance. Kinetics, solution resistance and mass transfer depend on
the type of catalyst, nature of electrolyte and electrolyser design.

Electrolysers use electrolytes and membranes to facilitate ion transport and reduce
solution resistance. Alternatively, using electrolytes and membranes also changes
the reaction environment at the electrode surface and is known to affect reaction
rates negatively[8, 12]. Operating at low pH, in acidic medium, increases the com-
petition between CO2 reduction and Hydrogen evolution reaction leading to low
Faradic efficiencies of CO. It also adds thermodynamic overpotential on the an-
ode side as the Oxygen Evolution Reaction (OER), which favours basic medium, is
occurring in an acidic medium. Similarly, operating at high pH, in basic medium,
causes CO2 dissociation decreasing its availability. Therefore, several strategies are
employed in literature to optimise the reaction environment. For excellent state of
the art review on reaction environment, the reader is referred to review papers by
Kibria et al. [9], Hernández et al. [10], Whipple et al. [13]. For the case of CO pro-
duction, use of KOH as an electrolyte and Anion Exchange Membrane (AEM) yield
best performance results[10, 14, 15].

Figure 1.2: H-cell design for CO2 Electrolysis

Silver (Ag) and Gold (Au) are commonly
used as a catalyst for CO production, as
they achieve high (> 90%) Faradic effi-
ciencies towards CO[10, 16, 17]. One of
the main drawbacks of using such catalysts
is that they have high activation overpo-
tentials. Nano-structuring catalyst surface
showed promising results in reducing the
activation overpotentials due to an increase
in the intrinsic catalyst activity [9, 11, 18,
19]. Although considerable progress has
been made in the field of electro-catalysts,
electrolytes and membranes, current den-
sities reported were small, between 5 −
50 ፦ፀ፜፦Ꮄ [14], despite having very high reac-
tion rates and efficiency. The reason was
that most of the experiments involving cata-
lysts were designed to determine and char-
acterise the reaction kinetics, and were purposefully done in an H-cell where mass
transfer limitations are prominent. Figure 1.2 shows the traditional H-cell, with a
membrane separating the catholyte and anolyte, used for the kinetic study.

Mass transport limitations in CO2 electrolysis arise due to 2 main reasons: Low
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solubility of CO2 in aqueous electrolyte and low diffusion rates in liquids. Flow
cells are introduced to improve mass transfer and to have a continuous supply
of CO2. Two types of flow cells are most commonly used in literature: Liquid-
phase electrolyser and the Gas-phase electrolyser. Both of them use Gas Diffusion
Electrodes(GDEs) so that reactant, CO2, is sent directly to the catalyst in the gas
phase, thus increasing the mass transfer rate.

(a) Schematic of gas-phase electrolyser (b) Schematic of liquid-phase electrolyser

Figure 1.3: Flow cell designs for CO2 Electrolysis

In liquid-phase electrolyser, as shown in Figure 1.3b, a supporting electrolyte flows
between the membrane and the electrode. The presence of the electrolyte allows
for controlling and optimising the reaction environment but increases the solution
resistance leading to an increase in ohmic losses and low energy efficiency. High
current density up to 1000 ( ፦ፀ፜፦Ꮄ )[9] were reported, but these assemblies were
short-lived due to flooding of the electrolytes into the gas-phase. In gas-phase
electrolyser, as shown in Figure 1.3a, by embedding the catalyst on the membrane
to transport ions, solution resistances are removed. It is also called a zero-gap
assembly. Current densities ranging from 100 − 440 ( ፦ፀ፜፦Ꮄ ) were reported in this
assembly owing to enhanced mass transfer [9–11, 20–23]. Gas-phase electrolysers
are also stable and can be used for long-term operations. But the gas-phase needs
to be humidified to hydrate membrane and thus making gas-phase electrolysers
difficult to scale-up, control and optimise[9].

There are also other innovative cell designs such as membrane-less microfluidic
flow cells. Ohmic losses are minimised due to their small size in microfluidic flow
cells, but the production rates are meagre. Although liquid-phase electrolysers
show high current densities, they are unstable and uses corrosive electrolyte solu-
tions, making them very difficult to scale-up as well[24]. At present, liquid-phase,
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electrolysers have the best performance but are yet to reach the required metrics
for commercialisation.

1.2. Problem Description
It is clear from the section 1.1, there are three main barriers for commercial reali-
sation of CO2 electrolysis: Transport limitations, Low solubility of CO2, Continuous
supply of CO2 and H2O. There were different solutions to deal with the above
challenges, but none were successfully able to address all of them. Liquid-phase
electrolysers came close but are limited to laboratory scale due to their complexity
and energy losses. In this thesis, we propose a solution which can address all 3
challenges by making use of two-phase flow that is inherent to CO2 electrolysis.
The idea is to create Taylor flow to enhance the mass transfer and thus the perfor-
mance of the flow cell. We envision a system as shown in Figure 1.4.

The relation between hydrodynamics, mass transfer and electrochemistry becomes
apparent by looking at the limiting current density. Limiting current density is,
the total current density at which the process is limited by mass transfer. For the
simplest case the limiting current density, from Faraday’s law and film theory, is
given by

𝑗፥።፦
𝑛𝐹 = 𝜈፦ ≈

𝐷𝐶፨
𝛿 (1.4)

where 𝑗፥።፦ , 𝜈፦ are the limiting current density and mass transfer rate respectively.
𝐷, 𝐶፨ are the effective diffusion coefficient and the saturated concentration of CO2
in water and 𝛿 (𝑚) is the diffusion layer thickness. From Equation 1.4, the mass
transfer can be increased by decreasing the diffusion layer thickness (𝛿), increasing
the solubility of CO2 in water or increasing the diffusion coefficient.

Figure 1.4: Flow cell design with Taylor
Flow

In Taylor flow, the diffusion layer lies in the film
between the gas bubble and the electrode sur-
face and can be varied precisely by changing the
flow conditions. In a laboratory H-cell with good
mixing, the diffusion layer thickness is of the or-
der of 50 𝜇𝑚. In the Taylor flow, this thickness
can easily be made 1 𝜇𝑚 by adjusting the flow
conditions, which is already showing an order of
magnitude improvement in mass transfer. The
flow bubbles provide a continuous supply of CO2
and H2O without being limited by the CO2 sol-
ubility. In addition to improved mass transfer,
with setup, as shown in Figure 1.4, the ohmic
losses are also kept to minimum similar to gas-
phase electrolysers. Unlike gas-phase electrol-
ysers, the membrane is hydrated continuously,
and controllability is not lost.
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The hypothesis for this thesis is:

Taylor flow with its enhanced mass transfer improves the performance of CO2
electrolysis

Although the concept of Taylor flow to enhance the electrolysis seems viable and
attractive, much is not known about this system, and there is no prior work where
Taylor flow is analysed in an electrolyser. As a starting point, reactive systems, in
which Taylor flow is investigated, are considered from literature. A similar system
with only the cathode side of the electrolyser is considered, with an electrochemi-
cal reaction occurring at the flow-electrode interface instead of a chemical reaction.
Figure 1.4 shows the region of interest in the red box. The hypothesis is assessed by
developing a model and solving it numerically using COMSOL Multiphysics®. COM-
SOL is selected as it has a well-developed interface for solving equations involving
electrochemical reactions and integrate a variety of physics.

1.3. Research Questions
Based on the above problem description, the objective of this thesis is ”to numer-
ically investigate the performance of CO2 electrolysis due to Taylor flow” and the
following research questions were formulated to achieve it:

1. What range of current densities and efficiencies can be achieved using Taylor
flow?

2. How does the flow conditions such as liquid or gas velocities affect the pro-
duction rate of the flow cell?

3. How does bubble dissolution affect the flow cell metrics

The modelling approach and theory were discussed in chapter 2 and chapter 3

1.4. Thesis Outline
Chapter 2 explains the approach used in the thesis and discuss the design of the
computational domain. Chapter 3 provides a summary of the theoretical concepts
that are necessary to understand the nuances of this report and develop models
based on the strategy from Chapter 2. Chapter 4 focuses on numerical investiga-
tion and model validation. Chapter 5 discusses the results of the model developed.
Chapter 6 concludes the report with highlights and future outlook relevant to ex-
perimental and modelling studies.
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Design

Performance of electrochemical flow cell, as discussed in section 1.2, depends on
the interplay among hydrodynamics, mass transfer, ion transport, chemical reac-
tions in bulk and at the surface. An electrochemical model involves these complex
web of interactions and often results in a system with too many degrees of freedom
to solve. For a proper understanding of the process, it is necessary to unwind these
interactions by simplifying the system through certain assumptions. The assump-
tions are made such that the model is still able to answer the research questions of
interest within acceptable limits. In this chapter, the author would like to describe
the strategy and design for the computational study.

2.1. Strategy
In the Electrochemical flow cell, as shown in Figure 1.4, CO2 is transported from
the bubble to the cathode through water, where it undergoes reduction on an Ag
catalyst to form CO and OH – . The produced Hydroxyl ions (OH– ) are transported
through an anion exchange membrane to the anode, where they undergo oxidation
reaction to produce Oxygen (O2). Anode, membrane and cathode are coupled with
the mass transport in addition to the applied external potential. Since the interest
of this thesis is to understand the effect of transport of CO2 on the performance of
electrolyser, it is sufficient to analyse the cathode side (red box) of the electrolyser
as shown in Figure 1.4.

The author made two assumptions to the cathode side of the electrolyser indepen-
dently from the anode. First, a reference electrode of known standard potential
is assumed to be present close to the cathode. This setup is called a 3-electrode
system which is commonly used in voltammetric studies[25]. With this setup, the
electrode potential at the cathode is known and can be directly related to the ap-
plied potential. Secondly, OH– ions are assumed to be transferred through the
membrane instantaneously, making the surface reaction at the cathode solely a

8
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function of overpotential at the cathode and transport of reactants. These assump-
tions decouple the cathode side of the CO2 electrolyser from the membrane and
anode and simplify the modelling of a complex electrochemical cell into the mod-
elling of Taylor flow in the cathode channel with an electrochemical surface reaction.

In Taylor flow, a long train of bubbles almost filling the capillary moves in the fluid
at regular intervals, as shown in Figure 2.1. Due to the periodicity of the bubbles, a
single bubble with 2 liquid slugs with half the slug length on either side, from here on
referred to as a unit cell, can be considered a representative of the flow. A modelling
strategy which uses unit cell was first introduced by Edvinsson and Irandoust [26]
and later used by other researchers to successfully characterise hydrodynamics[27–
30] and mass transfer[31–34] under various operating conditions. In this thesis, a
similar strategy was used, extending it to CO2 electrolysis.

Figure 2.1: Taylor Flow[35]

In the unit cell approach, choosing bubble frame of reference fixes the compu-
tational domain. It is equivalent to observing the bubble as it’s moving along the
length of the channel. As shown in Figure 2.1, the unit cell (red box) consists of two-
phases: gas and liquid. In CO2 electrolysis, most of the phenomena happen in the
liquid phase. Thus for practical considerations, the physics inside the gas bubble is
of less importance and can be ignored with the right set of boundary conditions. By
ignoring the gas phase, the complex multiphase flow problem is reduced to a single-
phase laminar flow problem. Therefore, using the unit cell approach decreases the
complexity of the model as well as the computational costs. The numerical analysis
uses a quasi-steady-state analysis, which neglects the change in bubble size in the
time scale of processes that lead to an electrochemical reaction. The bubble thus
becomes part of the geometry, and a parametric study of bubble size can provide
information on transient behaviour.

2.2. Geometry
The unit cell contains a CO2 bubble moving with velocity 𝑢ፁ alongside the water in
a circular microchannel. The electrolyser design assumes that the electrochemical
catalyst is spread uniformly around the channel. Figure 2.2 shows the shape of the
unit cell for circular capillary in 2D. The diameter of the channel, length of bubble
and slug phase, the shape of the bubble should be known to determine the shape
of the unit cell. Bubble shape is determined by mean curvature radius 𝜅, which
depends on the surface tension between water and CO2 and normal stresses acting
on the interface. In multiphase flow, inertial forces and gravitational forces provide
normal stresses and are assumed to be negligible to simplify the geometry. This
assumption is valid for small bubble velocities and channel diameters[30]. In the
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absence of these forces only viscous forces prevail in the liquid and bubble tries to
take the shape of an elongated sphere as shown in Figure 2.2[36]. The diameter
of the bubble can be determined based on the thickness of the liquid film (𝛿) left
behind by the bubble.

Figure 2.2: Computational domain(blue) for the simulation. ፋᑓ is the length of the bubble from one end
to the other end of the cap

The liquid film thickness is determined through well-established correlations from
literature[27, 36, 37]. The empirical relation provided by Aussillous and Quere [37]
is:

𝛿
𝑑 =

0.66𝐶𝑎ኼ/ኽ
1 + 3.33𝐶𝑎ኼ/ኽ (2.1)

where 𝐶𝑎 = ᎙፮ᐹ
᎟ is the capillary number. Equation 2.1 was valid for all ranges of

capillary numbers tested experimentally for high-viscous fluids but starts deviat-
ing for low-viscous fluids such as water and ethanol[28, 37] after certain Capillary
number(𝐶𝑎∗) indicating a regime change where inertial forces are becoming sig-
nificant. Aussillous and Quere [37] found through scaling analysis that the limiting

capillary number (𝐶𝑎∗) is given by 𝐶𝑎∗ = ( ኼ᎙
Ꮄ

᎟᎞፝)
Ꮅ
Ꮆ
. It is clear from 𝐶𝑎∗ that small

channel diameters provide the largest range for Capillary numbers for which Equa-
tion 2.1 is valid. Accordingly a channel size of 100𝜇𝑚 is chosen. Any parametric
study involving diameter is varied in the same order of magnitude(𝑂(10ዅኾ)).

Finally to complete the geometry, bubble (𝐿፛) and slug (𝐿፬) lengths need to be
specified. They can be be obtained from the unit cell length, 𝐿፮፜ and void fraction,
𝜖፛ =

ፋᑓ
ፋᑦᑔ
. Research by Shao et al. [29], Van Steijn [35] showed that the unit cell

length depends on the ratio of superficial gas and liquid velocities (፮ᐾᑊ፮ᑃᑊ
) while the

void fraction depends on the inlet conditions such as having a T or Y-junctions
to create the slugs.The average velocity of the liquid, 𝑢ፓፏ is given as 𝑢ፆፒ + 𝑢ፋፒ.
The ratio of superficial velocities and inlet conditions adjust the desired unit cell
length and void fraction for a given liquid velocity. Thus it is assumed that they can
be changed independently from flow conditions and are provided as inputs to the
system. Using the unit cell approach developed in section 2.1 and geometry from
section 2.2 modelling of the electrochemical cell is described in chapter 3.



3
Modelling

3.1. Electrochemical Model
The present work uses a unit cell strategy, as explained in chapter 2 and consid-
ers a two-dimensional model to describe the electrochemical cell by exploiting the
axis-symmetry. The purpose of this model is to gain insights into the transport in
Taylor flow and assess its role in CO2 electrolysis. This strategy allows integrating
the discreet nature of bubbles and liquid slugs in a continuum model by simplifying
the multiphase flow into single-phase transport problem. Transport phenomena, in
general, are classified into three types: Mass, Momentum and Energy transport. For
microchannels with their high specific surface area, it is reasonable to assume that
the process is isothermal. This assumption excludes the energy balance from model
equations. Mass transport, which includes overall mass balance and conservation of
individual species (Species Transport), Momentum transport (Hydrodynamics) and
Electrochemistry, are discussed in this section.

Figure 3.1 shows the schematic representation of a unit cell with defined bound-
aries in bubble frame of reference. For simplicity, a cylindrical coordinate system
is chosen. The bubble supplies the reactant CO2, which is transported through the
water to the wall to react and produce CO.

Figure 3.1: A schematic representation of 2D unit cell with ECR at wall in bubble frame of reference

11
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The transport of species should follow mass conservation, such that

𝜕𝑐።
𝜕𝑡 = −∇⃗.𝐽። + 𝑅።,፛ (3.1)

here, 𝐽። , 𝑐። are the molar flux and concentration of species ”i” (CO2, CO) respectively
and 𝑅።,፛ is the volumetric homogeneous reaction rate. For an electrochemical sys-
tem, the molar flux of the species can be expressed in terms of 3 different fluxes:
Diffusion, Convection and Migration. Migration is absent as species that are exam-
ined are neutral and the flux is written as sum of diffusion and convective fluxes.

𝐽። = −𝐷።∇⃗𝑐። + 𝑢⃗𝑐። (3.2)

where 𝐷። is the binary diffusion coefficient of species ”i”. It is assumed that the
solution is dilute so that the interaction between the species and the variation in
diffusion coefficients can be neglected. The velocity of liquid, 𝑢⃗, depends on flow
dynamics and is obtained from momentum balance.

The volume-averaged momentum balance and mass balance for an incompressible
Newtonian fluid are given by Navier-Stokes and continuity equation, respectively.

𝜌𝜕𝑢⃗𝜕𝑡 + (𝜌𝑢⃗).∇⃗𝑢⃗ = −∇⃗𝑃 + 𝜇∇
ኼ𝑢⃗ +���

0
𝐹፛ (3.3)

∇⃗.𝑢⃗ = 0 (3.4)

where 𝑢⃗, 𝜌, 𝜇, represents the velocity vector, density and viscosity of the liquid
respectively. 𝑃 is the pressure, and 𝐹፛ represents the body forces acting on the liquid
such as gravity. It is assumed that the body forces are absent or insignificant. Note
that the hydrodynamic Equations 3.3 and 3.4 can be solved independently from
species transport to determine velocity 𝑢⃗ which can later be used in Equation 3.2 to
determine species concentrations. The obtained set of partial differential equations
need boundary conditions to solve.

3.1.1. Boundary Conditions
The interface between bubble and liquid is treated as free surface and the saturated
concentration, 𝐶፨። , is obtained from Henry’s law such that 𝐶፨። = 𝐻።𝑃ፁ. Here 𝐻። , 𝑃ፁ are
Henry’s constant and pressure inside the bubble. At inlet and outlet, the periodic
boundary condition assumes that the concentration and fluxes of species are the
same. This condition is not true as the concentration changes along the length of
the channel due to the reaction at the wall. Van Baten and Krishna [33] modelled
wall mass transfer in Taylor flow and showed that this boundary condition only
leads to an error of 0.3% in the final results in return for the reduced computational
effort. The Hagen-Poiseullie parabolic velocity profile at inlet and outlet ensures
that the mass is inherently conserved[28]. As the bubble moves along the channel,
it pushes the liquid slugs along its way. Thus the average liquid velocity, 𝑢ፓፏ and
bubble velocity, 𝑢ፁ are dependent on each other. The relation between them is
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determined by writing the mass balance over cross-sections 1 and 2 in Figure 3.1.

A𝜌𝐴ፒ(𝑢ፓፏ − 𝑢ፁ) = A𝜌𝐴ፅ(𝑢ፅ − 𝑢ፁ) (3.5)

where 𝐴ፒ , 𝐴ፁ , 𝐴ፅ are cross section areas of liquid slug, bubble and film respectively.
𝑢ፅ is the average velocity inside the film. Since the cross sectional area of the
film, 𝐴፟, is much smaller than 𝐴ፒ&𝐴ፁ, the contribution of the film volumetric flow
is assumed to be negligible in Equation 3.5. This assumption is called stagnant
film assumption1 and is frequently used in literature[33, 34, 38–41]. This implies
𝐴ፒ𝑢ፓፏ = 𝐴ፁ𝑢ፁ. Substituting expressions for 𝐴ፒ&𝐴ፁ, Equation 3.6 can be easily
derived. The film thickness (𝛿) is calculated using Equation 2.1. Finally, to complete
the model, the surface reaction rate, 𝑅።,፬, needs to be determined which depends
on the electrochemical reaction kinetics.

𝑢ፓፏ
𝑢ፁ

= 1 − 4𝛿𝑑 (3.6)

The boundary conditions are summarised in Table 3.1.

Table 3.1: Boundary conditions for 2D Model

Boundary Hydrodynamics Species Transport

Inlet 𝑢⃗ = 2𝑢ፓፏ (1 − (
፫
ፑ)

ኼ
) − 𝑢ፁ𝑧̂ + 0𝑟̂ Periodic Boundary Condition

Outlet 𝑢⃗ = 2𝑢ፓፏ (1 − (
፫
ፑ)

ኼ
) − 𝑢ፁ𝑧̂ + 0𝑟̂, 𝑃 = 0 Periodic Boundary Condition

Interface Slip condition, Τ.𝑛 = 0 - Free surface 𝑐። = 𝐶፨።
Wall No slip, 𝑢⃗ = −𝑢ፁ𝑧̂ + 0𝑟̂ −𝐷።∇፧𝑐። = −𝑅።,፬(𝜂)

Electrochemistry Any general electrochemical red-ox reaction involving oxidis-
ing (Ox) and reducing agents (Red) can be written as:

νOOx+ 𝑛 eዅ −−−⇀↽−−− νR Red

In electrochemical systems, the current densities are measured against certain po-
tentials. Current densities represent charge transfer rates at the electrode surface
and can be related to reaction rates using Faraday’s law.

𝑅።,፬(𝜂) =
−𝜈።𝑗(𝜂)
𝑛𝐹 (3.7)

where 𝑗 is the current density at the electrode. The negative sign is used to account
for the convention that the current at the cathode is negative. Initially, in an open
circuit, the reactions are at equilibrium, and there is no net current at the electrode

1For the extensive list of all the assumptions made, refer to Appendix A
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surface. The equilibrium electrode potentials that are called formal potentials (𝐸፨
ᖤ
)

are available in the literature for various reactions at standard conditions. For sys-
tems far from standard conditions, the Nernst equation is used to determine the
equilibrium potential, which includes the effects of concentration. It is given by:

𝐸፞፪ = 𝐸፨
ᖤ
− 𝑅𝑇𝑛𝐹 𝑙𝑛

𝐶᎚ᑉፑ,፬
𝐶᎚ᑆፎ,፬

(3.8)

where 𝐶።,ፒ are the surface concentrations at the electrode and 𝐸፞፪ is the equilibrium
potential at the electrode. To move the reaction forward from equilibrium, a poten-
tial greater than the equilibrium potential needs to be applied. This is analogous to
activation energy from chemical kinetics[42]. The additional potential that drives
the reaction is called as overpotential (𝜂) and is defined as 𝐸ፀ − 𝐸፞፪ where 𝐸ፀ is
applied electrode potential. Therefore, the reaction rate depends on the overpo-
tential together with concentration at the electrode surface. Different experimen-
tal studies showed that the dependence of rate on overpotential is exponential in
nature[25] and the concentration-overpotential equation describing first-order elec-
trode kinetics is given by Equation 3.9. If there are no mass transfer effects then
the Equation 3.9 simplifies to the famous Butler-Volmer kinetics.

𝑗(𝜂) = −𝑗፨ (
𝐶ፎ,፬
𝐶ፎ,፛

𝑒
Ꮍᒆᑔᐽᒌ
ᑉᑋ − 𝐶ፑ,፬

𝐶ፑ,፛
𝑒
ᒆᑒᐽᒌ
ᑉᑋ ) (3.9)

Here 𝑗፨ is called exchange current density. It quantifies the system’s ability to reach
the desired current density with minimum losses[25, 43]. 𝐶።,፛ are bulk concentra-
tions when the reactions are at equilibrium, and 𝛼፜ , 𝛼ፚ are transfer coefficients for
cathode and anode respectively. For the case of CO2 electrolysis, CO is produced
only at negative potentials, and thus only cathodic current is significant, and Equa-
tion 3.9 becomes:

𝑗(𝜂) = −𝑗፨,ፂፎᎴ (
𝐶ፂፎᎴ ,፬
𝐶፨ፂፎᎴ

𝑒
ᎽᒆᑔᐽᒌᐺᑆᎴ

ᑉᑋ ) (3.10)

Substituting Equation 3.10 in Equation 3.7, the surface reaction rate simplifies to
Equation 3.11, similar to a first order reaction from chemical kinetics. Using Equa-
tion 3.11 in the wall boundary condition, the model for the electrochemical cell with
Taylor flow is fully specified.

𝑅።,፬ = 𝜈።𝑘(𝜂)𝐶ፂፎᎴ , 𝑘(𝜂) =
𝑗፨,ፂፎᎴ/𝑛𝐹
𝐶፨ፂፎᎴ

𝑒
ᎽᒆᑔᐽᒌᐺᑆᎴ

ᑉᑋ (3.11)

3.1.2. Quasi-Steady-State Analysis
In the current study, CO2 for the electrochemical reaction is supplied continuously
through the bubbles. The bubbles dissolve as the CO2 gets converted at the cath-
ode. The dissolution also affects the mass transport in the system because of the
change in the interfacial surface area. The bubble dissolution and its effects are
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modelled through a quasi-steady-state analysis. The quasi-steady-state approach
assumes that the mass transfer processes, i.e. convection and diffusion, occur at a
faster rate and thus achieve a steady-state before the effect of changing bubble size
is observed. This assumption is valid when the time scale in which bubble shrinks is
much larger than the convection and diffusion time scales and is further discussed
in chapter 5. The rate at which bubble dissolves is then calculated using the flux at
the interface, 𝐽ፈ,ፂፎᎴ , and is given by Equation 3.12.

−𝐶ፁ
𝑑𝑉ፁ
𝑑𝑡 = ∫ፀᑀ

(𝐽ፈ,ፂፎᎴ .𝑛)𝑑𝐴 (3.12)

where 𝐶ፁ is the concentration of CO2 inside the bubble with a volume 𝑉ፁ. The
bubble concentration is determined from ideal gas law. The flux at the interface
is obtained from the steady-state solution of the electrochemical model for a fixed
bubble size. Discrete-time intervals are chosen assuming the bubble volume is
unchanging in these intervals. Various bubble sizes are calculated in a discrete
manner using Equation 3.12. The electrochemical model is then solved in each
interval, i.e. for each bubble size to understand the effect of bubble dissolution on
mass transfer in Taylor flow.

3.2. Finite Element Method
The current work uses the commercial software, COMSOL Multiphysics ® to solve
the pde’s obtained in section 3.1. COMSOL uses the Finite Element Method (FEM)
to convert the equations into a system of algebraic equations, which are favourable
to solve using numerical methods. This section discusses the FEM method briefly
to understand the nomenclature used in chapter 4.

In FEM, to determine the solution, the domain of interest is first divided into sev-
eral sub-domains called elements. The elements can be of various shapes. For a
2D system, triangular or quadrilateral shapes are commonly used [44]. A set of
functions called as shape functions are developed such that they approximate the
exact solution in each element. The shape functions of each element are then as-
sembled over the entire domain such that the boundary conditions and continuity
between each element are maintained. Numerically, the shape functions are deter-
mined using the method of weighted residuals. In this method, the shape function
is approximated as a combination of test functions whose coefficients are unknown.
Lagrangian interpolating polynomials are commonly used as shape functions[44].
Unknown variables are defined at each node and forces the resultant shape func-
tion to satisfy the governing equations. Naturally, errors or residuals arise in each
element, and the coefficients of the shape function are determined such that it min-
imises the weighted average of residual over the domain. If the choice for weights
is the test functions, then this approach is called a Galerkin approach, and COMSOL
Multiphysics ® implements it by default. Increasing the number of elements by re-
fining the mesh, increases the number of shape functions and therefore, improves
the solution accuracy but comes at the expense of computational cost.
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Simulation

Simulations are performed in COMSOL Multiphysics®, to solve the partial differen-
tial equations developed in section 3.1. In this chapter, section 4.1 discusses the
organisation of the simulation studies, highlighting the numerical parameters, mesh
features and solver settings. section 4.2 discusses the results from the mesh sensi-
tivity study, performed to verify that the simulations obtain an unchanging solution.
Later, the simulation results are validated with theoretical models and experimental
results from the literature to derive useful conclusions, later from the results.

4.1. Organisation
In the electrochemical model from section 3.1, the hydrodynamics can be resolved
independently from the species transport. Therefore, the simulations first solve the
hydrodynamic equations for the velocity profile. The velocity profile is then used
in species transport to calculate the concentration profile. This approach is im-
plemented in COMSOL using predefined physics interfaces. The physics interfaces
are fundamentally a set of generic partial differential equations grouped based on
specific applications. The electrochemical model uses the laminar flow and elec-
troanalysis interface from COMSOL. The laminar flow interface consists of equa-
tions related to hydrodynamics, i.e. Navier-Stokes and continuity equation. The
electroanalysis interface has equations related to dilute mass transport of species
through convection, diffusion and migration and has a particular boundary condition
to specify electrochemical kinetics at a boundary. Boundary conditions summarised
in Table 3.1 are used in COMSOL to complete the model. The block diagram, with
blocks representing the interfaces from COMSOL Multiphysics, as shown in Fig-
ure 4.1, shows the input/output representation of the electrochemical model.

Table 4.1 compiles the values of geometry and process parameters given as model
inputs in the simulation. The range of velocities is chosen such that the iner-
tial forces remains low (Re<100), and the flow doesn’t affect the shape of the
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Figure 4.1: Block Diagram for 2D Model

bubble[27, 36, 37, 39]. The parameters for electrochemical kinetics, i.e. 𝑗፨ , 𝛼፜, are
taken from the research work by Wu et al. [45]. Wu et al. [45] determined kinetic
parameters for electrochemical reduction of CO2 to CO in a microfluidic-liquid phase
electrolyser, by fitting the Butler-Volmer equation with their experimental results. It
is assumed that these kinetics still holds for the system with Taylor flow. In reality,
this assumption might not be valid as the kinetic parameters are system-specific
and are dependent on the local reaction environment such as pH[12]. However,
this assumption only causes errors in the absolute values, and the relative trends
should remain the same. Table 4.2 lists the physical constants for CO2 – CO – H2O
system used in the simulations.

Table 4.1: Inputs for the 2D model

Parameter Value
Diameter (𝑑) 100-400 𝜇𝑚
Unit cell Length (𝐿፮፜) 5×d 𝜇𝑚
Void Fraction (𝜖ፁ) 0.33-0.67

Bubble Velocity (𝑢ፁ) 0.004 - 0.4 𝑚.𝑠ዅኻ

Equilibrium potential (𝐸፞፪) 0.52 V

Applied Potential (𝐸ፀ) 0.5 V - 3.6 V

Cathode Transfer Coefficient (𝛼፜) 0.17 [45]

Exchange Current density (𝑗፨) 0.091 𝐴.𝑚ዅኼ [45]

Table 4.2: Physical constants for the 2D model

Physical Constant Value
Density (𝜌) 1000 𝑘𝑔.𝑚ዅኽ

Dynamic viscosity (𝜇) 8.9e-4 𝑃𝑎.𝑠
Surface tension (𝜎) 0.072 𝑁.𝑚ዅኻ

Saturated concentration, CO2 (𝐶፨ፂፎᎴ) 34 𝑚𝑜𝑙.𝑚ዅኽ

Reference concentration, CO2 (𝐶ፑ፞፟ፂፎᎴ ) 40.9 𝑚𝑜𝑙.𝑚ዅኽ

Diffusion coefficient, CO2 (𝐷ፂፎᎴ) 1.9e-9 𝑚ኼ.𝑠ዅኻ

Saturated concentration, CO (𝐶፨ፂፎ) 1 𝑚𝑜𝑙.𝑚ዅኽ

Diffusion coefficient, CO (𝐷ፂፎ) 2.1e-9 𝑚ኼ.𝑠ዅኻ

Please note: The electrochemical model is non-dimensionalised to avoid small num-
bers which lead to numerical errors and convergence problems. Appendix D reviews
the model equations in non-dimensional form.

4.1.1. Meshing
Finite Element Method (FEM), as mentioned in section 3.2, is used by COMSOL to
determine a solution numerically. Therefore, meshing is performed to discretise the
domain of interest into smaller domains. The present work uses a user-controlled
mesh built with unstructured quadrilateral(quad) elements. The unstructured mesh
is used as the domain has sharp corners and curved boundaries, and quadrilateral
elements are preferred to triangular elements as they improve convergence in flow
simulations[46]. CFD studies by Gupta et al. [47], Fletcher and Haynes [48] recom-
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mend that the film region should contain at least five elements to capture details of
flow around the bubble. Therefore, by adjusting the growth rate and element size,
the film region is also sufficiently resolved with more than five elements along the
radius. The mesh is then optimised to create a finer mesh close to the wall, bub-
ble interface and axis where high concentration gradients are expected. Figure 4.2
shows the resultant mesh.

Figure 4.2: Fine mesh for the electrochemistry model

A mesh-independent study, with four meshes, is carried out to determine the op-
timal mesh and to obtain a precise solution. Table 4.3 summarises the details of
meshes used for sensitivity study. subsection 4.2.1 discusses the sensitivity study
results Also, to achieve higher solution accuracy, piece-wise linear interpolation (P1)
for pressure, quadratic interpolation (P2) for velocity components and cubic polyno-
mial interpolation(P3) for concentrations are used for shape functions in each ele-
ment. The choice is made based on the recommendations made by Durán Martínez
et al. [49] where they investigate mass transfer in Taylor flow, with a first-order
reaction at the wall.

4.1.2. Studies and Solvers
The electrochemical model is studied using a quasi-steady-state approach, as dis-
cussed in subsection 3.1.2. Therefore, a stationary solver which solves the steady-
state equations is selected in COMSOL. COMSOL, using FEM, converts the partial
differential equations from the electrochemical model into a set of linear algebraic
equations of the form 𝐾.𝑥 = 𝑓 for each element. K is called a stiffness matrix, x is
a column vector of unknowns at every node and F comprises of external influences
applied on the nodes. There are two sets of algorithms, in COMSOL, to solve for
𝑥 = 𝐾ዅ1.𝑓: direct and iterative solvers. Direct solvers are solvers based on the LU
decomposition algorithm and solve the system of equations in a single step.[44, 50].
Iterative solvers use search algorithms similar to the conjugate gradient method to
arrive at a solution gradually[44, 50]. The simulations in this thesis use the direct
solvers as they are easy to implement and give robust solutions.

Please note: All simulations are performed on a computer with Dual-Core Intel i5
processor; 2.9GHz processor speed; and 8GB RAM.
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4.2. Validation
Validation of the electrochemical model is done in two phases. First, mesh inde-
pendent studies are performed to verify the solution convergence. Later, the model
results are tested with the experimental results and some theoretical models from
literature to show that the electrochemical model can accurately simulate the de-
sired physics and make meaningful interpretations from the results. Following the
workflow from section 4.1, the results are sub-divided into two classes: Hydrody-
namics and Electroanalysis. The results from hydrodynamics are first validated to
obtain proper velocity profiles. Later, electroanalysis results are confirmed.

4.2.1. Mesh Independent Study
Four different meshes with the increasing resolution are chosen for mesh sensi-
tivity study, and the relevant details are listed in Table 4.3. Note that the mesh
parameters depend on the bubble velocity, 𝑢ፁ as the film thickness changes with
it—subsequently, the domain. Thus a bubble velocity of 0.04 𝑚.𝑠ዅኻ, which is in
the middle of the range, is chosen from the list of process parameters. Relative
tolerance of 1e-3 is set for achieving convergence. For hydrodynamics, the velocity
profiles inside the film and liquid are observed. For electroanalysis, the local cur-
rent density at the cathode and the concentration profile of CO2 in the liquid slug
is observed. Figure 4.3 and 4.4 shows the results, respectively.

Table 4.3: Mesh details for mesh independent study, ፮ᐹ ዆ ኺ.ኺኾ፦.፬ᎽᎳ፬

Mesh Parameter Coarse Fine Finer Finest
No. of elements 19386 33945 74428 135812
No. of Elements in film 12 19 22 38

As seen from Figure 4.3a, the velocity profiles in the film region for different meshes
superimpose. This shows that the film region is sufficiently resolved for selected
meshes when the number of elements along the radius exceeds ten. Figure 4.3b
shows the magnitude of velocity in the liquid slug. As seen from the highlighted

(a) Velocity profiles in film for different meshes. (b) Velocity profiles in liquid slug for different meshes.

Figure 4.3: Results from mesh independent study for hydrodynamics. ፮ᐹ ዆ ኺ.ኺኾ፦.፬ᎽᎳ, ፝ ዆ ኻኺኺ᎙፦

region (red-dotted circle) in the figure, the dead zone, i.e. the position at which
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the velocity becomes zero is poorly resolved by the coarse and the fine mesh. On
the other hand, the finer and finest mesh correctly determines the location of the
vortex centre.

(a) Local current density at cathode for different mesh
sizes

(b) CO2 concentration profile in liquid slug for different
meshes

Figure 4.4: Results from mesh independent study for electroanalysis. ፄᐸ ዆ ዅኼፕ, ፋᑦᑔ ዆ ኿ኺኺ᎙፦

The reduced accuracy of the coarse and fine mesh doesn’t extend to the electro-
analysis results, as shown in Figure 4.4a and 4.4b1. The numerical improvement is
due to the higher-order discretisation used for concentrations in COMSOL. A maxi-
mum error of less than 1% was determined for the vortex position, average current
density, and average concentration among the chosen meshes. Notably, the finer
mesh becomes computationally expensive for smaller bubble velocities. Thus, para-
metric studies involving velocity use the fine mesh while all other analyses are done
on the finer mesh.

4.2.2. Hydrodynamics
Slug Velocity Profile For Taylor flow in circular capillaries, the cross-talk be-
tween the liquid slugs occurs through the film. Only a small portion of the liquid
is transferred through the film and rest of the fluid circulates between the bubbles
creating the well-known vortices[28, 39, 51]. The position at which the velocity
of the liquid becomes zero is the vortex centre. Thulasidas et al. [39] conducted
experiments to determine the vortex centre as a function of capillary number(𝐶𝑎ፁ).
Analytically, the vortex centre is derived from the Hagen-Poiseullie parabolic ve-
locity profile inside the liquid slug. The parabolic velocity profile is written as

𝑢⃗ = 2𝑢ፓፏ (1 − (
፫
ፑ)

ኼ
) − 𝑢ፁ. Equation 4.1 gives the expression derived from the

parabolic velocity profile.

𝑅፯
𝑑 = 1

2√2
√2 − Ψ (4.1)

where, Ψ = ፮ᐹ
፮ᑋᑇ

. The velocity profile inside the liquid slug is validated by comparing
the simulation results with the experimental work of Thulasidas et al. [39] and the
analytical expression given by Equation 4.1. Figure 4.5 shows the outcome.
1Enlarged version of the mesh independent plots are in Appendix F
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Figure 4.5: Vortex center (ፑᑧ) position as a function of capillary number(ፂፚᐹ ዆ ᒑᑦᐹ
ᒗ ), Error bars

represent standard errors

Figure 4.5, uses a logarithmic scale on the x-axis, and the ”Theory” curve is the
analytical expression. Equation 3.6 calculates the value of Ψ using the stagnant
film assumption. From the figure, it is clear that the vortex centre from the elec-
trochemical model matches closely with the analytical expression. The oscillations
of the simulations results around the theoretical line are due to the use of the fine
mesh for the parametric study instead of the finer mesh. The choice leads to an
error of 1% only. The results also match reasonably well with the experimental
results, with a standard error of 3%. This analysis verifies that the stagnant film
assumption is valid for the tested set of capillary numbers, and the right set of
equations are modelled for the hydrodynamics.

Figure 4.6: Velocity profile in film region. ፮ᐹ ዆ ኺ.ኺኾ፦.፬ᎽᎳ
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Film Velocity Profile Abiev [52] developed a theoretical model to determine
velocity profiles in the bubble, liquid slug and the film. In the present work, the
theoretical model is solved in Matlab2 to determine the velocity profile inside the
liquid film. The solution is then compared with the results from the hydrodynamic
simulations in COMSOL. Figure 4.6 shows the outcome. The model by Abiev predicts
a plug flow behaviour inside the film. The solution from the electrochemical model
deviates slightly from the theoretical solution with a small error of 0.75% only.
Hence, the velocity profile in the film region is verified. With both the velocity
profiles in film and slug regions verified, the hydrodynamics is successfully validated.

4.2.3. Electroanalysis
Electrolysis using Taylor flow is a novel concept, and therefore the literature avail-
able in this subject are meagre, and experimental validation is not possible. Much
of the literature is available for reactive systems such as monolith reactors with
Taylor flow[27, 33, 41, 49, 53]. Unfortunately, none of them applies to the cur-
rent work as they operate with channel sizes greater than one mm and Reynolds
number higher than 100, where gravitational and inertial effects are not negligible.
Therefore, current work follows a different approach in which the electrochemical
model is solved and verified for the laminar pipe flow instead of Taylor flow.

In the laminar-pipe-flow cell3, the saturated solution of CO2 is supplied continuously
through a circular capillary. The wall of the capillary acts as a cathode where CO2
electrolysis occurs. The electrode potential is increased to reach a limiting current
density. In this situation mass transport, limited by diffusion, forms a concentration
boundary layer called a Nernst diffusion layer. This situation is similar to the classical
Graetz problem[54], where a developing concentration boundary layer and fully-
developed flow are assumed. The solution to the Graetz problem leads to the
expression for diffusion layer thickness(𝛿ፍ) and is given by Equation 4.2.

𝛿ፍ
𝑑 = 1.022Ꮅ√

𝐷ፂፎᎴ𝑧
𝑢ፓፏ𝑑ኼ

(4.2)

For the derivation of the Equation 4.2, the reader is referred to the book written by
West [42]. The solution to the Garetz problem is obtained by solving the transport
equations discussed in the electrochemical model. Therefore, the same transport
equations from the model are solved in COMSOL for pipe flow, using the same
electrochemical kinetics from Table 3.1 and appropriate inlet and outlet boundary
conditions. The boundary layer thickness is then measured to compare with the
theoretical value given by Equation 4.2. Figure 4.7 shows the outcome.

2Matlab code for the film profile can be found in Appendix C
3Details regarding the simulation settings, boundary conditions for the laminar-pipe-flow cell can be
found in Appendix B
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Figure 4.7: Comparison of Nernst diffusion layer thickness from simulation with theoretical value for a
pipe-flow cell(᎑ᑅ). ፄᐸ ዆ ዅኽ.ዀፕ, ፮ᑋᑇ ዆ ኺ.ኺኾ፦.፬ᎽᎳ , ፝ ዆ ኻኺኺ᎙፦

The two curves agree reasonably well and thereby verifies that the model predic-
tions are accurate and consistent enough to derive conclusions. With both the elec-
troanalysis and hydrodynamics verified, the electrochemical model is successfully
validated. Chapter 5 discusses the results and trends extracted from the model.
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Results and Discussion

The current chapter investigates the performance of the flow cell using the elec-
trochemical model developed in section 3.1. The model is solved in COMSOL Multi-
physics to generate results that answer the research questions posed in section 1.3.
section 5.1 discusses the performance of the Taylor-flow cell relative to the laminar-
pipe-flow cell. Results from parametric studies are explained in section 5.2. sec-
tion 5.3 examines the effect of bubble dissolution using the quasi-steady-state ap-
proach described in subsection 3.1.2. Finally, based on the insights from previous
sections, a 1D mass transfer model is proposed in section 5.4.

Please note: Unless otherwise stated, the following parameters are used for all the
simulations in this chapter: 𝑢ፁ = 0.04𝑚.𝑠ዅኻ, 𝜖ፁ = 0.5, 𝑑 = 100𝜇𝑚, 𝐸ፀ = −3.6𝑉
(mass transfer limiting case) and 𝜖ፅፄ = 100%.

5.1. Performance Assessment
Polarisation curves The flow cell performance is assessed using current densi-
ties and polarisation curves (j-E). The average current density at the cathode, as
shown in Figure 5.1 is calculated for different electrode potentials for flow cells with
Taylor flow and pipe flow. The laminar-pipe-flow cell1 is chosen as a reference, to
quantify the effect of the Taylor flow on flow cell performance. Figure 5.1 clearly
shows that the Taylor flow has increased the cell productivity with the limiting cur-
rent density over 1000 ፦ፀ

፜፦Ꮄ , an order of magnitude higher than the limiting current
density observed in pipe flow. Simple calculation finds that the flow cell energy
efficiency is 25% for achieving a current density of 300 ፦ፀ

፜፦Ꮄ (based on performance
metrics). Even though Taylor flow can achieve high current densities, the efficiency
of the cell still suffers from sluggish kinetics. Therefore, an electrochemical cat-

1Details regarding the simulation settings, boundary conditions for the laminar-pipe-flow cell can be
found in Appendix B
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alyst with a higher catalyst activity is recommended to take full advantage of the
Taylor-flow cell.

Figure 5.1: Polarisation curves for Taylor-flow cell and laminar-pipe-flow cell

In the following discussions, an effort has been made to elucidate the reasons
behind the increased current densities.

Concentration and velocity profiles The velocity-magnitude distribution and
concentration distribution are shown in Figure 5.2. In the liquid slug, the velocity-
magnitude follows a parabolic velocity profile and the streamlines show the ex-
pected vortices. Vortices make liquid to circulate, which homogenises it. Notably
from Figure 5.2, the concentration contours also follow the streamlines showing
that the convection is the dominant process in the slug region. Concentration pro-
file, as shown in Figure 4.4b, also depicts a uniform concentration in the region
where vortices are present, and a linear profile is observed close to the cathode.
Close to the cathode, diffusion influences the species transport in liquid slug and
the film.

Figure 5.2: Surface plot with concentration contours, stream lines and velocity profiles, ፄᐸ ዆ ዅኼ.ኻፕ
Note: The concentration and velocity magnitude are shown in non-dimensional units.
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Diffusion Layer The diffusion rate at the cathode determines the limiting cur-
rent density. Qualitatively, the diffusion rate is visualised using the concentration
boundary layer or the diffusion layer. In general, as the diffusion layer gets thicker
the diffusion rate decreases. Mathematically, the diffusion layer thickness is written
as Equation 5.1.

𝛿(𝑥) = 𝐶፛፮፥፤(𝑥)
(−𝜕𝑐(𝑥)/𝜕𝑛፱)

(5.1)

where 𝐶፛፮፥፤ is the bulk concentration, x is any position and 𝑛፱ is normal at x.
For Taylor flow, the bulk concentration is assumed to be the volumetric average
concentration of CO2 in the liquid phase. Using Equation 5.1, the diffusion layer
thickness in Taylor flow is calculated along the cathode length and compared with
the Nernst diffusion layer in pipe flow. The Nernst diffusion layer is determined
from Equation 4.2. Figure 5.3 shows the outcome of the simulation for two different
bubble velocities.

Figure 5.3: Comparison of diffusion layer thickness between Taylor flow and Pipe flow at two different
bubble velocities. Note: The diffusion layer thickness (᎑) is scaled with Taylor film thickness (᎑ᑋ).

A duck-shaped profile is observed for the calculated diffusion layers in the unit cell.
An important observation is that for low velocities, diffusion layers in the slug re-
gion are much thicker than the film thickness and gets closer to film thickness at
high velocity. The apparent reason is that at higher velocities, the re-circulation
rate in liquid slugs increases, and as a consequence, the diffusion layer thickness
decreases. Nevertheless, in both cases, the diffusion layer thickness for the Taylor
flow is smaller than the pipe flow. As a result, the rate of diffusion or mass transfer
rate for the Taylor flow is higher than the pipe flow ergo limiting current density
which is illustrated in Figure 5.1.
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5.2. Parametric Study
Effect of bubble velocity A parametric study with bubble velocity (𝑢ፁ) is per-
formed to analyse it’s effect on cell performance. The cell performance is assessed
by monitoring the limiting current density (𝑗፥።፦) and the average diffusion layer
thickness(𝛿ፚ፯). Figure 5.4 shows the outcome.

Figure 5.4: The effect of velocity on limiting current density and average diffusion layer.
Note: The diffusion layer thickness (᎑) is scaled with Taylor film thickness (᎑ᑋ).Only absolute values of
the current density are considered

Figure 5.4 uses a logarithmic scale on the x-axis for better resolution of variables at
low velocities. Even though the diffusion layer is getting thinner with an increase
in velocity, the model predicts a decrease in limiting current density. The reason
becomes evident when individual contribution to the current density by film and
slug regions is isolated. The Equation 5.2 calculates the contribution of slug region
(S) to the overall current density (|𝑗፥።፦|)

%𝑆 = (1 − 𝜖ፁ)|𝑗ፒ፥።፦|
|𝑗፥።፦|

× 100 (5.2)

where |𝑗ፒ፥።፦| is the absolute value of average current density over the slug length.
Figure 5.5 shows the outcome. At low velocities, the diffusion layer in the slug re-
gion is very thick, as shown in Figure 5.3 and 5.4. Therefore, the slug region has low
mass transfer rate and accounts for the small contributions depicted in Figure 5.5.
In the bubble or film region, the diffusion layer coincides with the film thickness
(𝛿ፓ) and as the velocity decreases the film thickness becomes even smaller. The
diffusion rate in the film region thus increases and justifies the increase in limiting
current density observed at low velocities. At high velocities, where the diffusion
layer in the slug region is of the same order as the film thickness, the contributions
of both regions become equal, as shown in Figure 5.5. But the improvement ob-
served in the slug region is relative; as the velocity increases the film also becomes
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Figure 5.5: The effect of velocity on liquid slug contribution and current densities.

thicker. Hence the overall mass transfer rate still suffers - consequently, the limiting
current density.

Effect of void fraction and diameter Based on the above discussion, it is clear
that changes to the film region have a direct impact on cell performance. The
results from the parametric study of void fraction and diameter further reinforce
this concept. The limiting current density increases with the void fraction, and the
apparent reason is that the contribution of film region to the current density has
increased. The linear behaviour depicted in Figure 5.6 is expected at low velocities,
where the current density in the slug region can be neglected. Therefore, the overall
current density is proportional to the void fraction.

Figure 5.6: The effect of void fraction and diameter on limiting current density.
Note: Only absolute values of the current density are considered
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Similarly, as the diameter increase, the film thickness also increases and thus re-
duced current densities are expected, as shown in Figure 5.6. Also, a linear de-
crease in current densities with the increase in diameter was anticipated according
to the Equation 2.1. But the exponential nature at the beginning suggests that the
slug region has a role in mass transfer at smaller diameters.

The parametric analysis shows that the film thickness plays a significant role in
improving the productiveness of the flow cell, and the role of the slug region is
limited to high velocities.

5.3. Bubble Dissolution
The studies so far discussed observations that are valid in the initial stage of the
process where the changes in bubble size are negligible. Eventually, as the reaction
continues, the bubble starts to dissolve and affects mass transport ergo cell per-
formance, due to change in the interfacial area. This section discusses the effect
of bubble dissolution on flow cell performance at different flow conditions. In addi-
tion to the limiting current density, the performance of the cell is monitored using
interface-mass transfer coefficient −𝑘ፋ𝑎. The role of interface-mass transfer coef-
ficient is identical to the diffusion layer, i.e. to qualitatively understand the mass
transfer rates at the interface. Mathematically, 𝑘ፋ𝑎 is related to the interface-mass
transfer rate according to Equation 5.3.

(𝑘ፋ𝑎).(𝐶ኺፂፎᎴ − 𝐶̄) × 𝑉፮፜ = ∫ፀᑀ
(𝐽ፈ,ፂፎᎴ .𝑛)𝑑𝐴 (5.3)

where 𝑉፮፜ is the unit cell volume and 𝐶̄ is the volumetric average concentration de-
fined as 𝐶̄ = ∫ ፜.፝ፕ

∫፝ፕ . Since 𝑘ፋ𝑎 is proportional to interface-mass transfer, it also gives
information on bubble dissolution rate. The bubble dissolution is modelled through
quasi-steady-state analysis, as explained in subsection 3.1.2. Equation 3.12 is
solved numerically in Matlab2 to determine the bubble size at discrete time inter-
vals. The author made two essential assumptions to determine the bubble shape:
First, the bubble is assumed to shrink only in the axial direction. The assumption
holds for low dissolution rates, where the interface movement is minimal. Since the
slow-moving interface doesn’t affect the hydrodynamics in the liquid slug, the film
thickness can be assumed constant and consequently, forces the bubble to shrink
only in the axial direction. The second assumption is that the volume of liquid slug
remains constant. The simple justification is that the dissolution of CO2 bubble adds
a little volume to H2O due to significant differences in densities between liquid and
gas. The bubble size is quantified using a void fraction. The electrochemical model
is then solved in each interval, i.e. for each bubble size to determine the 𝑘ፋ𝑎 and
the limiting current density and the results are shown in Figure 5.7 and Figure 5.8.

The interface-mass transfer coefficient, as shown in Figure 5.7, is observed to de-
crease as the bubble shrinks. The apparent reason is that the interfacial area for
2Appendix C has the Matlab code
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Figure 5.7: The effect of bubble dissolution on ፤ᑃፚ for different bubble velocities

mass transfer as well as the unit cell volume is decreasing as the bubble dimin-
ishes. Notably, the rate at which 𝑘ፋ𝑎 declines, increases at lower velocities, which
is understandable because for low velocities films are thinner, leading to high mass
transfer rates. Thus, initially, when the mass transfer rates are very high, the disso-
lution rates are also higher, and the bubble shrinks at a faster rate - subsequently
the mass-transfer coefficient. Later, as the bubble shrinks Figure 5.7 describes the
opposite behaviour. It shows that the value of 𝑘ፋ𝑎 to be more significant for higher
velocities. The possible reason is that as transport through film decreases, the con-
tribution made by the slug area becomes relevant. As discussed in section 5.2, the
transport in slug region is substantial at higher velocities. Therefore, the increase
in 𝑘ፋ𝑎 is a result of the increased transport of CO2 through liquid slug.

Figure 5.8: The effect of bubble dissolution on the current density for different bubble velocities
Note: Only absolute values of the current density are considered
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Under steady-state, the mass transfer rate at the interface is equal to the mass
transfer rate at the cathode given that the net-flux through inlet and outlet is zero.
In the present work, the net-flux through inlet and outlet is made zero through
the periodic boundary condition. Therefore, the trends observed for 𝑘ፋ𝑎 and their
reasoning should extend to the results for current density. Figure 5.8 shows the
anticipated results for the limiting current density.

Figure 5.9: The effect of bubble velocity on avg. limiting current density and avg. ፤ᑃፚ.
Note: Only absolute values of the current density are considered

As the bubble diminishes, Figure 5.7 and 5.8 illustrates the change in 𝑘ፋ𝑎 and limit-
ing current density with time. Thus, to resolve the overall performance of the flow
cell, the average limiting current density and 𝑘ፋ𝑎 are determined, for different bub-
ble velocities. Figure 5.9 shows the outcome. Notably, the interface-mass transfer
coefficient has a minimum, and accordingly, two distinct regions can be identified:

Region I On the left side of minimum, thinner films improve the mass transfer
rate and current densities in the film region. The contribution from the slug region
is minimal, as explained in section 5.2. Therefore, any improvement in transport
in the film region directly improves current densities ,i.e. cell performance. As the
bubble dissolves, large variation in current density limits are observed in this region.

Region II On the right side of minimum, the mass transfer is improved due
to increased circulation rate in the slug region, forming thinner diffusion layers
close to the cathode and interface. The thicker films in the film region nullify the
improvement in mass transfer in the slug area at the cathode. Therefore, a lower
limiting current density is illustrated in Figure 5.9. Due to the competition between
film and slug regions, the difference in the current density limits is low in this region.
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5.4. 1D Model
The core idea behind this thesis is to assess the performance of a Taylor-flow cell
and is done so by calculating current density at the electrode. From a pragmatic per-
spective, it is not always feasible to solve the 2D electrochemical model. Therefore,
It is of interest to further simplify the model and get quick and accurate estimates
of current densities. Accordingly, a 1D model is developed based on the insights
from the results of the 2D electrochemical model. The summary of the 1D model
equations3 is given below:

Total Current Density: 𝑗 = 𝐷𝑎(𝜂)
1 + 𝐷𝑎(𝜂) .𝑗፥።፦ , (5.4)

Limiting Current Density: 𝑗፥።፦ = 𝑛𝐹𝐷
𝛿 .

𝐶፨ፂፎᎴ .𝐴፟ + 𝐶̄𝐴፬
𝐴፟ + 𝐴፬

(5.5)

Average concentration: 𝐶̄ =
𝑘ፋ𝐶፨ፂፎᎴ
𝑘ፋ + 𝑘ᖤ

(5.6)

Bubble dissolution rate: −𝐶፛
𝜕𝑉፛
𝜕𝑡 =

𝑗
𝑛𝐹 × (𝐴፟ + 𝐴፬) (5.7)

where, 𝐷𝑎(𝜂) = ፤(᎔)᎑
ፃ is Damkohler number, 𝑘ፋ is the mass transfer coefficient

obtained from correlation derived from the penetration theory and stated as 𝑘ፋ =
2√ኼፃ፮ᐹ

᎝Ꮄ፝ [27, 31, 41]. 𝑘
ᖤ = ፃ

᎑ ×
ፃፚ(᎔)
ኻዄፃፚ(᎔) ×(1 +

ፋᑊ
፝ᑓ
) and 𝑘(𝜂) is defined using Butler-

Volmer kinetics[25] given by Equation 3.11. The above equations are solved using
Matlab4 and results are compared with the 2D model for validation. Figure 5.10
shows the polarisation curve and illustrates that 1D model matches reasonably well
with the 2D model with a maximum estimated error of 5%.

Figure 5.10: Validation of 1D model by comparing the results with 2D model

3Appendix E has detailed derivation of the 1D model
4Appendix C has the matlab code.
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Similar results were predicted for the dissolution of the bubble, as shown in Fig-
ure 5.11. Notably, the error in the limiting current density is persistent throughout
the dissolution of the bubble. The errors suggest that either the correlation for mass
transfer coefficient (𝑘ፋ) or the assumption made for diffusion layer thickness lead
to the observed deviation. For better understanding, the mass transfer coefficient
is first verified with the simulation for different bubble velocities. Figure 5.12 shows
the outcome.

Figure 5.11: The effect of dissolution on Limiting current density - 1D Model.

The mass transfer coefficient from correlation, as shown in Figure 5.12 is under-
estimating the values obtained from the 2D model. Consequently, the current den-
sities depicted in Figure 5.10 and Figure 5.11 are also under-estimated by the 1D
model.

Figure 5.12: Verification of ፤ᑃ correlation at bubble caps. Error bars represent standard error

A parametric study of limiting current density with velocity is shown in Figure 5.13
and illustrates that the limiting current density values start deviating at high veloci-
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ties. The maximum estimated error at high velocities is 11% and is higher than the
error from mass transfer correlation. The apparent reason is that the assumption
for the diffusion layer thickness creates the observed deviation.

Figure 5.13: The effect of bubble velocity on Limiting current density - 1D model

The results from the 1D model agree reasonably well with the 2D model, especially
at low velocities, and therefore can be used for simple estimates for calculating
current densities at different process conditions.
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Conclusion

Taylor flow in an electrochemical flow cell is an innovative concept proposed to im-
prove the performance of the flow cell; ergo a numerical investigation is carried
out to verify the hypothesis. The current study implements a modelling approach
which integrates the frequently-used unit cell strategy for Taylor flow with electro-
chemistry. Theoretical concepts and experimental work by Thulasidas et al. [39],
Abiev [52] are used to verify and validate the model. Results from the model are
analysed to assess the performance of the Taylor-flow cell. This section discusses
key insights from the analysis.

The results show a significant improvement in the performance, i.e. in the cur-
rent densities, of the Taylor-flow compared to a typical flow (pipe-flow) cell. The
maximum calculated current densities increase by an order of magnitude under
certain flow conditions. Despite reporting high limiting-current densities, the en-
ergy efficiency of the flow cell is found lower than the values recommended from
the techno-economic analysis[9], owing to sluggish kinetics. A catalyst with high
activity is recommended to improve efficiency. The bulk of the liquid phase has
uniform concentration, because of vortices, except near the caps and cathode. At
the cathode surface, a duck-shaped diffusion layer profile is observed along the
unit cell length. The thickness of the diffusion layer in the film region is the same
as the Taylor-film thickness. In the liquid-slug area, the diffusion layer thickness is
dependent on the velocity.

Parametric studies with bubble velocity reveal opposite trends for the diffusion layer
in film and slug region. In the film region, the diffusion layer thickness increases
with the speed while in the slug region, it decreases. The investigation of the in-
dividual contribution of the film and slug region reveals that the film contribution
is more significant than the slug region. Subsequently, the overall limiting-current
density drops monotonically with the velocity, within the established range.
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36 6. Conclusion

Examining the devolution of the bubble shows that the current densities deteriorate
as the bubble dissolves because of the electrochemical reaction—consequently, a
range of current densities specific to a flow condition are observed. At slowest
speeds, the difference in the current density-limits increases. As the current den-
sities change between the extremes, the stability of the cell gets affected. On the
contrary, at highest speeds, the competition between slug and film region reduces
the gap between the current density-limits, showing better stability but comes at
the expense of lower current densities. Therefore, an optimum velocity can be de-
termined to balance the current density and stability. Nevertheless, the average
current densities observed in the Taylor-flow cell with bubble dissolution are still
higher than the pipe-flow cell, indicating an overall improvement in its performance.

Conclusively, a 1D model is developed, based on the insights from the 2D elec-
trochemical model, to determine the current densities and dissolution rates. The
model agrees reasonably well with the 2D electrochemical model, especially at low
velocities. The author recommends the use of the 1D model for the practical es-
timation of current densities in the range described in Table 4.1. Error analysis
shows that by improving the correlation for mass transfer coefficient at caps or for
the diffusion layer thickness at the cathode enhances the model accuracy.

6.1. Future Opportunities
The first assessment of Taylor flow on electrolysis shows promising results. There
is a need for improvement in the model and following recommendations are made:

• Experimental studies for kinetics The kinetic parameters for the electro-
chemical reaction are system-specific. It is recommended to conduct some
experiments with Taylor-flow cell and verify the kinetics used in this Thesis.

• Dimensionless analysis It is recommended to perform an order of magni-
tude analysis to further the understanding of the system and generalise the
concepts that are discussed in this Thesis.

• Homogeneous reactions The model ignored the dissociation of CO2 in wa-
ter. A homogeneous reaction reduces the availability of CO2 and effects the
current density at the cathode. Hence, it is recommended to implement the
homogeneous reaction to get more realistic current densities.

• Bubble shape The current work assumes the shape of the bubble to be
an elongated sphere by neglecting the inertial forces. The assumption can
be relaxed to increase the range of operating conditions for the model. The
shape of the bubble can be considered by incorporating surface tension effects
at the interface using the Young–Laplace equation.

• Extending the model The information from current model is restricted to
the half-cell reaction at the cathode. It can be extended to implement ion-
transport through membrane and reaction at the anode.
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A
List of assumptions

Table A.1: An extensive list of assumptions made for the electrochemical model

No. Assumption
A-1 Process is Isothermal

A-2 Gases and liquids show ideal behaviour

A-3 Instantaneous transfer of OH – ions through membrane

A-4 Electrochemical catalyst is uniformly coated around the microchannel

A-5 Inertial and gravitational forces are negligible

A-6 Shape of the bubble caps is assumed to be hemispherical

A-7 Length of unit cell and void fraction can be varied independently

A-8 Stagnant Filme assumption: The film is assumed to be stationary.

A-9 Incompressible and Newtonian fluid

A-10 Fully developed flow is considered

A-11 Dilute solution

A-12 At the interface instant equilibrium is assumed

A-13 No migration inside the channel

A-14 Faraday’s law is valid

A-15 Electric double layer is ignored

A-16 100% Faradic efficiency

A-17 Mass transfer resistance inside the catalyst is negligible

A-18 Homogeneous reactions are absent

A-19 Periodic boundary condition is applicable to the Mass transfer

A-20 Quasi-steady-state analysis is valid

A-21 The electrochemical reaction rate follows butler-volmer kinetics
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B
Pipe-Flow cell

In this chapter simulation settings for the pipe-flow cell, used for comparative stud-
ies, are discussed.

B.1. Mesh
A quadrilateral mesh is generated as shown in ??. Close to boundaries elements
with high aspect ratio are made to capture the boundary layer.

Figure B.1: Mesh for Pipe-Flow cell

B.2. Boundary conditions
For the velocity, fully-developed flow profile with average velocity equal to the liquid
phase velocity of Taylor flow is given as input. And at outlet pressure is made equal
to zero.

For the concentration, the boundary conditions at the wall and axis remain same
as that of Taylor flow. For Inlet boundary condition, saturated concentration of
species, 𝑐፨። is used. At the Outlet boundary condition, diffusive flux is made zero.
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C
Matlab Code

Matlab has been used to solve for analytical models and to integrate parametric
studies in COMSOL. This chapter provides all the key scripts used in this Thesis.

C.1. Abiev’s Film profile

1 function [ r ,uF] = f i l m P r o f i l e (uB, d)
2 mu1 = 0.00089 ;%Water v i s c o s i t y (Pa- s )
3 rho1 = 1000;%Water density (kg/m3)
4 mu2 = 1.8e - 5 ;%Air v i s c o s i t y (Pa- s )
5 rho2 = 1 .275 ;%Air density (Kg/m3)
6 sigma = 0.072 ;%Surface tension (N/m)
7 Ca = mu1∗uB/sigma ; %Capi l lary Number
8 delta = 0 .67 ∗Ca^(2/3)/(1+3 .33 ∗Ca^(2/3) )∗d ;%Film thickness from ...

co r r e l t a t i o n
9 R = d/2; Rb = R- delta ; %Determining radius of bubble and channel
10 A = pi∗R^2; Ab = pi∗Rb^2; Af = A - Ab; %Determining area of ...

channel , bubble and f i lm
11 uTP = uB;%I n i t i a l guess
12 e = 0; v1 = mu1/rho1 ; v2=mu2/rho2 ; g=0;%Gravity i s ignored
13 qS = uTP∗A;%Flow rate ins ide the slug
14 qB = (uB∗Ab) ;%Flow rate of bubble
15 while ( e==0)
16 G1 = pi /8∗((R^4 -Rb^4)/mu1+Rb^4/mu2) ;
17 G2 = pi /8∗((R^4 -Rb^4)/v1+Rb^4/v2) ;
18 G3 = pi /4∗( rho1 - rho2 )/mu1∗Rb^2∗(R^2 -Rb^2) ;
19 dpdx = ((G2-G3)∗g -qS)/G1;%Calculating the pressure drop
20 g1 = g - 1/rho1∗dpdx ; g2 = g - 1/rho2∗dpdx ;
21 E1 = g1/4/v1 ; C1 = ( rho1 - rho2 )∗g∗Rb^2/2/mu1;E2 = g2/4/v2 ;
22 qF = ( pi∗R^2∗(E1∗R^2/2 - C1/2) - pi∗Rb^2∗(E1∗(R^2 -Rb^2/2) - ...

C1∗( log (R/Rb)+1/2)) ) ; %Calculating flow rate in f i lm
23 qb = ( pi∗Rb^2∗(E1∗(R^2 -Rb^2) - ...

C1∗ log (R/Rb)+E2∗Rb^2/2) ) ;%Calculating flow rate in bubble
24 s = 2∗( abs (qS -qB) - abs (qF) ) /( abs (qS -qB)+abs (qF) ) ; %Exit ...

condit ion for the loop
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25 qS = qB+qF;%Calculating flow rate in Slug
26 a = 1;
27 i f ( s<1e -7) %Tolerence
28 e = 1;
29 end
30 end
31 uTP = (qS/A) l %The l iquid - phase ve loc i ty ca lcu lated as output
32 r = l inspace (Rb,R,40) ;
33 uF = ((E1∗(R^2 - r . ^2)+C1∗ log ( r . /R) ) ) ; %Calculating the f i lm p r o f i l e
34 uF = (uF-uB) ; %Calculating the f i lm p r o f i l e in re f e rence frame
35 r = ( r -Rb)/ delta ; %Scal ing the f i lm beteween 0 and 1
36 plot ( r ,uF) ; %Plott ing the f i lm p r o f i l e
37 end

C.2. Bubble Dissolution

1 function [ t , cAvg , eB , kLa , CD] = shrinkageModel (model )
2 % - - - - - - - - - - I n i t i a l i s a t i o n - - - - - - - -%
3 I = Inputs (model ) ; %gett ing inputs from comsol fo r the ...

e lectrochemical model
4 dz = strcat (num2str (0) , ' [m] ' ) ; %i n i t i a l i s a t i o n
5 uB = strcat (num2str (0 .3 ) , ' [m/s ] ' ) ; %giving inputs
6 model.param.set ( ' dz ' , dz ) ; %Amount of lenght bubble shr inks
7 model.param.set ( 'uB ' ,uB) ;
8 mode l .h i s t .d i sab l e ;
9 model .sol ( ' so l1 ' ) .run ; %Running the model at time t = 0; model i s ...

solved for steady - state in comsol
10 % - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
11 % modelName = f u l l f i l e ( '/ Users/ r a i z e l /Desktop/Mass Transfer ...

Shrink/ShrinkageFiles ' , [ ' shrink ' num2str (1) ] ) ;
12 % mphsave(model , modelName) ; %Optional to save f i l e fo r each run
13 % - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
14 %I n i t i a l i s i n g parameters and var iab le s fo r next step
15 i = 1; cAvg(1) = mphglobal (model , 'cAvg ' ) ; eB(1) = 0 .5 ; tP = ...

4∗ I . d e l t a ^2/I.D ; t (1) = tP ; dz = 0;
16 kLa( i ) = mphglobal (model , 'kLa ' ) ;CD( i ) = mphglobal (model , 'CD' ) ; b = 0;
17

18 % - - - - - - - - - - Shrinkage s t a r t s - - - - - - - -%
19 while (min(eB) >= 0 .3 && b == 0)
20 i = i +1;
21 nuInt = mphglobal (model , ' J int ' ) ;%Mass Transfer rate at the ...

i n t e r f a c e ca lculated in comsol
22 dz = dz + nuInt /( I.cB∗pi∗I.Rb ^2)∗tP ;%Calculating the shrinkage ...

amount
23 dz_dim= dz/ I .d%non - dimensional i s ing fo r COMSOL
24 dz_S = strcat (num2str (dz_dim) , ' [m] ' ) ; %Decrease in s i z e
25 model.param.set ( ' dz ' ,dz_S) ;
26 mode l .h i s t .d i sab l e ;
27 model .sol ( ' so l1 ' ) .run ; %Run for the new domain
28 cAvg( i ) = mphglobal (model , 'cAvg ' ) ; %Monitoring a l i s t of ...

parameters over time
29 kLa( i ) = mphglobal (model , 'kLa ' ) ;
30 CD( i ) = mphglobal (model , 'CD' ) ;
31 eB( i ) = mphglobal (model , 'eB ' ) ;
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32 t ( i ) = i ∗tP ;
33 m = mphglobal (model , 'Luc_D ' )
34 v = mphglobal (model , 'eB ' )
35 d i f f = abs (eB( i ) - eB( i -1) )/eB( i ) %Condition for ex i t ing loop i f ...

void f rac t i on becomes constant
36 i f d i f f <=1e -5 %Tolarence
37 b = 1;
38 end
39 % modelName = f u l l f i l e ( '/ Users/ r a i z e l /Desktop/Mass Transfer ...

Shrink/ShrinkageFiles ' , [ ' shrink ' num2str ( i ) ] ) ;
40 % mphsave(model , modelName) ;
41 end
42 % - - - - - - - - - - - Shrinkage Ends - - - - - - - - -%
43

44 end
45

46 function I = Inputs (model )
47 I = struct ;
48 I.D = mphevaluate (model , 'DCO2' ) ;
49 I . c 0 = mphevaluate (model , ' c0 ' ) ;
50 I .d = mphevaluate (model , 'd ' ) ;
51 I .L = 5∗ I .d ;
52 I . e = mphevaluate (model , ' e ' ) ;
53 I.uB = mphevaluate (model , 'uB ' ) ;
54 I.cB = mphevaluate (model , 'cB ' ) ;
55 I.Rb = mphevaluate (model , 'db ' ) /2;
56 I.Lb = mphevaluate (model , 'Lb ' ) ;
57 I.Luc = mphevaluate (model , 'Luc ' ) ;
58 I . d e l t a = mphevaluate (model , ' de lta ' ) ;
59 end

C.3. 1D Model

1 function [ e , jLim ] = Model1D
2 uB = 0 .04 ; %Velocity as input
3 E = -3 .1 ; %Overpotential
4 i = 1; b = 0; k = 1;%ind ice s
5 [ dz , e (k) , jLim(k) ] = d i s so lu t i on (0) ; %i n i t a l i s a t i o n
6 %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
7 %- - - Polar i sat ion curves - - - - - -%
8 %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
9 % E = linspace ( -3 .1 : -0 .05 : -0 .5 ) ;
10 f o r i = 1: length (E)
11

12 j ( i ) = jE (E( i ) ,uB) /10;%Current density in mA/cm2
13

14 end
15 %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
16 %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
17 %- - - Bubble d i s so lut ion - - - - - -%
18 %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
19 while (min( e )>=0.3 && b == 0)
20 k = k+1;
21 [ dzN, e (k) , jLim(k) ] = d i s so lu t i on (dz ) ;
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22 i f ( abs ( e (k) - e (k -1) )/e (k) < 1e -12)
23 b = 1;
24 end
25 dz = dz + dzN;
26 end
27 %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
28 plot ( e , jLim/10) ; %Plott ing
29

30 end
31 function j = jE ( eta ,uB)
32 %Parameters from 1D model.
33 n = 2; F = 96500; D = 1.9e - 9 ; mu = 8.9e - 4 ; sigma = 0.072 ; R = 8.314 ; ...

T = 293;
34 CaB = mu∗uB/sigma ; d = 1e - 4 ; de lta = ...

d∗(0 .66 ∗CaB^(2/3)/(1+3 .33 ∗CaB^(2/3) ) ) ;
35 Lb = 2 .5 ∗d ; Ls = 2 .5 ∗d ; db = d - 2∗ delta ; Af = pi∗d∗(Lb-db) ; As = ...

pi ∗d∗(Ls+db) ;
36 c0 = 34; cRef = 40 .9 ; kL = 2∗ sqrt (2∗D∗uB/pi ^2/d) ; jEx = 0 .091 ; alpha ...

= 0 .17 ;
37 k = jEx/n/F/cRef∗exp ( - alpha∗F∗eta/R/T) ; Da = k∗ delta /D; k1 = ...

D/ delta ∗Da/(1+Da)∗(1+Ls/db) ;
38 %- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
39 %1D Model equations fo r current density
40 cAvg = kL∗c0 /(kL+k1) ;
41 jLim = n∗F∗D/ delta ∗( c0∗Af+cAvg∗As) /(Af+As) ;
42 j = -Da/(1+Da)∗jLim ;
43

44 end
45

46 function [dzN, eB , jLim ] = di s so lu t i on (dz )
47 %Parameters from 1D model.
48 n = 2; F = 96500; D = 1.9e - 9 ; mu = 8.9e - 4 ; sigma = 0.072 ; R = 8.314 ; ...

T = 293;uB = 0 .04 ; eta = -3 .1 ;
49 CaB = mu∗uB/sigma ; d = 1e - 4 ; de lta = ...

d∗(0 .66 ∗CaB^(2/3)/(1+3 .33 ∗CaB^(2/3) ) ) ;
50 Lb = 2 .5 ∗d- dz ; Ls = 2 .5 ∗d ; db = d - 2∗ delta ; Af = pi∗d∗(Lb-db) ; As = ...

pi ∗d∗(Ls+db) ;
51 c0 = 34; cRef = 40 .9 ; kL = 2∗ sqrt (2∗D∗uB/pi ^2/d) ; jEx = 0 .091 ; alpha ...

= 0 .17 ;
52 k = jEx/n/F/cRef∗exp ( - alpha∗F∗eta/R/T) ; Da = k∗ delta /D; k1 = ...

D/ delta ∗Da/(1+Da)∗(1+Ls/db) ;
53 dt = 10∗ delta ^2/D;
54 %1D Model equations fo r bubble d i s so lu t i on rate
55 cAvg = kL∗c0 /(kL+k1) ;
56 jLim = n∗F∗D/ delta ∗( c0∗Af+cAvg∗As) /(Af+As) ;
57 j = Da/(1+Da)∗jLim ;
58 dzN = j /n/F/( pi∗db^2/4)/cRef∗dt ∗(Af+As) ;
59 eB = Lb/(Ls+Lb) ;
60 end
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Dimensionless Equations

In COMSOL Multiphysics® the equations are implemented in dimensionless form
and the summary of equations including boundary conditions for the electrochem-
ical model are given below:

Continuity: ∇∗.𝑢∗ = 0 (D.1)

Navier-Stokes ∶ 𝑅𝑒(𝑢∗.∇∗𝑢∗) = −∇∗𝑃∗ + ∇∗Ꮄ𝑢∗ (D.2)

Species Transport ∶ 𝑃𝑒(𝑢∗.∇∗𝑐∗) = ∇∗Ꮄ𝑐∗ (D.3)

Table D.1: Boundary conditions for 2D Model - Dimensionless form

Boundary Hydrodynamics Species Transport

Inlet 𝑢∗ = 2(1 − 4𝑟∗Ꮄ) − Ψ𝑧̂ + 0𝑟̂ Periodic Boundary Condition

Outlet 𝑢∗ = 2(1 − 4𝑟∗Ꮄ) − Ψ𝑧̂ + 0𝑟̂ , 𝑃∗ = 0 Periodic Boundary Condition

Interface Slip condition, Ꭷ፮
∗

Ꭷ፧∗ = 0 - Free surface 𝑐∗። =
ፂᑠᑚ
ፂᑠᐺᑆᎴ

Wall No slip, 𝑢∗ = −Ψ𝑧̂ + 0𝑟̂ −∇∗፧𝑐∗። = −
ፑᑚ,ᑤ(᎔)

ፃᐺᑆᎴፂᑠᐺᑆᎴ/፝

Note, the above equations are obtained by scaling all length’s with diameter (d),
all velocities or speeds with liquid-phase velocity (𝑢ፓፏ) and all concentrations with
Saturated concentration of CO2. Scaling of few variables are shown below:

𝑟 = 𝑑.𝑟∗ 𝑧 = 𝑑.𝑧∗
Ψ = ፮ᐹ

፮ᑋᑇ
𝑃 = ᎙፮ᑋᑇ

፝ .𝑃∗
Re is Reynolds number Pe is Peclet number
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1D Electrochemical Model

Case setup The domain, as shown in Figure E.1, is divided into 2 regions: slug
region on either side of the bubble (1) and a film region (2). In the slug region,
as discussed in section 5.1, the liquid circulates and is dominated by convection. A
uniform concentration of 𝐶̄ is assumed in the slug region. Depending on the reaction
rate and velocity of slug, a small diffusion-layer appears close to the cathode, in
which the concentration gradients are significantly high. It is assumed that diffusion
layer thickness is the same as film thickness above the bubble. As mentioned in
section 5.1, this assumption is not valid. But from a modelling perspective, it is
still interesting to know what range of flow conditions make the assumption valid.
Therefore, the diffusion layer close to the cathode with a thickness of 𝛿 is selected
as the domain for the 1D model. At the interface, the concentration of CO2 in
water (𝐶ኺፂፎᎴ) depends on the equilibrium between the gas phase & liquid phase and
is assumed to be constant.

Figure E.1: Schematic representation of the domain for 1D Electrochemical model

Modelling Naturally, in the diffusion layer, only the diffusion is significant, and
thus only diffusion terms are considered in the species transport equation, and the
equation simplifies to Equation E.1.

𝜕𝑐
𝜕𝑡 = 𝐷 (

𝜕ኼ𝑐
𝜕𝑧ኼ +

1
𝑟
𝜕
𝜕𝑟𝑟

𝜕𝑐
𝜕𝑟) (E.1)

48



E

49

Since the film thickness(𝛿) is much smaller compared to the unit cell length(𝐿፮፜),
the concentration gradient in the z-direction is assumed minimal. Subsequently,
the second derivative of the gradient, i.e. the diffusion term in the z-direction is
considered insignificant. Equation E.1 can be simplified to a 1D problem and is
written as Equation E.2 for steady-state.

𝜕ኼ𝑐
𝜕𝜒ኼ ≈ 0 (E.2)

where 𝜒 is the radius in the new coordinate system, defined such that 𝜒 = 𝑟 − 𝑅፛.
The boundary conditions are:

𝑐(0, 𝑧) = {
𝐶̄(𝑡) ∀ 𝑧 ∈ Slug region
𝐶፨ፂፎᎴ ∀ 𝑧 ∈ Film region

} (E.3)

−𝐷 𝜕𝑐𝜕𝜒|᎑,፳ = 𝑘(𝜂).𝑐(𝛿, 𝑧) (E.4)

where 𝑘(𝜂) is first order rate constant given by Equation 3.11, as a function of
overpotential (𝜂). The solution to Equation E.2 is given by:

𝑐(𝜒, 𝑧) = 𝑐(0, 𝑧) (1 − 𝐷𝑎(𝜂)
1 + 𝐷𝑎(𝜂) .

𝜒
𝛿 ) (E.5)

where, 𝐷𝑎(𝜂) = ፤(᎔)᎑
ፃ is Damkohler number. From Equation E.5, for small over-

potentials i.e. for 𝐷𝑎(𝜂) << 1, 𝑐(𝜒, 𝑧) = 𝑐(0, 𝑧) giving an uniform concentration
in the film showing that system is rate-limited and for large over potentials i.e for
𝐷𝑎(𝜂) >> 1, the wall concentration, 𝑐(𝛿, 𝑧) → 0, showing a mass transfer limited
system. Notably, the average bulk concentration in slug region(𝐶̄) changes as the
reaction proceeds for long time. Also, during this period, the bubble starts shrink-
ing. Therefore, a quasi-steady-state approach as explained in subsection 3.1.2 is
also used for the 1D model.

The average bulk concentration can be determined by looking at the slug region as
a CSTR with uniform concentration (𝐶̄) in the bulk region as shown in the Figure E.2.

Figure E.2: Slug region of the Taylor flow

Mass balance over the bulk region of slug is given by:



E

50 E. 1D Electrochemical Model

Accumulation = In - Out + Generation

𝑉፬
𝜕𝐶̄
𝜕𝑡 = 𝑘ፋ .4𝜋𝑅

ኼ
፛ .(𝐶ፎ − 𝐶̄) − 2𝜋𝑅፛(𝐿፬ + 𝑑፛).𝐽|ፑᑓ + 0 (E.6)

where, 𝑉፬ ≈ 𝜋𝑅ኼ፛𝐿፬, 𝑘ፋ is mass transfer coefficient at the bubble caps, 𝐽|ፑᑓ is the flux
of CO2 at radius 𝑅፛. From Equation E.5, the flux at 𝑅፛ is given by 𝐽|ፑᑓ =

ፃ
᎑ .

ፃፚ(᎔)
ኻዄፃፚ(᎔) 𝐶̄.

The expression for mass transfer coefficient is obtained from correlation derived

from the penetration theory and stated as 𝑘ፋ = 2√
ኼፃ፮ᐹ
᎝Ꮄ፝ [27, 31, 41]. Equation E.6

can be rewritten as:

𝜕𝐶̄
𝜕𝑡 =

4𝑘ፋ
𝐿፬
.(𝐶ፎ − 𝐶̄) −

2𝐷(1 + ፝
ፋᑤ
)

𝛿𝑅፛
. 𝐷𝑎(𝜂)
1 + 𝐷𝑎(𝜂) .𝐶̄ (E.7)

At steady-state, the average concentration is given by Equation E.8.

𝐶̄ =
𝑘ፋ𝐶፨ፂፎᎴ
𝑘ፋ + 𝑘ᖤ

(E.8)

where, 𝑘ᖤ = ፃ
᎑ ×

ፃፚ(᎔)
ኻዄፃፚ(᎔) × (1 +

ፋᑊ
፝ᑓ
).

The total mass transfer rate at the cathode is determined using the equations for
average concentration and concentration profile. Equation E.9 gives the total mass
transfer rate at the cathode.

𝜈፰ፚ፥፥፦ = 𝐷
𝛿 .

𝐷𝑎(𝜂)
1 + 𝐷𝑎(𝜂) .(𝐶

፨
ፂፎᎴ .𝐴፟ + 𝐶̄𝐴፬) (E.9)

where 𝐴፟ is the surface area of film region, 𝐴፬ is the surface area of the slug region.
The total current density (j) is calculated from mass transfer rate using Faraday’s
law and is given by Equation E.11

𝑗 = 𝑛𝐹 × 𝜈፰ፚ፥፥፦
𝐴፟ + 𝐴፬

(E.10)

𝑗 = 𝑛𝐹𝐷
𝛿 . 𝐷𝑎(𝜂)

1 + 𝐷𝑎(𝜂) .
𝐶፨ፂፎᎴ .𝐴፟ + 𝐶̄𝐴፬
𝐴፟ + 𝐴፬

(E.11)

The limiting current density (𝑗፥።፦) is calculated using Equation E.11 to give Equa-
tion E.12.

𝑗፥።፦ =
𝑛𝐹𝐷
𝛿 .

𝐶፨ፂፎᎴ .𝐴፟ + 𝐶̄𝐴፬
𝐴፟ + 𝐴፬

(E.12)

At steady-state, assuming net-flux through inlet and outlet is zero, the total number
of moles of CO2 getting consumed at the wall is equal to the total number of moles
supplied at the interface. Mathematically, this is written as:

−𝐶፛
𝜕𝑉፛
𝜕𝑡 = 𝜈

፰ፚ፥፥
፦ (E.13)
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Figures

In this chapter, enlarged of some small figures are shown.

Velocity profiles in film for different meshes.
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Velocity profiles in liquid slug for different meshes.

Local current density at cathode for different mesh sizes
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CO2 concentration profile in liquid slug for different meshes
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