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Abstract
To ensure that a software system operates in the correct way,
it is crucial to test it extensively. Manual software testing is se-
verely time-consuming, and developers often underestimate its
importance. Consequently, many tools for automatic test gen-
eration have been developed during the past decade. EvoSuite
is a state-of-the-art tool for automatic generation of unit tests.
It can produce test suites based on chosen coverage criteria,
also known as a fitness function. Previous studies have widely
assessed the performance of the different fitness functions avail-
able in EvoSuite. However, the combination of various coverage
criteria has not been considered. In this paper, we assess the ef-
fectiveness of the combination of Branch coverage and Output
diversity fitness functions. We compare it to two of the most
popular fitness functions in EvoSuite - Branch coverage and the
Default configuration (combines eight coverage criteria) to es-
timate its performance. We developed a machine learning tool
that determines which fitness function will achieve better re-
sults based on class characteristics. The assessment criteria we
consider are branch coverage and fault detection, represented
by mutation score. We further examined how the time limit
affects the performance of the considered fitness functions. The
results have shown that the combination of Branch coverage
and Output diversity outperforms the Default configuration
significantly in branch coverage but has worse performance
in fault detection capabilities. We have also found that the
Branch and Output diversity coverage criteria achieve better
results when compared with only using Branch coverage in
terms of mutation score. Additionally, the static software met-
rics, especially CBO, LCOM* and LOC, are highly correlated
with the performance of the fitness functions and can predict
which coverage criteria will achieve better results.

1 Introduction
Software testing is an important activity for assuring the
quality of software systems. Test development requires pro-
ducing various program inputs that cover as much the po-
tential use cases of the system as possible, as well as validat-
ing the obtained output results. However, this is an effort-
intensive task and requires a significant time budget [44],
[9]. Nowadays, as the complexity of modern applications is
increasing, it is essential to produce meaningful tests that
achieve high code coverage. Many developers underestimate
the effort needed for software testing [11]. As a consequence,
the testing produced by software developers is usually inef-
fective. Subsequently, there is a need for automation of test
generation. Such optimisation can decrease the effort and
time required for testing [44], [51]. Following the need for
reliable automatic test generation, during the past decade,
various techniques and tools for test case generation have
been developed. Furthermore, recent research show that

Artificial Intelligence performs better when compared to
developer-written tests in the case of code coverage [2], [41].
EvoSuite is a state-of-the-art tool for automatic genera-

tion of unit test cases in Java. It is able to produce various
test suites, based on the selection of fitness functions, with
high code coverage [16], [17]. The EvoSuite fitness functions
compute the distance of the generated test suites to cover
the desired test targets [41]. The test targets are represented
by various coverage criteria, such as branch coverage, line
coverage and weak mutation coverage. Furthermore, as it
requires only code that compiles the EvoSuite tool allows in-
vestigation of its performance on many popular open-source
projects containing large sets of software systems, such as
SF-110 corpus [17].

In recent years, many different fitness functions have been
added to EvoSuite [47]. However, as individual fitness func-
tions have been created to satisfy various coverage criteria,
it is currently unclear what is their contribution in case of
finding bugs [3]. Moreover, as in previous research, the ef-
fect of choosing various single fitness functions has been
widely assessed, there is a need for further investigation into
the performance of the combination of different coverage
criteria [18], [49].

Previous studies have shown that the Branch coverage cri-
teria in EvoSuite achieves the best results among all possible
fitness functions in EvoSuite [18], [49]. Output diversity is
a black-box technique that maximises differences between
observed output. Previous research has shown that output
diversity is a promising new black-box testing criterion, and
test suites selected to satisfy this criterion are often more
consistent in detecting faults when compared to the one
selected from white-box criteria [4].

This research will focus on creating a model based on em-
pirical results that predict which fitness functions are best
suited for the class under test. In particular, we will investi-
gate the possible benefits of using the combination of Branch
coverage and Output diversity as a fitness function for test
generation when compared to the Branch coverage fitness
function and the EvoSuite Default configuration, which com-
bines eight different coverage criteria. In this paper, we will
abbreviate the fitness functions as follows: DC for the De-
fault configuration, BC for Branch coverage and BO for the
combination of Branch coverage and Output diversity.

To that end, the main research question is:

• When and how does Output diversity affect the
number of bugs detectedwhen combinedwithBranch
coverage?

The corresponding sub-questions are:



• How does the Output diversity in combination with
Branch coverage affect the branch coverage in compari-
son with using only Branch coverage/ Default configu-
ration fitness functions?

• How does the Output diversity in combination with
Branch coverage affect the fault detection in comparison
with using only Branch coverage/ Default configuration
fitness functions?

• How does the time budget affect the achieved branch cov-
erage, when using the combination of Output diversity
and Branch coverage, in comparison with using Branch
coverage/ Default configuration fitness functions?

Our results showed a correlation between specific static
class analysis metrics and the performance of the different
EvoSuite fitness functions. In general, the results have shown
that the combination of Output diversity and Branch cover-
age achieves better results when compared to Branch cover-
age in terms of fault detection capabilities. However, it has
worse performance than the DC fitness function. In terms of
achieved branch coverage, the BO significantly outperforms
the DC criteria and obtains almost identical results as the BC
fitness function. However, based on various class analysis
metrics, different fitness functions may be more appropriate
in specific cases. The time limit positively affects the fitness
functions’ performance in the range of 1 to 3 minutes. After
the third minute, the increase becomes almost insignificant.
Additionally, adding more coverage criteria to a fitness func-
tion can lead to worse performance in many cases, in the
interval of 3 to 5 minutes.
The research paper has the following structure. Section

2 introduces the background of the research and related
work. Section 3 describes the research methodology and ex-
plains what approach we have chosen to answer the research
question/ sub-questions and why we decided to follow this
method. In section 4, we present the results of the experiment.
In section 5, we reflect on the research findings. Section 6 is
dedicated to the ethical aspects of our research and its repro-
ducibility. In the final Section 7, we provide our conclusions
and discuss open issues and possible improvements.

2 Background
2.1 Search-based Software Testing
Search-based Software Testing, also known as SBST, com-
bines automatic test case generation and search techniques
[23]. Previous studies have considered SBST techniques on
different testing levels [33]. For instance, Fraser et al. [16]
examined SBST for unit testing, while Derakhshanfar et al.
[14] considered search-based testing on the integration test
level. In this study we focus on Search-based unit testing.
Search-based unit testing is one of the topics that has been
extensively studied in previous research [2], [17], [47]. In the
automatic unit test generation, the search process consists of
generating various test suites that satisfy different coverage

criteria. In SBST, these coverage criteria are also known as
fitness functions. The purpose of the fitness functions is to
guide the search to promising areas of the search space by
evaluating candidate solutions, in our context – test cases.
The fitness function is problem-specific and should be de-
fined when considering new problem, in our case - the class
under test (CUT) [34].

2.2 EvoSuite for automatic test generation
EvoSuite is a Search-based Software Testing tool that auto-
matically generates unit test suites for Java classes based on
chosen code coverage criteria, such as branch coverage, line
coverage and others. It uses an evolutionary approach based
on a genetic algorithm to derive test suites. In the context of
SBST, each coverage criterion is considered a fitness func-
tion that guides the unit test generation to achieve optimal
code coverage for that particular criterion [38]. This study fo-
cuses on Branch coverage, Output diversity and the EvoSuite
Default configuration fitness functions. The Default configu-
ration in EvoSuite combines eight coverage criteria. In par-
ticular, it combines – Branch coverage (BC), Direct Branch
Coverage, Line coverage, Exception coverage, Method cov-
erage, Method coverage (Top-Level, No Exception) - MNEC,
Output coverage/ diversity and Weak Mutation coverage
[19], [42].

2.3 Combining coverage criteria
For the first time, Rojas et al. [47] combined multiple cov-
erage criteria for SBST. The results showed that when com-
bining different fitness functions, the test generation perfor-
mance does not suffer. Furthermore, in some aspects com-
bining various coverage criteria can boost the performance
of SBST. Later Gay et al. [18] provided evidence that multi-
objective suite generation could be more effective than single
coverage criteria. However, there is still a need to understand
how and when a combination of various fitness functions
could outperform the single coverage criteria.

3 Methodology
To answer the research questions mentioned in Section 1, we
developed a machine learning data analysis tool that aims to
find the extent to which the combination of Output diversity
and Branch coverage affects the branch coverage and the
fault detection capability of the test suites generated by Evo-
Suite. To assess the effect of this combination, we compared
its performance to two fitness functions - Branch coverage
and Default configuration in EvoSuite. A good model for
determining the fault detection effectiveness of fitness func-
tions is mutation score [36]. Mutation score is a quantitative
measurement of the test quality based on the ability of the
test suites to detect faults [63], [31]. Thus, in this paper we
will use mutation score to measure the fault detection capa-
bility of the generated tests.
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In this research, we strive to find a correlation between
specific program characteristics and the performance of the
different fitness functions. To discover such characteristics,
we rely on static software metrics and machine learning. The
tool we have developed uses a pre-determined set of static
software metrics to decide in which cases it is better to use a
combination of Branch coverage and Output diversity (BO),
only Branch coverage (BC) or the Default configuration (DC).
As the general structure of the machine learning system is
the same, its configurations and parameters vary for the
different datasets (based on the two functions that we are
comparing and what we are examining - branch coverage or
mutation score). The formation of the datasets is described
in Section 3.1.

3.1 Data Collection
For the research, we collected data for different classes from
the open source projects SF110 Corpus 1 and Apache Com-
mons2. Following the same methodology as Panichella et al.
[41], we chose 346 Java classes for analysis. For every class
we obtained 49 static code metrics by using the CK tool [6].
The EvoSuite tool uses evolutionary algorithms to gener-
ate test suites, that are by definition stochastic algorithms.
Hence, the produced test suites may vary when running
the tool multiple times with the same configuration/setting.
Therefore, we ran the tool ten times per class to address
the stochastic nature of the tool. For every class and fitness
function, we considered the branch coverage and mutation
score achieved by the generated test suites. Following the
approach of Derakhshanfar et al. [15] and Olsthoorn et al.
[39], we run EvoSuite with three different search budgets
(time out for the generation process) of 60s, 180s and 300s for
the branch coverage. This is because the runtime of EvoSuite
has a significant effect on the overall coverage achieved by
the generated tests. As computing mutation score is highly
time-expensive, we considered only the 60s time limit for
the fault detection capabilities.
3.2 Statistical analysis
After obtaining the ten test results per class, we performed
statistical analysis. We first applied the normality test on the
ten test runs for every fitness function configuration. As we
ran the test on only ten observations, we used Shapiro–Wilk
normality test, which has good performance on distributions
with a small sample size [45], [50]. The null hypothesis of
the normality tests states that data follows the normal distri-
bution when the 𝑝-value is greater than some predetermined
value [1]. Opposite, when the 𝑝-value is smaller or equal to
the chosen threshold value, the null hypothesis is rejected.
In this research, we decided to set the 𝑝-value to 0.05, which
is commonly used in studies [54]. Based on the normality
of the data, we compared the scores of the different fitness
1https://www.evosuite.org/experimental-data/sf110/
2https://commons.apache.org/

function configurations using the t-test orWilcoxon test [60]
accordingly. T-test has a good performance for establishing
significant differences when the data is normally distributed,
while the Wilcoxon is appropriate when the data is not nor-
mally distributed [12]. When the 𝑝-value obtained from the
t-test/ Wilcoxon test is lower than 0.05, the two distributions
in the comparison are significantly different. Following the
results from the statistical test, we saved for consideration
only the classes that have a significant difference for every
configuration. Despite using different fitness functions, most
of the classes had very similar branch coverage and mutation
score. Consequently, the resulting datasets for analysis were
minimal. The full results from the statistical significant test
can be observed in Table 1, 2.
In this study, we are not just interested in the statistical

significance but also in the magnitude of the differences
between the results (coverage and mutation scores) achieved
by the different fitness functions. To this aim, we applied the
Vargha-Delaney effect size (Â12 statistics) [59], [53]. The full
results of the Â12 statistics are presented in Appendix A.

To determine for which classes one fitness function would
achieve better results than the other, we apply a supervised
machine learning model [37]. Hence, for binary classification
we built a dataset where the class metrics are the features,
while the labels to predict are {0, 1}. Based on the Â12 sta-
tistics, if the combination of Branch and Output coverage
performs better, we labelled the class with "1". Opposite,
when the Default configuration or Branch coverage func-
tions achieve a higher score, we labelled the CUT with "0".
When the magnitude of the effect size test for the class is
"negligible" or "small", the difference in the performance of
the two fitness functions is not significant enough to bring
some meaningful information. Therefore, we did not con-
sider these classes in the analysis. The code we used for
the Vargha-Delaney effect size test is from an open-source
project 3, and represents an adapted Python version of the
Vargha-Delaney effect size test from the R package "effsize"
[56].

From the Vargha-Delaney test results, we observed a large
class imbalance for some datasets. In particular, these are all
sets comparing BO and DC. Additionally, there is a signifi-
cant class imbalance for all datasets resulting from assess-
ing the fault detection capabilities of the fitness functions.
Such differences in the number of observations for the dif-
ferent classes and, in general, the small size of the datasets
may lead to inaccurate predictions when using the machine
learning approach. Thus, we decided to manually validate
the obtained results from the data analysis tool for these
datasets. Furthermore for the comparison of BO and DC in
terms of branch coverage we performed qualitative analysis,
presented in Appendix C.

3https://gist.github.com/f9b19d65b7f16603c837024d5f8c8a65.git
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3.3 Data analysis tool
The data analysis tool consists of three main stages: data pre-
processing, classification and evaluation. Figure 1 represents
the general structure of the tool. For every step on Figure
1 we performed parameter tuning. Then for every different
configuration, we evaluated its performance and chose the
one with the highest accuracy for the data analysis. For the
tool development, we used the Scikit-learn library in Python
[43].

3.3.1 Data pre-processing. Asmentioned above, the train-
ing and analysis dataset has shrunk drastically after the sta-
tistical significance test. To that end, to develop a reliable
machine learning tool, we should consider the risk of over-
fitting. Overfitting is the use of models or procedures that
violate parsimony. In other words, include more terms than
are necessary or use more complicated approaches than are
necessary [21]. To mitigate the risk of overfitting as much as
possible, we performed feature selection on the static class
analysis metrics. We used L1-based or Tree-based feature
selection, based on the dataset’s properties [62], [48]. To
assess which of these models performs better, we added var-
ious feature selection techniques (Linear SVC, DecisionTree,
RandomForest and others) as the first term in the pipeline
- Figure 1, which performance we examined following the
approach in Section 3.3.3.

Figure 1. Pipeline of the data analysis tool

Another technique that we investigated and could enhance
the performance of the data analysis tool is outlier removal.
For this task, we decided to use Isolation Forest, which is
a reliable algorithm for anomaly detection [28]. Then, we
removed the detected outliers (anomalies) from the training
data. However, for some datasets, this technique did not
improve the classifier’s performance. For this reason, we
added it as the second term in the pipeline - Figure 1, and
it was included only when it increased the accuracy of the
classifier.
As there was a class imbalance in the datasets, we per-

formed class balancing. There are two main techniques for

class balancing - oversampling and undersampling. In gen-
eral, undersampling refers to removing observation samples
from the dominating class. Oversampling is the opposite -
adding additional samples from the minority class by repeat-
ing observations from the dataset or creating artificial ones
[35]. As our data is limited, we are not able to remove sam-
ples. Consequently, we used oversampling. In particular, we
assessed two methods - Random Over Sampling and SMOTE.
The first one adds random observations from the data set un-
til the class is balanced, while the second one adds artificial
samples [10]. We added both techniques as the third term in
the pipeline - Figure 1, as their performance varies for the
different datasets.

3.3.2 Classifier. As the datasets are very small, we were
able to examine the performance of multiple classifiers. From
Osisanwo et al. [40] and Althnian et al. [5], we have seen that
SVM, Naive Bayes, Random Forest, Decision Tree and Ad-
aBoost have good performance when trained on limited data.
Consequently, as a final term in our pipeline, we included
Gaussian Naive Bayes, Support Vector Machine, Decision
Tree, Random Forest, and three boosting algorithms - Ad-
aBoost, XGBoost and GradientBoost. In his research, Gómez-
Ríos et al. [20] presents more information about AdaBoost,
XGBoost and GradientBoost and their similarities and differ-
ences. Additionally, we considered Logistic Regression, as it
is a simple and efficient method for binary classification [52].
As stated above, there is a severe risk of overfitting. Hence,
we did not consider Neural Network classifiers as they are
prone to overfitting because of their complexity [57].
To further boost the classifier algorithms, we performed

hyper-parameter tuning. The classifier parameter tuning
could often be more important than the choice of machine
learning algorithms [26]. Therefore, we assessed many differ-
ent parameters for every classification model. Additionally,
we considered various parameters for all data pre-processing
techniques. We have to mention that only the data balancing
model and the classifier were tuned after the train-test split,
using grid search. In total we considered more than 900 0004
different combinations of pre-processing techniques and clas-
sifiers. For every dataset we chose the best combination of
classifier and pre-processing techniques and used it for the
data analysis.

3.3.3 Evaluation of the system. To reliably assess the
performance of the machine learning system, we decided
to use a cross-validation strategy. We used the Nested-CV
model, as it provides unbiased performance estimates even
for data with a limited sample size. Nested CV is performed
in two layers to obtain the training and validation set [58].
In the first layer, we use a K-fold CV split with k=5. Thus we
split the data into five equal segments, and on every iteration,

4Feature selection - 18 configurations; Outlier removal - 5 configurations;
Data Balancing - 14 configurations; Classifiers - 733 configurations.

4



different segments are used for validation [46]. On the sec-
ond layer, we used grid search with 5-fold cross-validation
to assess the performance of the pipeline. To measure the
performance of the classifiers, we used F1 score, which com-
bines the precision and recall into a single metric by taking
their harmonic mean. It is commonly used to assess the per-
formance of machine learning algorithms [27].

Dataset All classes Classes with significant
difference

BO/BC - branch
coverage 60s 346 33

BO/DC - branch
coverage 60s 346 60

BO/BC - branch
coverage 180s 346 25

BO/DC - branch
coverage 180s 346 73

BO/BC - branch
coverage 300s 346 24

BO/DC - branch
coverage 300s 346 70

Table 1. Classes with significant difference for all datasets
considering branch Coverage

Dataset All classes Classes with significant
difference

BO/BC -mutation
score 60s 346 81

BO/DC - muta-
tion score 60s 346 98

Table 2. Classes with significant difference for all datasets
considering mutation Score

4 Results
In this section, we will discuss the obtained results and how
they answer each of the research questions introduced in
Section 1.

From Table 1, 2 we observe that out of the 346 classes we
have selected for analysis, the classes with significant differ-
ence are just a small fraction. Thus, we can say that in most
of the cases there will not be a considerable difference in the
efficiency of using the combination of Branch coverage and
Output diversity or Default configuration/ Branch coverage
as a fitness function.

4.1 RQ1
• RQ1: How does the Output diversity in combination with
Branch coverage affect the branch coverage in compari-
son with using only Branch coverage/ Default configu-
ration fitness functions?

For assessing the effect of BO on the branch coverage we
considered six different datasets. For each couple of fitness

functions that we compare (BO and BC; BO and DC), we
consider three time limits of 60s, 180s and 300s. Due to space
limitation the results and the analysis for the 300s datasets
is presented in Appendix D.
The Branch coverage fitness function achieves better re-

sults in all examined timeframes. However, the class distri-
bution is almost even for the 180s and 300s. BO achieves a
better score for almost all classes in all possible timeframes
when compared with DC, in terms of branch coverage. From
Appendix A, we see that there are too few classes for which
the performance of DC fitness function is better. Because of
this significant class imbalance, using the data analysis tool
could be unreliable. For the 60s dataset there are only two
classes in favour of DC. Thus for this timeframe we analysed
the data only manually. As for the 180s and 300s datasets,
we obtained results from the data analysis tool, which we
validated through manual analysis and further performed
qualitative manual analysis, which is presented in Appen-
dix C. The top ten configurations, their parameters and the
selected features, as well as all of the results from the data
analysis tool are presented in Appendix B. On Table 3 we
have presented the best classifier for every dataset and the
achieved F1-score.

Dataset Best performing classifier F1-score
BO/BC - branch
coverage 60s XGBClassifier 0.899

BO/BC - branch
coverage 180s LogisticRegression 0.84

BO/DC - branch
coverage 180s GradientBoostingClassifier 0.922

BO/BC - branch
coverage 300s DecisionTree 0.947

BO/DC - branch
coverage 300s DecisionTree 0.904

BO/BC -mutation
score 60s RandomForestClassifier 0.925

BO/DC-mutation
score 60s GradientBoostingClassifier 0.887

Table 3. Best classifiers and F1-score for every considered
dataset

4.1.1 60s. Figure 6 depicts top 10 best performing esti-
mators for the 60s time limit. We note that all of the best
performing configurations have the same feature selection
technique - DecisionTree and the same set of features used
for training. This provides a clear evidence that the static
software metrics have a significant correlation with the per-
formance of the fitness functions. Furthermore, from our
observation of the results, we noted that the LCOM* (Lack of
Cohesion of Methods) [22] metric is selected by the feature
selection techniques in 88% of all combinations. This shows
that the Lack of Cohesion of Methods is strongly correlated
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to the performance of BO and BC fitness functions when
considering branch coverage. From Table 3 you can see that
the best performing classifier is XGBoost, with accuracy of
around 90%. Its resulting decision tree is represented in Fig-
ure 7. The tree shows that LCOM* and the number of private
fields decide which fitness function is better. It shows that
BO performs better when the LCOM* ranges between 0.597
and 0.74 or when LCOM* is more than 0.74, but the number
of private fields is more than five.

For the 60s timeframe, we observed that only two classes
achieved better scores when using Default configuration
as a fitness function. Furthermore, one of the classes has a
medium difference; thus, its coverage is very close to the one
achieved by BO. Therefore, we performed manual analysis
following the procedure in Appendix C - C.1. From the man-
ual analysis of the code, we cannot say that the two classes
have some unique characteristics. Both classes contained
only one complex method and many straightforward ones.
As we could not collect any insights from the script why
these two classes are anomalies, the class metrics provided
some understanding.
In previous studies, Badri et al. [7, 8] showed that class

metrics correlate with the testing effort. In particular, the
metrics WMC, RFC, LCOM and LOC can predict the testing
effort. In consequence, we firstly took a look at these class
metrics. WMC represents McCabe’s complexity [32], while
LOC considers lines of codes, LCOM - lack of cohesion of
methods and RFC counts the number of unique method in-
vocations in a class. We observed that the average WMC is
more than five times smaller than the mean for the whole
dataset. Furthermore, the average LCOM for the two outlier
classes is 3, while for the whole set is 1514.1. Additionally,
the score for LOC, quantity of "return", loop, try-catch blocks,
parenthesized expressions, numbers, assignments and math-
ematical operations is significantly lower than the average
for all classes. In Appendix C, Figure 26 we have provided
a table with specific class metrics, the average of these met-
rics for all significant classes under test and the average for
the outlier classes. The classes in yellow have a "medium"
difference.
Previous research has shown that LCOM is correlated

to the complexity of classes [30]. Moreover, LOC and the
number of assignments, mathematical operations, numbers,
expressions and loops could be considered an indirect indica-
tion of the complexity of the classes. These values are much
lower than the average for the classes where the DC fitness
function performs better. As two classes are not enough to
make reliable conclusions, from our observations, we can
say that Default configuration will perform better for the
60s time limit only if the classes have very low complexity.

4.1.2 180s. The logistic regression classifier performs best
for the 180 seconds time limit, when comparing BO and
BC, with accuracy of 0.84 - Table 3. The best performing

feature selection functions are Select from Percentile, with
chi-squared as the scoring method [29] and XGBoost. Out of
the ten best configurations, shown in Appendix B, in nine,
the feature selection technique selected LOC, WMC and
LCOM for training.

On Figure 9, in Appendix B you can see the coefficients and
the interception of the obtained Logistic regression estimator.
For the interpretation of the results we used the function
presented in Figure 9 [25]. From these results, we can see
that classes with a high number of mathematics operations
and fields, as well as a high value of CBO (Coupling between
objects), will be labelled as "1", and thus, the BO will achieve
better coverage than the BC fitness function. Conversely, for
the classes with high values of CBO (Modified), RFC and
"return" quantity, the BC fitness function will perform better.
Another factor we assess is that LCOM and LOC usually get
very high values (a couple of hundreds or even thousands).
Therefore, for the classes with many lines of code, the BO
will choose better test suites, while for the classes with high
LCOM, we should choose the BC fitness function for optimal
results. Additionally, other coefficients could affect choosing
the better fitness function, such as NOSI, WMC, number of
parenthesized expressions and others, presented in Figure 9,
but their influence is marginal.
For the feature selection, nine of the ten best configura-

tions used DecisionTree, when comparing BO and DC. The
only class metric present in all sets of selected features is
the "number" quantity. The rest of the selected class met-
rics are "static field" quantity, number of comparisons, loops,
maths operations and visible methods. To obtain the deci-
sion boundary of the GradientBoost - Table 3, we plotted and
examined every DecisionTree, used as an estimator by the
GradientBoosting. In total, we considered 100 different trees.
We decided to study only the conditions that were present
in ten or more different trees (at least 10% of all trees) to
mitigate the randomness and extract only the essential rules.
Eight conditions passed the 10% requirement - Appendix
B, Figure 13. Then we analysed every condition manually,
as some were very similar. After manually validating the
decision tree results, we reduced the obtained conditions to
five - Figure 14. We have found that DC outperforms BO in
branch coverage when the number of loops is lower or equal
to 4, the number of static fields is between 2 and 16, and the
number of comparisons is between 2 and 131. At least two
of these three conditions should be satisfied for the DC to
outperform BO. Additionally, we performed manual analysis
for this dataset, which is presented in Appendix C - C.2.

4.1.3 300s. Because of space limitations, the analysis for
the 300s is in Appendix D. The decision trees for the compar-
ison of BO and BC, and BO and DC are presented on Figure
11, 16.

To sum up, the combination of Branch and Output diver-
sity performs better when compared to DC. For less than

6



180s, the complexity can affect the fitness function’s perfor-
mance; thus, for the classes with very low complexity, the
Default configuration would achieve higher branch coverage.
Specific software metrics determine which fitness function
performs better for the datasets for three and five minutes
and when comparing BO and BC.

4.2 RQ2
• RQ2: How does the Output diversity in combination with
Branch coverage affect the fault detection in comparison
with using only Branch coverage/ Default configuration
fitness functions?

For the mutation score, we observed much more classes
with significant differences than when considering branch
coverage. From our observation of the effect size results, pre-
sented in Appendix A, we can say that BO is performing
much better than the BC fitness function when consider-
ing fault detection capabilities. However, DC outperforms
significantly BO.
In Appendix C, Figure 17 shows the top performing con-

figurations and the selected features of the data analysis
tool for comparing BO and BC in terms of mutation score.
Only one class metric is present in the selected features for
all top ten classifiers - LCOM*. The classifier with the best
performance is RandomForest - Table 3. We plotted every
tree in the forest and extracted the most common decision
points. The conditions that were present in most trees were
LCOM*<=0.78 and LCOM*<=0.77, which proved the impor-
tance of the LCOM* metric. Because of the small number of
classes in favour of BC, we further checked the conditions
manually. In some cases, where there were similar decision
points, such as LCOM*<=0.78 and LCOM*<=0.77, we com-
bined them based on our manual analysis. The established
conditions are presented on Figure 18. We found that for
the BC fitness function to outperform BO, the conditions
LCOM*>0.77, CBO>3 and "number" quantity greater than
twelve, should always be satisfied. When the condition for
methods quantity is not satisfied (the number of methods
is less than 25), the requirement for the number of unique
words (unique words quantity more than 87) should be satis-
fied. The opposite holds for the rest of the classes. The classes
and its metrics are presented on Figure 19. In Figure 20 we
have presented a decision tree that combines all discovered
dependencies.
Figure 21 shows the best performing configurations for

the mutation score dataset, when comparing BO and DC
fitness functions. From Figure 21, Table 3 we can see that the
best performing estimator is the GradientBoosting classifier,
with accuracy of around 89%. Four class metrics are present
in all top ten configurations. In particular, these are - the
number of private fields, comparisons, assignments and DIT
(Depth Inheritance Tree). To interpret the GradientBoosting
classifier, we used the approach described in Section 4.1.2
when we compared BO and DC in terms of branch coverage.

From the 100 analysed trees, the 10% requirement was sat-
isfied by twelve conditions, shown in Figure 23. After the
manual validation, we reduced them to six - Figure 22. We
found that for BO to outperform DC, the number of com-
parisons should be between 14 and 34, while DIT should be
lower or equal to 1. Additionally, the estimator suggested
that the number of private fields should be less than or equal
to 5, LOC should be less than 568, and the "return" quantity
should be more than 12. At least four of these conditions
should be satisfied for the class under test, in order BO to
outperform DC.

4.3 RQ3
• RQ3: How does the time budget affect the achieved branch
coverage, when using the combination of Output di-
versity and Branch coverage, in comparison with us-
ing Branch coverage/ Default configuration fitness func-
tions?

In Figure 2 we have presented the average branch cover-
age for all considered fitness functions and classes for three
time limits - 1, 3 and 5 minutes. In the interval of 1 - 3 min-
utes, the achieved branch coverage when using the BC or
BO increases by around 3% on average. However, after the
third minute, the improvement in the coverage is marginal -
less than 1%. As the average coverage percentage of the DC
fitness function increases at the almost same rate as the other
two in the interval of 1 - 3 minutes, its coverage decreases
after that time. Oppositely, we can see that, on average, the
Branch coverage function continues to improve after the
third minute. At the same time, BO has almost no visible
improvement after the third minute. From Appendix A, we
can see that the tendency when comparing the classes for
the different fitness functions with the effect size test is very
similar to the one in Figure 2. Consequently, we can claim
that there is a correlation between the number of coverage
criteria used as a fitness function and the achieved branch
coverage. In particular, using more coverage criteria could
lead to smaller branch coverage.

Figure 2. Average branch coverage achieved for different
time limits
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In terms of mutation score, we noted that the Default
configuration fitness function did not manage to generate
test results for the class com.soops.CEN4010.JMCA.JParser
.JavaParser. This class distinguishes itself with its very high
complexity; itsWMC is 3301. However, BO and BC generated
test suites and reported branch coverage for the class. As
the Default configuration combines eight different coverage
criteria, we suppose that it will not be able to produce results
for very complex classes and short available time. In these
cases, it will be better to use simpler fitness functions that
are more effective. As BO performs much better than the
BC fitness function, we suggest using BO for very complex
classes and limited time. However, this claim is based on only
one class observation and could be exclusion. Thus, further
investigation to prove the claim is required.

5 Discussion and Threats to validity
Previous research has shown a correlation between static
software metrics and testing effort [7], [8]. In our study, we
observed a significant relationship between the class metrics
and the achieved branch coverage/ mutation score by the
different fitness functions. In particular, we have seen that
the combination of Branch coverage and Output diversity
performs much better than the Default configuration fitness
function in terms of branch coverage. Additionally, it has
significantly better results when compared to Branch cover-
age in terms of fault detection capabilities. However, in most
cases, the mutation score of the DC fitness function is better
than the one of BO. A study showed that the "Weak mu-
tation" coverage criteria (WMC) could significantly impact
the mutation score [55]. Therefore, the good mutation score
achieved by the Default configuration could be explained by
the fact that "weak mutation" is one of the eight coverage
criteria that DC combines.
We observed that, on average, BO achieves almost iden-

tical results as BC for all time limits in terms of branch
coverage. However, in terms of fault detection capabilities,
BO dominates BC significantly. Therefore, for a tradeoff of
less than one percent on average of the achieved branch
coverage BO will provide significantly more extensive fault
detection testing. Thus we suggest using the combination of
Branch coverage and Output diversity instead of only using
Branch coverage as a fitness function.
The class metrics CBO, LCOM* and LOC correlate sig-

nificantly with the various fitness functions discussed in
this paper. Previous research has shown that high values for
WMC, LCOM and CBO increase the complexity and affect
the testability of the classes [24]. Therefore, we can claim
that the complexity of the CUT affects the performance of
the fitness functions. However, the important class metrics
and their values vary when comparing the various fitness
functions and depend on the time limit. Additionally, we
observed that, on average, the increase in the time limit after

the 180s has a negative effect on the fitness functions that
combine many coverage criteria when considering branch
coverage.
Limitations to the current approach are mostly related

to the data analysis tool. We should mention that different
pre-processing configurations and classifiers may perform
better than the one presented in Appendix B and used for
analysis. Furthermore, we did not examine all possible tun-
ing parameters because of the need for high computational
power and time limitations. Consequently, there could be
a combination of parameters that achieve higher accuracy
than the one presented in Appendix B and Table 3. Another
limitation of our tool is that despite taking all of the measures
stated above to mitigate the risk of overfitting, our model
could still be prone to overfitting because of the minimal size
of some datasets. Additionally, the predictions may not be
reliable for the datasets with high class imbalance because
of the small data available for the minority class. In terms of
manual analysis, it has to be noted that the results are subject
to human bias and depend on the researcher’s interpretation
of the obtained statistical results.

6 Responsible Research
There are no significant ethical issues related to our research.
No sensible or confidential information was used in this
study. All of the data is from open-source projects, and the
method followed for its collection is described in [41]. Re-
producibility is an essential part of the research that ensures
validity and credibility. To ensure that our study is legitimate,
we should be transparent. To that end, we have provided the
Python code corresponding to the development of the data
analysis tool on Github 5. Github supports version control
and, in general, is a great tool for transparency [13]. Addi-
tionally, we added all data preparation and extraction scripts
to the Github repository.
Another factor to consider for reproducibility is the ran-

dom factor involved in the machine learning algorithms for
pre-processing and classification. Due to the small sample
size of the training sets, the randomness can cause fluctua-
tions in the performance of the data analysis tool. Further-
more, despite the fact that we used a Nested CV for the
evaluation described in Section 3.3.3, there is still a random
factor in the K-fold split used for the first layer of the Nested
CV [61]. This randomness affects the obtained accuracy of
the data analysis tool and can lead to slightly different re-
sults in future recreation. We presented the top ten best
performing configurations and their machine learning tun-
ing parameters in Appendix B. All data pre-processing and
classifier parameters that were not provided correspond to
the default ones used by Scikit-learn.

5https://github.com/Stoyan4050/Training-a-Machine-Learning-Model-for-
Optimal-Fitness-Function-Selection-with-the-Aim-of-Finding-Bug
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7 Conclusions and Future Work
We have shown that static software metrics correlate with
the performance of the fitness functions for branch coverage
and mutation score. The metrics we established as most sig-
nificant for choosing test coverage criteria are CBO, LCOM*
and LOC. As all of these metrics could be considered a rep-
resentation of the complexity of the classes, we state that
when choosing a fitness function for automatic test gener-
ation, the complexity of the classes to be tested should be
considered. BO significantly outperforms BC in mutation
score and achieves almost the same results for branch cov-
erage. Therefore, it is more appropriate to use BO instead
of BC, as it will provide better fault detection testing and
almost identical branch coverage. DC performs poorly when
considering branch coverage, but it achieves a much better
mutation score than BO and BC. Considering the time bud-
get, increasing the time limit to more than three minutes
leads to a decrease in the achieved branch coverage when
adding more coverage criteria. However, increasing the time
budget from 60s to 180s significantly improves the achieved
branch coverage for all fitness functions.

Future workmay include analysing different combinations
of fitness functions available in EvoSuite. Additionally, fur-
ther analysis into the factors that influence the performance
of the coverage criteria could be performed. Additional study
with more data may provide more insights into what factors
lead to the observed branch coverage and fault detection
capability performance of the combination of Branch cov-
erage and Output diversity fitness function. Further inves-
tigation into other model parameters and configurations of
pre-processing techniques and estimators could be tested to
enhance the data analysis tool.
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A Appendix A: Effect size

Figure 3. Effect size results for Branch + Output/ Branch coverage, in terms of branch coverage
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Figure 4. Effect size results for Branch + Output coverage/ Default configuration, in terms of branch coverage
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Figure 5. Effect size results for mutation score
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B Appendix B: Data analysis tool results

Figure 6. Hyper parameter tuning scores for the dataset BO/ BC fitness function comparison - 60s, in terms of branch coverage

Figure 7. Decision tree for the top performing classifier - BO/BC comparison for 60s, in terms of branch coverage
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Figure 8. Hyper parameter tuning scores for the dataset BO/ BC fitness function comparison - 180s, in terms of branch coverage15



Figure 9. Interpretation of Logistic regression functions - BO/BC comparison for 180s, in terms of branch coverage
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Figure 10. Hyper parameter tuning scores for the dataset BO/ BC fitness function comparison - 300s, in terms of branch coverage

Figure 11. Decision tree for the top performing classifier - BO/BC comparison for 300s, in terms of branch coverage
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Figure 12. Hyper parameter tuning scores for the dataset BO/ DC fitness function comparison - 180s, in terms of branch coverage
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Figure 13. All established conditions from the GradientBoosting classifier - BO/ DC comparison for 180s, in terms of branch coverage

Figure 14. Conditions from the GradientBoosting classifier after the manual validation - BO/ DC comparison for 180s, in terms of branch coverage
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Figure 15. Hyper parameter tuning scores for the dataset BO/ DC fitness function comparison - 300s, in terms of branch coverage

Figure 16. Decision tree for the top performing classifier - BO/DC comparison for 300s, in terms of branch coverage
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Figure 17. Hyper parameter tuning scores for the dataset BO/ BC fitness function comparison, in terms of mutation scores

Figure 18. Established conditions from the RandomForest classifier - BO/BC comparison, in terms of mutation score
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Figure 19. Class metrics for the classes that achieve better mutation score when using Branch coverage as fitness function - BO/BC comparison, in terms of
mutation score

Figure 20. Suggested decision tree for mutation score, when comparing BO and BC fitness functions, in terms of mutation score
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Figure 21. Hyper parameter tuning scores for the dataset BO/ DC fitness function comparison, in terms of mutation score

Figure 22. Conditions from the GradientBoosting classifier after the manual validation - BO/ DC comparison, in terms of mutation score
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Figure 23. All established conditions from the GradientBoosting classifier - BO/ DC comparison, in terms of mutation score
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C Appendix C: Manual qualitative analysis for the comparison of the combination of Branch
coverage and Output diversity and the Default configuration in terms of branch coverage

C.1 Manual qualitative analysis
For the classes that we analysed manually, we looked into the source code of these classes and their static analysis metrics, as
well as the results for every EvoSuite run. For the datasets with significant class imbalance, we analysed the minority classes
by looking for specific patterns and class characteristics to explain why those classes are exceptions. Thus, we strive to explain
the rare cases when it is more appropriate to use the fitness function corresponding to the minority class. In Appendix C, we
have presented the classes that we analysed manually for the 60s and 180s datasets when comparing BO and DC in terms of
branch coverage.

C.2 Comparing BO and DC in terms of branch coverage - 180s
For the 180s dataset, eleven classes achieved higher branch coverage when using DC as a fitness function, while BO dominated
in 62. We first examined the static software metrics that we considered in the manual analysis for the 60s timeline, described in
Section 4.1.1. However, this time some classes did not match our conclusions in Section 4.1.1 from the analysis of the 60s time
limit. One such class is org.tartarus.snowball.ext.englishStemmer, which had a "medium" magnitude from the Vargha-Delaney
test. This is why we decided to manually look into the test results for each of the ten runs of EvoSuite. For BO, all the values
for the branch coverage varied between 0.806 and 0.82, while for the DC, they were between 0.81 and 0.82. Furthermore, in
general, the two distributions were very similar. In contrast, for the ioproject.server.network.ClientGroup class, the branch
coverage result for BO varies between 0.65 and 0.89, while for the DC, it is between 0.8 and 0.93. Consequently, we decided not
to consider org.tartarus.snowball.ext.englishStemmer in the analysis. All other classes with "medium" magnitude had notable
differences. The resulting table is showed in Appendix C, Figure 25. From our observation, again, we can say that the complexity
affects the performance of the fitness functions. The class jigl.image.levelSetTool.LevelSetNudge has a very high "numbers",
"assignments" and "mathematical operations" quantity. However, it has LCOM of zero andWMC and LOC of around three times
less than the average for the all classes in the dataset. The class com.yahoo.platform.yui.compressor.JavaScriptCompressor
does not correspond to the above assumptions; only the value of LCOM is low. Additionally, org.joda.time.DateTimeZone and
org.joda.time.MutableDateTime have a similar code structure. To sum up, as in the general case the assumption that DC will
perform better when the complexity of the classes is low holds, there are exceptions for the 180s time limit.

C.3 Comparing BO and DC in terms of branch coverage - 300s
For the 300s dataset, the above assumptions do not hold. It is interesting to note that org.joda.time.DateTimeZone and
org.joda.time.MutableDateTime are again in the classes with better performance for the DC fitness function. As both classes
are from the same project, their code structure does not contain any specific characteristics. Hence, we can propose that the
good performance of DC for these classes could be related to inheritance or some internal code structure, specific for the "joda"
project. However, no other common characteristics describing the five classes with better performance for the DC fitness
function were found.
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Figure 24. Classes with higher branch coverage when using Default configuration as a fitness function in comparison with Branch + Output diversity for 180s

Figure 25. Classes with higher Branch coverage when using Default configuration as a fitness function in comparison with Branch + Output diversity
- differences comparison
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Figure 26. Classes with higher Branch coverage when using Default configuration as a fitness function in comparison with Branch + Output diversity
- differences comparison
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D Appendix D: Analysis for the comparison of combination of Branch coverage and Output
diversity and Branch coverage/ Default configuration fitness functions in terms of branch
coverage - 300s

D.1 BO/ BC
For the 300s time limit dataset, from Figure 10 we observe consistency with the selected features for the top ten best performing
configurations. However, for this dataset, the selected features are very different from the ones we observed from the data for
the one and three-minute time limit. The best performing classifier is the Decision tree, with an accuracy of around 0.95. The
obtained tree can be observed in Figure 11. The class metric FANOUT counts the number of output dependencies a class has,
i.e., the number of other classes referenced by a particular class [6]. From the obtained tree model, we can see that for FANOUT
more than eight and a number of string literals less than thirteen, it is better to choose BO as a fitness function. In the other
cases, the BC fitness function will achieve better coverage. Because the chosen class metrics have nothing in common with the
one established for the 60 and 180 seconds datasets, the accuracy is around 0.95, and the model is prone to overfitting, we also
checked the model manually. Interestingly, the decision tree correctly classifies all but one class and achieves an accuracy of
around 95%. Therefore, we can claim that for the 5-minute dataset, we can choose the better performing fitness function for
the class under test in terms of branch coverage using the proposed tree on Figure 11.

D.2 BO/ DC
For comparing BO and DC in terms of branch coverage, when the time limit is 300s, the best classifier is DecisionTree, with an
accuracy of around 90%. In Appendix B, Figure 15 shows the top ten classifiers and the selected features for every configuration
of the data analysis tool. From Figure 15 we can see that only the metrics considering lack of cohesion of methods are present
in all configurations on Figure 15. Thus, the LCOM/ LCOM* should be very important for choosing the optimal fitness function.
Because of the random factor in the Decision tree and the very imbalanced dataset, we run the data analysis tool for this set
several times. We obtained similar trees with a very high accuracy of around 90%. However, they still had some differences.
Therefore, after manually validating the trees, we combined their decision points into one tree, presented in Figure 16. From
the tree, we can see that the classes that perform well when using DC as a fitness function have high values for LCOM*, more
than 0.83. Also, the CBO of these classes is more than 11, while the number of loops is less than eight. The final condition
considers the lines of code and requires the classes to have LOC less than 624 in order for the Default configuration to perform
better than BO. If the classes satisfy all four conditions, DC will outperform BC for this dataset.

From our manual data analysis, we can claim that the decision tree on Figure 16 correctly classifies all available CUT. Hence,
the tree in Figure 16 can correctly predict which fitness function - BO or DC will achieve better branch coverage when the
time limit is 300s.
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