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Preface

This thesis stems from the Ruisdael project, a project created to gain better insight into weather and how
the contributing factors behave over various surface types. The Ruisdael initiative explores meteorolog-
ical tools and data from three surface types in the Netherlands: Rotterdam (urban); Cabauw (field); and
Loobos (forest). This thesis concerns the set-up and use of data from a Distributed Temperature Sensor
(DTS) cable running vertically along the tower at the Loobos site. The instruments on this tower gather a
variety of other meteorology-related measurements in addition to the DTS data. If temperature profiles
and gradients can be tracked through the vegetation layer, this method could have further applications
in meteorology and hydrology, such as gathering data on heat transfer over or through other types of
surface covers. This particular data-gathering method would particularly benefit situations where the
goal is to document spatially and temporally high-resolution data over a small surface area.

Sometimes, rather than theory, research begins with observation and curiosity. "What does it look like?"
"Are there any patterns?" In this case, that curiosity started with the the high-resolution data gathered at
the Loobos site. Small fluctuations could be seen in the data, which led to the question: "Can individual
eddies be tracked using the temperature profiles generated with fiber optics?"

Since the circumstances under which data are analysed are vital for data comparison, the focus soon
shifted to matching up the profiles and profile videos to the weather during data collection. What
better way to do this than to add a third dimension, time, to the profiles? Thus, the temperature maps
were created. These were filled with forms and features, which sparked a new round of curiosity,
leading to an exploration into the ways in which viewing the temperature over time in this manner could
provide insight into vertical temperature distribution patterns. A wavelike inversion layer revealed
itself in these images, leading to the third and final round of observation and curiosity. This exploration
centered on which elements of the weather might link to inversion height and strength, and how strongly.

The answers to these questions revealed themselves piecewise, and sometimes the results in one area of
research shed light on what once seemed a dead end to an earlier train of thought, creating an iterative
process of closing and re-opening old files and notes. Combined, all of these smaller questions and
observations paint an image of what fiber optics can say about heat transfer now, and hint at what they
may achieve in terms of observing heat transfer under a different set-up. The understanding gained can
be implemented to build specifics into weather and climate models, yielding more accurate forecasts
and predictions.

"Big whirls have little whirls
That feed on their velocity,

And little whirls have lesser whirls
And so on to viscosity."

- Lewis F. Richardson, 1920
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Abstract

This thesis explores the application of Distributed Temperature Sensing (DTS) technology to observe
temperature gradients and turbulent eddies within and above a forest vegetation layer. Atmospheric
temperature gradients tie directly to heat transfer, a primary mode of which are turbulent eddies. The
goal in studying these elements is to enhance the understanding of land-atmosphere coupling, which
plays a role in climate and weather modelling. The data collection took place in the first two weeks of
November 2022 at a meteorology study site in Loobos, the Veluwe. A fiber optic cable was installed,
running from the forest floor to 1.5 times the canopy height along a tower. The DTS technology
provided high-resolution temperature measurements at one-second intervals. Fluctuations in these
profiles could potentially be associated with turbulent eddies. By analyzing temperature profiles over
time and integrating meteorological data, the study provided insights into the temporal evolution of
vertical temperature distribution at the test site and its sensitivity to weather conditions. Phenomena
such as direct sunlight, rainfall, canopy effects, and inversion layers were identified in the DTS data and
validated with other meteorological measurements. Notably, sharp temperature inversions observed on
two nights exhibited strong correlations with wind speed and its variation. Increases in wind speed and
variability were associated with lower inversion heights.
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1
Introduction

The movements of energy and matter within and between systems govern earth’s natural processes,
determining everything from what grows where, to the locations and frequency of flooding. Land and
atmosphere affect each other, feeding into or breaking down the patterns that define them. As is the
nature of a coupled process, this interaction is driven by and, in turn, drives the weather. Understanding
land-atmosphere coupling is not only vital for present-day measures and activities (such as predicting
the course and magnitude of a hurricane or determining the concentrations of air pollutants in urban
spaces), but also imperative for future preparedness; climate projection models rely on simplifying and
coding these coupled systems.

Although most of humanity dwells at plant level, and forests make up just a little under a third of global
land-surface covers (FAO, 2020), land-atmosphere coupling in and above the vegetation layer is not yet
comprehended in detail, and, as such, features in a wide range of studies and research. One reason for
this lack of understanding is that vegetation itself plays a crucial role in determining regional evapora-
tion, radiation, and precipitation, among other factors, adding complexity to the system (Green et al.,
2017; Moene & Dam, 2014). Another reason this coupling is difficult to capture numerically is due to
land-vegetation-atmosphere feedback loops, which are hard to identify, partially due to challenges in
measuring fluxes, and in turn typically underrepresented in earth system models (Green et al., 2017).
Current theory on the various processes and modes of transport involved in land-atmosphere coupling
through and above a vegetation layer, as well as their observation, are studied and described in detail in
textbooks like Transport in the Atmosphere-Vegetation-Soil Continuum by Moene & Dam (2014) or the
Springer Handbook of Atmospheric Measurements by Foken (2021), as well as a variety of papers (da
Rocha et al., 2004; Oliphant et al., 2004; Meier & Scherer, 2012; Puma et al., 2013; Euser et al., 2014;
Williams & Torn, 2015; Green et al., 2017; Schilperoort et al., 2020; Butterworth et al., 2021; Peltola
et al., 2021).

While the complexity of land-atmosphere coupling with a vegetation layer causes many research gaps,
many patterns and relationships have been documented to date. Forests play a large role in the transport
of moisture from the ground into the atmosphere via transpiration (Green et al., 2017; Williams & Torn,
2015). For this metric, leaf area is of particular importance (Puma et al., 2013), indicating that the
transpiration rate varies seasonally. Heat flux is disguised in the transport of moisture, as water vapor
releases energy into the atmosphere when it goes from a gaseous to a liquid state (Moene & Dam,
2014). Next to this latent heat flux, sensible heat flux (the movement of temperature, or heat that can
be “sensed”) also plays a role in land-atmosphere coupling. Above a primarily homogeneous surface
such as a field, this flux can be estimated based on the wind velocity and temperature observations at
two heights (Thomas et al., 2012). Forests, on the other hand, complicate this process, as the canopy
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2 1. Introduction

can act as a “blocking layer”, decoupling the processes that occur below and above the tree foliage
and resulting in different temperature gradients above and below the canopy (Schilperoort et al., 2020).
Sharp temperature inversions, a warm layer of air residing on top of a colder layer, may or may not
accompany this decoupling. In the recent study of Schilperoort et al. (2022), these sharp inversions
were discovered in a forest on clear nights with low wind speeds, and exhibited wavelike oscillations.

Heat transfer between the land surface and the atmosphere is a widely studied phenomenon in environ-
mental science as it plays a key role in understanding and predicting the weather, as well as generating
projections of what the future climate might be like (Butterworth et al., 2021; Foken, 2021). Sensible
and latent heat fluxes at an interface are often compared in the form of the Bowen ratio (𝐵 = 𝑆𝐻𝐹

𝐿𝐻𝐹 ).
Forests have a higher Bowen ratio in dry months, indicating that they hold onto moisture well, thus
decreasing latent heat transfer and potential rainfall (Moene & Dam, 2014; da Rocha et al., 2004). The
seasonal growth cycles of (specifically deciduous) forests also affect the Bowen ratio; the full foliage of
late spring allows for much more transpiration, lowering the Bowen ratio as compared to winter. Thus
the energy balance in forests changes throughout the year as trees grow and lose their leaves (da Rocha
et al., 2004).

Trees also directly absorb heat during the day and release it after sundown, providing not only a heat
storage function, but also potentially leading to air movement as a temperature difference is generated
between the trees’ surfaces and atmosphere (Moene & Dam, 2014; Oliphant et al., 2004). The mor-
phological characteristics of forests also affect these transports, as trees possess a large aerodynamic
roughness, affecting wind flow and thus the movement of mass and heat (Moene & Dam, 2014). How-
ever, even in the roughness sublayer above forests, one way to bypass these challenges and estimate
sensible and latent heat fluxes is through monitoring the motion of turbulent eddies coupled with humid-
ity data (Katul et al., 1996). Another way to approximate these fluxes is by linking them to temperature
and moisture gradients, as gradients drive diffusion (Moene & Dam, 2014).

Atmospheric and much other outdoor research is further complicated since the conditions, which should
be held constant for gathering and comparing data, are unique and cannot be regulated or re-created.
This uncontrollability means that improving observation technologies and methods plays an essential
role in atmospheric research, as they allow scientists to better select and compare similar sets of data
(Foken et al., 2021). Part of the reason it is difficult to learn more about the exchange of heat and
moisture between the land and atmosphere is the mismatch between instrument measuring methods
and what needs to be measured. To obtain a proper view of the transport modes of heat and moisture
in, under, through, and above the vegetation layer, spatially and temporally detailed information is
needed. Current measurement methods mainly consist of (combinations of) point measurement sys-
tems, which are detailed but not spatially insightful, and remote sensing techniques, which lack detail
but provide spatial range (Thomas & Selker, 2021). A relatively young method of measuring temper-
ature, the Distributed Temperature Sensor (DTS), might provide a solution to this instrument deficiency.

The DTS functions by sending a laser through a single fiber optic strand, then measuring the backscat-
tered signal to determine the temperature (Ukil et al., 2012; Thomas & Selker, 2021). This process
allows for data gathering at many points and in quick succession, providing a high spatial and temporal
resolution. Specifically when combined with other instruments, the DTS shows promise in its ability
to observe temperature gradients and heat and moisture fluxes over both non-forested (Hilland et al.,
2022; Izett et al., 2019; Thomas et al., 2012) and forested areas (Schilperoort et al., 2018, 2020; Peltola
et al., 2021, 2022; Schilperoort et al., 2022).
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1.1. Research Aim
This research project aims to provide more insight into heat transfer through and above a forest vegeta-
tion layer by testing how well the DTS can observe heat transfer, as monitoring and better understanding
this layer can help improve and evaluate climate and weather models. This research looks primarily
into temperature profiles and turbulence from the forest floor to over 1.5 times the canopy height. To
do so, a DTS measurement system was constructed in Loobos in the Veluwe to gather data. This thesis
addresses the question:

"To what extent can turbulent eddies and temperature gradients in a forest be identified using fiber optic
sensors?"

The following sub-questions break down the main question into three focus areas:

• To what extent are individual turbulent heat transfer eddies recognizable in the data collected by
the DTS?

• What is the influence of different meteorological conditions on the vertical distribution of tem-
perature over time?

• What influences the inversion height throughout the canopy?





2
Background

2.1. Heat Transfer and Temperature Gradients
The diurnal cycle and resulting turbulent motions drive heat transfer between the land and atmosphere,
influencing the structure of the atmosphere in the process. The energy balance over the land surface
and the fluxes involved can be calculated by quantifying and comparing the modes of energy and mass
transfer. Some of these fluxes are strongly linked to the temperature and moisture gradients present
in the atmosphere. Forests possess a combination of qualities unique to the surface cover type, which
should be taken into account when working to understand the causes and effects of heat exchange in,
under, and through the canopy.

2.1.1. Atmospheric Boundary Layer
The lowest portion of the troposphere, known as the Atmospheric Boundary Layer (ABL) is partially
governed by turbulence. This region of the atmosphere is of particular interest as it is directly influ-
enced by the Earth’s surface and, as such, the portion of the atmosphere we interact with most (Foken,
2021). When performing calculations on turbulent processes (of which heat exchange is one) many
simplifications are performed so that the calculations become manageable (Hilland et al., 2022). Better
understanding and studying these processes on a small scale can improve the larger scale process cal-
culations.

At night, the ABL is generally only 100m-200m thick in most places; the air is stably stratified, with the
lower layers having a lower potential temperature than those above (the concept of potential temperature
is further explained in Section 2.1.2 - Turbulence and Eddies). A typical positive, stable, night time
potential temperature gradient is shown in Figure 2.1. During the day, the ground surface is heated
through solar radiation, which leads to instability in the form of a negative potential temperature gradient
as the air directly above the ground surface becomes warmer, and thus less dense than the air above it.
This instability, displayed in Figure 2.1, results in plumes of warmer air and turbulence as the air mixes
and moves, growing the ABL to a couple of kilometers and leading to a more uniform distribution of
temperature (Kleissl & Garai, 2011; Moene & Dam, 2014). Both the night and the daytime ABLs are
capped by an entrainment zone, which typically features a strong temperature inversion, along with
strong gradients in wind and moisture (Foken, 2021). Reality is massively more complex than this
description, as these patterns only describe some of the general mechanics of how heat is transferred,
and everything from the topography, to the surface cover and colour, to cloud formation, to wind, to
precipitation, affects the magnitude and timing of these patterns.

The inversion layer that caps the ABL is a stable region in which the potential temperature increases
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6 2. Background

Figure 2.1: Typical potential temperature profiles for night (left) and day (right). At night, the ABL is stable and capped by
inversion at the entrainment zone. Daytime ABLs are thicker and capped by a similar inversion later.

with height. This increase in temperature means that the air lower in the layer is denser than the air
above, and therefore the inversion acts as a capping layer, blocking exchange between the ABL and
the free troposphere (Foken, 2021; Moene & Dam, 2014). Next to this inversion layer, temperature
inversions also take place within the ABL; depending on the strength of the inversion, these then limit
the exchange of air (and thus heat, moisture, pollen, pollutants, and other particles) between the area
above and the area below the inversion.

2.1.2. Mechanics
Energy can be transferred by conduction, convection, and radiation. Conduction has to do with a transfer
of kinetic energy (systems involved are not physically exchanged or moved, but must come into contact
with each other), while convection is tied to a physical transport of mass that contains a certain energy.
Radiative heat transfer occurs when electromagnetic radiation is released, decreasing the energy of the
system that does so and increasing the energy of the system that absorbs it (Lienhard IV & Lienhard V,
2020; Moene & Dam, 2014).

Energy Balance
The energy balance at the earth’s surface indicates which variables play a role in the transfer of energy
between the land and atmosphere. Considering a control volume including soil, air, and vegetation, the
energy balance can be described by the equation:

𝑄∗ − 𝐻 − 𝐿v𝐸 − 𝐺 = Δ𝑆ℎ𝑎 + Δ𝑆ℎ𝑣 + Δ𝑆ℎ𝑠 + Δ𝑆𝑙𝑎𝑡 , (2.1)

where 𝑄∗ is the net radiation, 𝐻 the sensible heat flux, 𝐿v𝐸 the latent heat flux, 𝐺 the ground heat flux,
and the Δ𝑆 terms represent storage of sensible heat in the air (Δ𝑆ℎ𝑎), vegetation (Δ𝑆ℎ𝑣), soil (Δ𝑆ℎ𝑠),
and storage of latent heat (Δ𝑆𝑙𝑎𝑡) (Moene & Dam, 2014). Here, 𝑄∗ covers the change in energy due to
radiation. The sensible heat flux refers to a change in energy due to a change in air temperature (it can
be "sensed"), while the latent heat flux (where 𝐿v refers to the latent heat of vapourization) is the change
in energy due to the transfer of particles that have a different phase. The prime example of latent heat
flux in the atmosphere is evaporation and the movement of water vapour, which holds the potential to
release energy when it turns into rain. Both sensible and latent heat fluxes are examples of convection
(though some sensible heat flux is bound to occur through conduction), while the ground heat flux is
a conductive term (Moene & Dam, 2014). In the case of the in and outputs balancing out, such that
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the left hand side of Equation 2.1 equals zero, there is no net exchange of energy between the control
volume and the system surrounding it.

Turbulence and Eddies
A primary mode of convection, turbulence plays a key role in the transfer of moisture, gasses, mo-
mentum, and heat throughout the atmosphere, which, in turn, determines the weather (Foken et al.,
2021; Moene & Dam, 2014). Molecular and turbulent diffusion both work to disperse gradients in the
potential temperature. Turbulence works on a much larger scale than molecular diffusivity and, as such,
is responsible for more of the heat transfer in the atmosphere (Moene & Dam, 2014).

The lowest part (roughly 10%) of the ABL, also known as the surface layer (SL), is often assumed to
have a constant turbulent flux, except in the case of buildings and tall vegetation. For forests, there is
less turbulent exchange under the canopy, and relatively more from right above the canopy to twice the
canopy height (Foken, 2021). In contrast, when unhindered, the turbulent exchange of hot and cold air
often forms a rolling 3D structure of cells, also known as eddies (Kleissl & Garai, 2011). These eddies
tend to be larger higher up, then dissipate into smaller and smaller rolls towards the ground surface
(Moene & Dam, 2014). While there are many factors that affect how heat exchange looks, such as the
scale of the area of interest and the season and seasonality (Butterworth et al., 2021), the main drivers
of this process are wind shear and surface heating (Moene & Dam, 2014).

Turbulence can be broken down into air parcel movements, the vertical component of which depends
on the buoyancy, and can be found by examining temperature fluctuations. These fluctuations lead
to a differing density of an air parcel from its surroundings, which drives parcel movement. When
comparing the temperature of a parcel to the average air temperature, the moisture and elevation both
play key roles. A higher humidity (if all other variables are maintained) raises the buoyancy of a
parcel, as water vapour is less dense than the average mixture of gases in dry air. If two parcels located
at different elevations hold a similar moisture content and measured temperature, the one at a higher
elevation holds more heat (Moene & Dam, 2014). As such, temperatures at different elevations can be
compared by translating them into potential temperature:

𝜃′ = 𝑇(
𝑃𝑟𝑒𝑓
𝑃𝑎𝑡ℎ

)
𝑅
𝑐𝑝 , (2.2)

where 𝜃′ is the potential temperature of the air parcel, 𝑇 is the absolute temperature, 𝑃𝑟𝑒𝑓 is the reference
pressure (often selected as 1000 hPa or the pressure at the ground surface), 𝑃𝑎𝑡ℎ is the pressure at the
altitude of measurement, 𝑅 is the specific gas constant, and 𝑐𝑝 is the specific heat of the air at a constant
pressure, (Moene & Dam, 2014; Foken, 2021).

Turbulence links back to heat flux as described by Equation 2.3; the turbulent sensible heat flux over a
given time period is based off of the movement of air over that same time interval.

𝐻 = 𝜌𝑐𝑝𝑤′𝜃′, (2.3)

where 𝜌 is the average air density, and 𝑤′𝜃′ is the turbulent kinematic flux (𝑤 is the term for vertical
wind speed and 𝜃 for potential temperature, the overbar and primes indicate the covariance of the two)
(Moene & Dam, 2014). The turbulent latent heat flux can be found in a similar manner, substituting
moisture for temperature. In this way, turbulent transport in the atmosphere determines two of the terms
(𝐻 and 𝐿𝑣𝐸) in the surface energy balance described by Equation 2.1.

Whether or not and to what magnitude turbulence occurs depends on the temperature gradient (along
with other factors, such as wind speed). A stable profile will work against turbulent transport, while an
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unstable one will encourage it, increasing heat transfer via turbulence. Vertical gradients can be linked
to vertical fluxes, which, with the correct additional information, can then be implemented to estimate
the heat transfer of a given scenario (Moene & Dam, 2014).

According to Peltola et al. (2022), the turbulent sensible and latent heat fluxes are directly proportional to
the mean temperature gradient, and the turbulent sensible heat flux can be calculated with this gradient
in combination with the vertical wind speed and how far air is displaced. In this way, gradients coupled
with wind speed data can be used to estimate turbulent fluxes.

2.1.3. Forests
In forested landscapes, unevenly distributed areas of shade and sun are present. The shape, location,
and distribution of these areas heavily depend on factors such as the season, tree-type, and cloud cover.
In a deciduous forest, the upper trunks and canopy can be exposed to sunlight while large swaths of
forest floor are not during summer, while the forest floor will experience little shade on clear winter
days. The patterns of shade and sun, along with the thermal, reflective, and life-related properties of
forests, affects heat transfer below the canopy.

Forests bear a temperature profile pattern that differs from that of a non-forested surface. During the
day, the warmest temperature will be where there is a maximum absorption of radiation, and thus where
the leaf density is highest. Below this point, the air is stably stratified. At night, the ground and trunks
release the heat they have absorbed, causing maximum cooling where there is a lot of foliage, leading
to some instability and turbulence (Moene & Dam, 2014). While the canopy faces the most heating due
to the interception of shortwave radiation, it is also a site of cooling, due to transpiration and radiation
(Meier & Scherer, 2012). Once again, this is a description of average behaviour, rather than a strict set
of rules.

The air in and above a forest can also experience decoupling (Schilperoort et al., 2020), which is some-
times indicated by a temperature inversion (Schilperoort et al., 2022). In Schilperoort et al. (2022),
inversions were found in a forest on clear nights with low wind speeds.

The various properties of forests differ from other surfaces, which will affect radiation and heat storage,
and thus the heat transfer, present (Butterworth et al., 2021; Moene & Dam, 2014). For example, forests
tend to have a higher emissivity than urban regions (and a slightly higher one than grasslands), affecting
the radiative balance by better absorbing and releasing energy. Other key properties that differ by
surface cover type are albedo, aerodynamic roughness, and Bowen ratio (which also depends external
factors e.g., weather). Another important quality that sets forests apart is the ability to store heat in
both biomass (foliage, branches, trunks, the forest floor) and the canopy air-space. This storage of heat
plays a key role in the temperature distribution as described by Moene & Dam (2014), and the amount
of storage shifts throughout the diurnal cycle, as well as seasonally (Oliphant et al., 2004).

Next to their material and morphological characteristics, trees are also life forms, and some of their
functions interact with and affect heat transfer both above, within, and under the canopy (Butterworth
et al., 2021; Green et al., 2017). The stomata of plants react to factors like radiation, temperature,
atmospheric vapour deficit, external and internal CO2 concentration, and leaf water potential. Trees
have a strong effect on the latent heat flux as they can take water from much lower in the ground than
would be accessible via evaporation from the ground surface, meaning that, depending on the factors
listed above, trees can affect the latent heat flux in and above the canopy (Moene & Dam, 2014). Shrubs
and smaller plants create a similar effect in the understory.
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2.2. DTS
Distributed Temperature Sensors use optical fibers to detect the temperature along a cable based on
the backscattering of light. They do so by measuring and comparing Stokes and Anti-Stokes Raman
(inelastic) backscattering (Ukil et al., 2012). This provides accurate, high-resolution data of strain and
temperature, which have a range of applications, including, but most certainly not limited to, wind
speed measurement, humidity sensing, pipe monitoring, and locating fires (Ukil et al., 2012; Zhang &
Jin, 2019). One of the pros of measuring using DTS is that temperature profiles can be created and
gradients calculated, such as the profiles needed for meteorology-related predictions and calculations.
These profiles will have relatively little error since they are all made using the same cable, rather than
discrete measurement devices, and since the distance between measurements can be made relatively
small depending on device settings (Schilperoort et al., 2018).

The DTS is useful for measuring in a forest because the high accuracy allows for detection of the small
temperature gradients found there (Schilperoort et al., 2018; Izett et al., 2019). Peltola et al. (2021)
studied the ability of the DTS to observe and quantify air flows in a forest (considered complex due to
the high aerodynamic roughness) based on DTS data, and found that it provided insight into mixing
processes and flows. The DTS data alone lacked accuracy as compared to the sonic anemometer data,
but provided more spatial insight than the point measurements.

Next to temperature measurement, one of the common applications of the DTS in environmental science
is to wrap wet cotton around a cable to measure the wet bulb temperature. The temperature and wet
bulb temperature can be used to calculate the relative humidity and the Bowen Ratio, an important
element for understanding water and heat fluxes and land-atmosphere energy exchanges (Euser et al.,
2014; Schilperoort et al., 2018). In a similar fashion, the cables can also be heated to measure the wind
speed (referred to as Actively Heated Fiber Optics, or AHFO) (van Ramshorst et al., 2020).





3
Materials and Methods

Figure 3.1: The location of the study site in the Veluwe (Google, n.d.).

3.1. Site
The study site resides in Loobos, in the Veluwe, slightly south of Kootwijk, at coordinates 52.166446,
5.743554 (see Figure 3.1). This forest consists of well-spaced, sparsely-branched evergreens (Pinus
sylvestris, more commonly known as Scots Pine) on a sandy soil, growing to a canopy with a height of
about 18 - 22 m that lets some direct light through to the understory and forest floor (see Figure 3.2).
Smaller deciduous trees and shrubs also grow there, bare of leaves throughout this study, which took
place from October 30th through November 17th of 2022.

The long-term average yearly temperature on-site is 10.3 ∘C, with warm summers, cold winters, and an
average yearly rainfall of 900 mm/year, with more wet days than dry. November is significantly colder,
averaging about 6.5 ∘C, with highs averaging 9.5∘C and lows 3.5∘C. The average rainfall is about 80
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mm over the month with 8-10 dry days. The average wind speed is 3.5 m/s on a yearly basis, with the
colder months averaging slightly higher than the warmer ones (Klimaatviewer, n.d.).

Figure 3.2: The sparse canopy in Loobos allows sunlight through to the forest floor.

3.2. Materials and Set-up
There is a tower on-site used for meteorological data collection with a wide range of instruments, shown
in Figure 3.3a. These instruments measure variables including eddy covariance, temperature, long and
shortwave radiation, wind speed and direction, and relative humidity. This tower also hosts fiber-optic
cables, used by the DTS to measure temperature.

The DTS on-site is a Silixa Ultima M. The fiber is Kevlar-reinforced and about 200 m long, the coating
increases the cable thickness to a 1.6 mm diameter. To calibrate the temperatures read from the fiber,
two calibration baths with an isolating foam inlay were used. The tower is 36 m tall to the highest
platform, the cable extends along the northeastern face of the tower (off the northern corner) to a height
of just over 37 m. At the top, the cable is led through a PVC bend of about 1.3 m in length, as displayed
in Figure 3.3b. One side of the cable is encased in a sock of cotton (this is for the purpose of measuring
the wet bulb temperature, these data are not used in this study), the other is bare to the elements, except
where it is protected by a sun screen in and above the canopy (displayed in Figure 3.3c). This sun screen
was constructed out of thin mesh to prevent a measurement error due to solar radiation (Schilperoort
et al. (2018) found that direct sunlight can raise the temperature perceived by the DTS by up to 3 K).
Both the fiber and the sun screen were suspended off the side of the tower using metal arms and plastic
brackets (3.3d). In places where the fiber needed to be attached to objects or held in place, foam was
used to avoid creating sharp angles or possible breaking points.
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(a) The measurement tower in Loobos.

(b) At the top of the tower, the fiber is led
through a bend made of PVC and padded with
foam.

(c) The sun screen (gray mesh) around the
bare cable and the cable with a cotton sock
run parallel to each other up the side of the
tower.

(d) The metal arms hold the wet fiber (outer) at 0.90
m from the tower, and the dry fiber (inner) at 0.45 m
from the tower. The lower levels of the tower (up to
20 m) have an additional support column at 0.35 m
from the platform edges.

(e) The two calibration baths are stacked upon each
other, the upper heated with a motor and the lower kept
relatively cool at ground temperature. (f) The PVC pipe at the base of the

tower.

Figure 3.3: Various images of the DTS set-up at Loobos.



14 3. Materials and Methods

Figure 3.4: Schematic drawing of the tower and DTS set-up. The fiber runs from the DTS through two calibration baths, under
the ground, along the tower to the top, then back down, through the baths to the DTS again. The fiber measures temperature
along the length of the tower. The first meter of the fiber is encased in PVC. The sun screen runs from the upper portion of
the overstory to 36.8 m. There is little foliage under the start of the overstory, which commences at about 13 m and ends at
about 20 m.

As displayed in Figure 3.4, the DTS hooks up to a single fiber-optic cable in a double-ended setup. The
cable goes through two calibration baths on both ends. One of the baths is heated using a motor, the
other is left to match the ground temperature (see Figure 3.3e). The cable is run from the baths through
an underground PVC pipe, and then up from the base of the tower to the top and back down again. In
Figure 3.3f the base of the cable is displayed; the first 1.00 m of the cable is protected by a PVC pipe.

3.2.1. Meteorological Data
Data obtained from both the KNMI (KNMI - Uurgegevens van het weer in Nederland, n.d.) and the
Ruisdael Loobos tower (Site Loobos, n.d.) illustrated the weather conditions under which the DTS
data were generated. Longwave and shortwave data gathered at 20 second intervals and 38.2 m
height in Loobos using a Kipp&Zonen CM21 Pyranometer, CG1 Pyrgeometer, and PT100 temperature
probe were processed and added (the longwave radiation values were adjusted for the emissions of
the measuring device). Hourly rainfall data was obtained from the nearest KNMI rain-measuring site
in Deelen, about 15 km to the south-southeast of the tower. Temperature and horizontal wind speed
data from the Loobos tower for heights 38.2 m, 22.1 m, 15.7 m, and 7.4 m, gathered at 20 second
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intervals with Vaisala HMP35A Platinum resistance thermometers, Vector Instruments A101ML Cup
anemometers, and a Vector Instruments W200P Wind vane were also utilized (Site Loobos, n.d.).

3.3. Methods for Data Collection
The data studied was gathered every 0.256 m along the fiber, over a time interval of 1 second. To reduce
measurement error, a double-ended set-up was implemented (Thomas & Selker, 2021), so the data were
gathered from both directions, with each pair of observations grouped together under one timestamp.
The resulting total number of measurement moments averages to a time resolution of about 3.6 seconds.
The measurement frequency was not completely uniform, so the data are unevenly distributed through
time, with some data points closer to three seconds apart, and some closer to four.

To allow for calibration, two PT100 temperature probes were implemented, one in each calibration
bath, and these probes and the Length Along Fiber (LAF) positions of the baths were added to the DTS
settings.

3.4. Methods for Data Analysis
The overall goal of the data analysis was to examine the temperature profiles for signs of heat exchange,
see if that heat exchange could be characterized, and better understand the temperature distribution in
the forest. To do this, the data had to first be calibrated, as explained in Section 3.4.1.

Temperature profiles were then generated from these data for select conditions (see Section 3.4.2),
which functioned to indicate the stability at a given moment (or averaged over a given time interval),
for the vertical column of air surrounding the fiber. These profiles were then examined for signs of
turbulent heat transfer, the methods for which are further explained in Section 3.4.3.

To better understand how the temperature changed over time, these data were also visualized as temper-
ature over height through time (see Section 3.4.4). To better analyse the various phenomena displayed
in this second main method of data analysis, meteorological data for radiation, temperature, rainfall,
and wind speed were added to these plots. One of the elements visible in these "temperature maps,"
inversion layers, were analysed by quantifying the heights and magnitudes of the inversion. As a final
analytical step, the correlations between meteorological data and inversion height were explored.

3.4.1. Data Calibration and Processing
The DTS does a fair job of temperature estimation based on the ratio of Stokes and Anti-Stokes
backscattering, however, a more accurate measurement can be reached by post-processing. To calibrate
the raw data, the files containing the temperature probe data, Stokes and Anti-Stokes signal strengths,
LAF, and timestamp were run through the open-source DTS calibration package ("dtscallibration")
created and explained by des Tombe et al. (2020). These files were processed using a python script that
implements the aforementioned package and the Delft Blue supercomputer. The clock used for both
the DTS and the temperature probes was one hour off, so the data had to be shifted one hour forward
(in this case this occurred post-calibration) for the timestamps to properly represent the local time (CET).

The measured temperature was converted to potential temperature using Equation 2.2, from here on
out referred to as simply "temperature". The calibrated data was then further analysed by creating
temperature profiles, and profiles of temperature deviation from the mean. The LAF was converted to
height, and the dry fiber section from 1.0 m above the ground surface (so from the mouth of the PVC
pipe) to 37.0 m (just before the PVC bend at the top) was isolated. These profiles were lined up with
surrounding features of interest (platforms, attachment points to the tower, canopy height) and examined
for patterns of hot or cold air movement.
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3.4.2. Selection of Conditions
Temperature profiles for specific conditions of interest were generated, as examining data on different
types of weather allows for better understanding of these weather types, and what the differences might
be between them. For all conditions, a low wind speed was sought, since, if a horizontal wind speed
component dominates, the potential eddies are more likely to be moved out of the vertical line of air
measured. The conditions selected were:

• Low wind speed, night, clear

• Low wind speed, day, clear

• Low wind speed, night, cloudy

• Low wind speed, day, cloudy

Other profiles examined for comparison were:

• High wind speed, night, cloudy

• High wind speed, day, cloudy

• Rainy

3.4.3. Individual Eddy Tracking
Isolating turbulence in the temperature profiles by setting aside warm and cold patches not due to
turbulent air motions helps to better identify eddy characteristics. One way to (partially) remove these
non-eddy-related features is to examine the fluctuations from the mean temperature. Since the temper-
ature profile changes throughout the day, this can be done with a rolling average. As the rolling average
is performed over larger time intervals, each individual profile holds less weight, and so eddies are less
likely to be included in the average profile. As the time interval decreases, the effects of changes in the
average air temperature will be better included in the average profile, so these changes are less likely to
be falsely attributed to turbulence (e.g., general warming of the air as the sun rises will not be graphed
as a fluctuation from the mean, but rather incorporated into the average temperature profile for that
timestamp). To determine an appropriate time interval over which to average, rolling averages over 30
seconds, 1 minute, 5 minutes, and 10 minutes were implemented.

The profiles of differences from the average temperature were generated using the rolling averages.
These were then examined image-by-image, as well as in video format, to see if eddy magnitudes and
movement could be detected for the various weather scenarios.

To differentiate the signals detected in these profiles from noise, noise levels in the data and the resulting
error propagation were quantified and taken into account. The noise level of the data was identified
using the calibration baths, since these should maintain a constant temperature. The standard deviation
of the data obtained from the cold baths ranged between 0.116 - 0.119 K, and 0.120 - 0.125 K for
the warm baths. The standard deviation for the data set comprised of all calibration points (𝜎𝑎𝑙𝑙) was
calculated using Equation 3.1. Since the set-up is double-ended, and measurements are taken from both
ends, each bath had two sets of data points: one measured in the "forward direction", the other in the
"backward direction". Each standard deviation was weighted relative to the number of points in the
bath (i.e., 𝑤𝑏1𝑓𝑤, 𝑤𝑏1𝑏𝑤, 𝑤𝑏2𝑓𝑤, 𝑤𝑏2𝑏𝑤). The variance between time steps of the standard deviations
for the data set was negligible (0.000036 K2), so this standard deviation was treated as representative
for all time steps.
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𝜎𝑎𝑙𝑙 = 𝜎𝑏1𝑓𝑤 ∗ 𝑤𝑏1𝑓𝑤 + 𝜎𝑏1𝑏𝑤 ∗ 𝑤𝑏1𝑏𝑤 + 𝜎𝑏2𝑓𝑤 ∗ 𝑤𝑏2𝑓𝑤 + 𝜎𝑏2𝑏𝑤 ∗ 𝑤𝑏2𝑏𝑤 , (3.1)

and

𝑤𝑏1𝑓𝑤 +𝑤𝑏1𝑏𝑤 +𝑤𝑏2𝑓𝑤 +𝑤𝑏2𝑏𝑤 = 1. (3.2)

where 𝜎𝑏1𝑓𝑤 refers to the standard deviation of calibration bath 1 measured in the forward direction
(the subscript "2" indicates the second bath, and the subscript "bw" corresponds to measurements made
in the backward direction).

To provide insight into the magnitude of error in the data due to signal noise, the standard deviation of
the noise was treated as representative of the error. To do this, the error for a single time step, 𝑒𝑠𝑖𝑛𝑔𝑙𝑒,
was set equal to 𝜎𝑎𝑙𝑙. Error propagation calculations were then used to determine the error due to signal
noise in the "deviation from the average temperature" profiles. Implementing Equation 3.3 computes
the error due to noise present in the rolling average profiles (𝑒𝑡), where 𝑛𝑡 represents the number of
profiles combined into the average for the given time interval (𝑡, in this case 30 seconds, 1 minute, 5
minutes, and 10 minutes).

𝑒𝑡 =
𝑒𝑠𝑖𝑛𝑔𝑙𝑒
√𝑛𝑡

. (3.3)

The error of the profiles expressing deviation from the average temperature (𝑒𝑎𝑑𝑑𝑖𝑛𝑔) can then be found
with:

𝑒𝑎𝑑𝑑𝑖𝑛𝑔 = √𝑒2𝑡 + 𝑒2𝑠𝑖𝑛𝑔𝑙𝑒 , (3.4)

which calculates the error when adding or subtracting two data sets, each with their own error.

3.4.4. Temperature Maps and Inversion
Another way to view the data is by graphing temperature versus time versus height, visualising the
developments in temperature under, through, and above the canopy over time. The data were handled
in a similar manner as described in Section 3.4.1, but, rather than generating single profiles, the tem-
perature was expressed as colours over a specified date range. Generating additional graphs of various
meteorological data helped to put the patterns displayed through this method into context.

One of the features displayed in the temperature maps, temperature inversions, were analysed by locating
the height and strength of the inversion. To assess the height and strength of the inversion at each time
step, the data point with the largest difference in temperature above and below said point was located.
The height of this point is then the inversion height, and the difference in temperature represents the
strength of the inversion. To select the window size for temperature comparison, as well as the distance
between window and inversion, various options were considered. The values considered were 1.0 m,
1.5 m, and 2.0 m for window size, and a distance of 0.5 m or 0.75 m to the edge of the window. A
window of 8 points (corresponding to a distance of 2 m along the fiber) and distance from inversion
height to window of 2 points (0.5 m) were selected.

To further screen for inversion, a minimum average temperature difference of 0.8 K was used. As
displayed in Figure A.1, no temperature screen leads to a lot of "noise" in the data points chosen, as the
location with the most temperature difference might not reside at a temperature inversion (specifically
if the inversion is weak or not present). Screening for too strong an inversion screens out a lot of data
points that do correspond to the inversion height. This led to two data sets. For most analysis, the
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"screened" data were used, for some the "unscreened" data were also tested.

To explore the correlations between the inversion height and various other factors, the timestamps of the
DTS data were rounded off to the nearest tenth of a second, and the meteorological data were interpo-
lated to these timestamps using linear interpolation. This process left the DTS data almost untouched,
but could significantly affect the accuracy of the meteorological data, as this added detail to the data set,
expanding the data for each variable from three data points per minute to 600 data points per minute.
The interpolated data that did not match with a DTS data timestamp was dropped, creating data sets
of even lengths with matching timestamps. The coefficients of determination (𝑟2), which indicate how
well one variable can predict another based on a selected model, were calculated for a line of best fit
and the correlations were visualized with scatter plots. Since a linear model was used, the coefficient
of determination will equal Pearson’s 𝑟 squared. The correlations focused on were those between the
inversion parameters calculated (height and strength), and meteorological data gathered on-site. Of the
variables tested, the variance and standard deviation of the wind speed were determined with rolling
windows of five minutes.



4
Results

4.1. Individual Eddy Tracking
Figure 4.1 displays an example of the data processed according to the method described in Section 3.4.3.
Figure 4.1a shows the deviation of the one second temperature profile from the mean temperatures, and
thus the temporary fluctuations in air temperature due to turbulent eddies. These fluctuations can be
compared to Figure 4.1b for information on the actual potential temperature and resulting stability.

Figure 4.1: Example temperature fluctuation comparison figure. (a) Difference between the one second temperature profile
and the various mean temperature profiles (e.g., "T - 30 sec mean" is the profile of the 30 sec mean temperature subtracted
from the profile of the one second mean temperature). As a visual guide for determining what may be attributed to noise, the
error due to signal noise is superimposed in the figure. (b) The one second mean temperature profile plotted with the five
minute mean temperature profile. Tower features and the overstory are displayed in both figures.
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The cold zone measured at the top of the profile in Figure 4.1 is well outside of the noise level for most
measurement points, indicating that the local air parcel between 29 m - 35 m height was colder during
the one second measurement period than the average air temperature for the corresponding heights.
This is also reflected in Figure 4.1b, where the one second profile is colder than the air temperature
averaged over five minutes, indicating an eddy of colder air at these heights. The "difference from the
mean" profiles in the Figure 4.1a are all very close together in the canopy, indicating that the 30 second,
one minute, five minute, and ten minute average profiles are all very similar in this zone. In contrast,
the profiles spread out further above and below the canopy, therefore the average temperature profiles
must be different in these zones.

These patterns, while representative of the minutes surrounding this timestamp, do not represent the
data set. The profiles generated for the "typical circumstances" selected in Section 3.4.2 (not shown in
this report with the exception of Figure 4.1) vary widely in characteristics. Sometimes the fluctuations
are great throughout the overstory, and sometimes they remain small, such as in Figure 4.1a. No clear
patterns formed in the locations and magnitude of temperature fluctuations during the observed hours.
On the other hand, some (weak) patterns arose in the "difference to the mean" profile’s behavior. During
the periods analysed, the profiles of the difference between the one second data and the five minute and
ten minute temperature data almost always displayed a similar pattern and values. The difference to
the one minute average data often follows a similar pattern, but with less magnitude than the five and
ten minute profiles. The profile displaying the difference to the 30 second data was the most likely to
display a different pattern in the data as compared to the other three profiles. This indicates that the
difference to the one minute mean might be the most appropriate metric (the incongruous shape of the
difference to the 30 second mean indicates that eddies may heavily affect the mean profile, thus getting
averaged out).

4.2. Distribution of Temperature

Figure 4.2: From top to bottom: radiation, rainfall, temperature at a single height, horizontal wind speed, and temperature
over height data for the duration of the measurement period (October 30th 02:00 to November 17th 11:00, 2022). The days
and times focused on in other figures are highlighted in boxes (green for the days and nights, and blue for additional scenarios).
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The general weather for the period of study, shown in Figure 4.2, consisted of (semi)overcast days
(except the 12th and 13th of November, where it cleared up) ranging between 4 ∘C to 22 ∘C with some
rainfall. The wind speed fluctuated, with the coldest temperature nights falling together with lower wind
speeds. The boxes surrounding certain days correspond to the data explored in more detail in the rest
of this section. First, the clear, cloudy, and windy nights are analysed, followed up by the clear, cloudy,
and windy days. Then, instances of sun, rain, and quickly alternating temperatures are considered.

4.2.1. Night
Figure 4.3 depicts a profile and weather data for a clear night (as indicated by the elevated incoming
longwave radiation values), and low wind speeds. The temperature scale implemented in the temperature
maps is unique to the temperature range so as to more clearly distinguish any features present, therefore
the range in Figure 4.3 differs significantly from the overview shown in Figure 4.2. This image contains
an inversion layer fluctuating between just above the canopy and 5 m above the ground, visible in both
the profile and the temperature map. The profile shows a very stable atmosphere (positive temperature
gradient) above the inversion height, with a roughly neutral profile (vertical) under the inversion. This
indicates that, during times of inversion, exchange at and above the inversion height was limited by the
temperature (and resulting density) gradient. Under the inversion height, exchange was also limited due
to the lack of wind shear and near-neutral temperature gradient. The inversion layer fluctuates along
with changes in wind speed, with higher, more varying wind speeds occurring as the inversion layer
sinks, and less varying, lower wind speeds aligning with the higher inversion heights. This inversion
layer is further analysed in Section 4.3.

Figure 4.3: November 12th to 13th, 2022: a clear, almost windless night. The temperature profile (left) is marked on the
temperature map (lower right). On the right side, from top to bottom: radiation, rainfall, temperature at a single height,
horizontal wind speed, and temperature over height data for the duration of the measurement period.

The cloudy night with low wind speeds example (Figure 4.4), depicts a cold zone closest to the forest
floor, and a stable atmosphere. Based on the increase in downwelling longwave radiation, the cloud
cover forms around 22:00, thickening until 02:30, after which it become intermittent. While both low
wind speed nights display a cold zone near the forest floor and a stable atmosphere above the canopy,
the similarities do not extend much further than that. These two selected nights differ significantly in
temperature range (displaying a difference of up to 10 K at some heights), this is expected since the
cloud cover reflects longwave radiation back to earth, thus adding energy to the system, raising the
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temperature. The clear night also displayed a stronger temperature gradient, which may be directly due
to the difference in temperature, since the air near the ground surface on the clear night was so much
colder than the air near the top of the measurement range. The cold zone directly above the forest floor
indicates that the ground temperature was likely colder than the atmosphere.

Figure 4.4: October 31st to November 1st, 2022: a mostly cloudy night with low wind speeds (barring 04:45 - 07:00). The
temperature profile (left) is marked on the temperature map (lower right). On the right side, from top to bottom: radiation,
rainfall, temperature at a single height, horizontal wind speed, and temperature over height data for the duration of the
measurement period.

Figure 4.5: November 7th to 8th, 2022: a cloudy, windy night. The temperature profile (left) is marked on the temperature
map (lower right). On the right side, from top to bottom: radiation, rainfall, temperature at a single height, horizontal wind
speed, and temperature over height data for the duration of the measurement period.

While slightly lower as compared to other cloudy nights, the wind speeds on the night of October
31st were higher than the other "low wind" examples explored in this thesis. The temperature ranged
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only about 3.5 K over the whole evening, and the temperature map appears grainy. This difference
in wind speed may have contributed to the more mixed atmosphere displayed in the cloudy night
temperature map and profile (as compared to the clear night). In Figure 4.4, an increase in wind
speed aligns with a warm patch (about a degree warmer than the air before and after) between 5:00
and 6:00 (well before sun-up). This may have occurred due to the wind carrying in warm air as it
passed over a location with a warmer atmosphere. There is also slight visible cooling at the canopy,
which may be due to transpiration (Meier & Scherer, 2012), and/or the release of of heat stored in the
forest biomass (specifically at trunks, branches, and the forest floor) mentioned by Moene & Dam (2014).

The cloudy, windy night (Figure 4.5) shows a well-mixed temperature profile, and also has slightly
colder zones just above the canopy and above the forest floor. This colder zone within a few meters
of the canopy occurs often in the data and is usually no more than a few tenths of a degree. The
temperature range over the whole night is similar to that of the other cloudy night, but with even less
gradient. This lower gradient could be due to increased mixing caused by increased wind shear. The
difference between this windiest, cloudy, dry night and the "low wind" alternative (Figure 4.4), is only
about 1-2 m/s, which may also play a role in the similarities between the two.

4.2.2. Day

Figure 4.6: November 13th, 2022: a clear day with low wind speeds. The temperature profile (left) is marked on the
temperature map (lower right). On the right side, from top to bottom: radiation, rainfall, temperature at a single height,
horizontal wind speed, and temperature over height data for the duration of the measurement period.

The day following the clear night displayed in Figure 4.3, shown in Figure 4.6, also consisted of mostly
clear skies with low wind speeds. A few clouds appeared in the morning, visible as dips in incoming
shortwave radiation. In the figure, the temperature inversion from the night before persists, with a peak
height of about 19 m around 8:00; it dips low and weakens throughout the day, and then climbs and falls
in a wavelike pattern in the afternoon and evening. The alignment with wind speed observed during the
preceding night appears to continue through this day to the following evening. In contrast to the clear
night, the clear day profile shows a stable atmosphere (positive temperature gradient) in and below the
canopy, and an unstable atmosphere above (negative temperature gradient). This is a prime example
of the canopy intercepting the incoming shortwave radiation, leading to warming and instability at the
canopy, while a stable atmosphere resides below the canopy height. In the profile, there are also slight
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variations in the average temperature near the tower platforms. These small, sharp, artifacts in the
profile appear consistently for this weather type during the period of measurement, and may result from
interaction between the sun and tower elements.

Figure 4.7: November 4th, 2022: a cloudy, windless day. The temperature profile (left) is marked on the temperature map
(lower right). On the right side, from top to bottom: radiation, rainfall, temperature at a single height, horizontal wind speed,
and temperature over height data for the duration of the measurement period.

Similar artifacts appear in the cloudy day profile, emerging as horizontal stripes in the late morning
from 10:00-11:30 (Figure 4.7). This temperature map also displays a moment of rainfall just after
17:00, which aligns with a peak in wind speed. Moments with little to no cloud-cover align with the
warmest temperatures. The profile during the early hours of the afternoon is slightly unstable above
and below the overstory, which is stable to neutral. These regions of instability are likely due to heating
of the canopy and forest floor. Excluding the time period of the rain shower, the low wind speeds and
shear indicate that the wind would be less likely to contribute to the formation of turbulence. Therefore,
turbulence during this cloudy day is likely driven primarily by surface heating.

Figure 4.8 depicts a windy day with very low values of incoming shortwave radiation, indicating thick
cloud cover. Both the profile and the temperature map display a well-mixed atmosphere with almost
no vertical variation in temperature under, throughout, and above the canopy. Slight decreases in cloud
cover align with warmer patches in the temperature map. The air warms up slowly by a couple of
degrees throughout the day, then starts to cool again towards the evening. Both of the windy figures
(Figure 4.5 and Figure 4.8) appear grainy, like Figure 4.4, while covering similar temperature ranges
(about 3.5 K). This texture could stem from this low temperature range, turbulence generated by wind
shear, or a combination of both. Unlike the cloudy, windy night (Figure 4.5), there is no cold zone at
the forest floor, while this day and night both have similar temperature ranges. The cloudy, windless,
day also did not have the cold zone above the forest floor, adding consistency to the narrative that solar
radiation heats the forest floor during the day. This also indicates that, even on cloudy days where the
temperature profile appeared near neutral, the heat gathered at the forest floor was diffused through the
understory air and/or conducted into the forest floor.
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Figure 4.8: November 7th, 2022: a cloudy, windy day. The temperature profile (left) is marked on the temperature map (lower
right). On the right side, from top to bottom: radiation, rainfall, temperature at a single height, horizontal wind speed, and
temperature over height data for the duration of the measurement period.

4.2.3. Extra Features

Figure 4.9: A few hours with mixed clear- and cloudy-sky moments on November 1st. The temperature profile (left) is marked
on the temperature map (lower right). On the right side, from top to bottom: radiation, rainfall, temperature at a single height,
horizontal wind speed, and temperature over height data for the duration of the measurement period.

Next to half days representing typical weather situations as explained in Section 3.4.2, rain, sun, and
rapidly alternating temperatures were also studied. Many of the temperature maps display horizontal
and vertical stripes, such as those displayed in Figure 4.9. The vertical stripes line up with the changes
in cloud cover, and the horizontal lines often match the heights of the platforms and/or the brackets.
Under sunny conditions, they could be caused by shading by the platforms, as this could lead to colder
measurements than those taken in direct sunlight, despite the effects of the sun screen. Conversely, the
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sun reflecting off of or heating tower elements could also raise the temperature measured. Since these
horizontal lines are likely due to the measurement set-up, they should not be taken as typical of the
forest’s atmosphere.

Figure 4.10: A few hours at night on November 3rd containing a rainstorm. The temperature profile (left) is marked on
the temperature map (lower right). On the right side, from top to bottom: radiation, rainfall, temperature at a single height,
horizontal wind speed, and temperature over height data for the duration of the measurement period.

Figure 4.11: Slanted "fingers" of alternating warmer and colder air on the early morning of October 31st. The temperature
profile (left) is marked on the temperature map (lower right). On the right side, from top to bottom: radiation, rainfall,
temperature at a single height, horizontal wind speed, and temperature over height data for the duration of the measurement
period.

Heavy rainstorms are easy to spot in the temperature maps, the air cools suddenly, and the brackets
holding the fiber remain wet longer than the free fiber, leading to cold horizontal stripes at the bracket
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locations. The additional moisture provided by the rain is a source of latent heat flux. As water changes
phase to gas, energy is consumed, thus lowing the temperature of the forest’s surfaces as well as the
air. In the case displayed in Figure 4.10, the wind well above and at the top of the canopy spiked at the
beginning of the rain shower. The hourly measurements from the KNMI station at Deelen also reported
a little rain around this time.

Another phenomenon, spotted on some clear, dry, nights with low wind speeds, were the "fingers", such
as those displayed in Figure 4.11. On October 31st, this phenomenon featured a soft-sloped inversion
with an average temperature difference of about 2 K between the air under and above the overstory. On
a smaller time scale, the inversion is a bit sharper, and ranges between the canopy and about 10 m above
the forest floor. These fingers slant at an angle of 0.61 m/s to 0.80 m/s from upper left to lower right,
with a frequency of about 40 to 44 cycles per hour. This angle occurs above the canopy (below the
canopy, the fingers are near-vertical). One possible explanation for this is that there are packets of cooler
air moving vertically down from above into the canopy at a velocity of about 0.61-0.80 m/s and that
this occurs 40-44 times per hour during this measurement period. Perhaps these packets then accelerate
under the canopy so as to appear vertical, or colder air is transported in from the sides and/or mixed in
from below. The frequency of this phenomenon matches that of the canopy waves (also referred to as
gravity waves) described by Cava et al. (2004) and identified under similar meteorological conditions
in Schilperoort et al. (2022). The bands differ in thickness and clarity, indicating that the time intervals
during which the air at these locations is colder or warmer changes, and that the temperature contrast
between warm and cold also varies. These differences in frequency and contrast are also reflected in
the graph of the air temperature measured at 38.2 m height.

4.3. Inversion
4.3.1. All Days

Figure 4.12: From top to bottom: radiation, rainfall, temperature at a single height, horizontal wind speed, and temperature
over height data for the duration of the measurement period with calculated inversion heights. The boxes highlight the nights
further analysed in this portion of the research.
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The inversion heights calculated and filtered per the method described in Section 3.4.4 are displayed in
Figure 4.12. Sometimes, the strongest temperature difference found resides in a zone close to the ground
(such as on the nights of October 31st through November 1st, and from November 8th to 9th). This is
likely due to the ground cooling the air close to the forest floor. The method used properly highlights
strong inversion layers when they are present (such as on the night of November 4th and 12th). In the
event of multiple inversions, the calculated inversion height sometimes jumps between them (nights of
October 30th and November 12th). The hours with strong inversion layers reside in nights with low
wind speeds. There are also some other points selected that correspond to none of these situations, and
often align with tower platforms, fastening brackets, or a colder air pocket located at the canopy.

The two clear inversions on the 4th and the 12th are further analysed in this section. For comparison, the
night of the 6th, which contained no inversions strong enough to pass the temperature screen, was sim-
ilarly analysed as a control. Including these data indicates which findings may be due to the inversions,
and which patterns may occur independent of a sharp temperature inversion. The variables included
in this analysis are inversion heights and strengths, along with various meteorological data (long-
wave radiation, wind speed, and wind direction). Wind direction and longwave radiation presented no
correlation to the inversion on all three nights, and are included in the Appendix rather than the main text.

Table 4.1: Coefficients of determination (r2) for a best line of fit between various meteorological variables for calculated
inversion heights from October 30th 02:00 through November 17th 11:00.

r2 for all days [-]

Wind speed at meas-
urement height [m]

Inversion
height 22.1 m wind speed 15.7 m wind speed 7.4 m wind speed

38.2 0.07 0.23 0.25 0.23

22.1 0.17 1 0.34 0.16

15.7 0.23 0.34 1 0.34

7.4 0.06 0.16 0.34 1

Table 4.1 summarizes some of the coefficients of determination for all the data screened using the
method described in Section 3.4.4. More detail can be seen in Figure A.2, which displays inversion
height versus wind speed at the four measurement heights, and in Figure A.3, which shows how the wind
speed of one height correlated to another. Out of the inversion height-to-wind speed comparisons, the
wind speed measured at 15.7 m relates the most to the inversion height, with an r2 of 0.23, followed by
the wind speed measured at 22.1 m. The low coefficient of determination occurs since this comparison
contains all the calculated inversion data points, grouping the data of the various inversions together, as
well as taking the points located by the calculation that do not actually represent inversions into account.
The 15.7 m wind speed is also more closely linked to the neighboring wind speeds than the 38.2 m
wind speed. This indicates that, on average during the periods of measurement with strong enough
temperature inversion to be factored in, the wind throughout and under the canopy was better coupled
than the wind well above the canopy. The overstory likely blocked the above-canopy wind, causing
turbulence, mixing, and less uniformity between the wind measured above and below the canopy. These
low coefficients of determination also serve as an indication that wind speeds at the heights between
measurements can vary significantly; the measurement at 15.7 m is not necessarily representative of the
wind speed at a 19 m height. This implies that the changes in the wind speed at these discrete heights
is not fully representative of the changes in wind speed at the inversion heights.
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4.3.2. November 4th, 2022

Figure 4.13: Calculated inversion heights for November 4th, together with meteorological data (from top to bottom: radiation,
rainfall, temperature at a single height, horizontal wind speed, and temperature over height).

The inversion of November 4th dissipated when the wind speed increased and clouds formed around
midnight. Peaks in wind speed appear to align with drops in inversion height, along with an increase in
the spread of the calculated inversion heights (the white dots appear noisier). The calculated inversion
heights, displayed in Figure 4.13, mostly reside between 15 m and 25 m. In general, this night was cool,
clear, and maintained low wind speeds.

Figure 4.14: Inversion strength versus height on the clear, cool, near-windless night of November 4th, data not screened based
on inversion strength.

In Figure 4.13, the inversion appears to strengthen the most when it resides just above the canopy.
This is supported by Figure 4.14, in which there appears to be a nonlinear relationship between the
inversion height and the inversion strength. On the 4th, the strongest inversions occurred in the zone a
few meters above the canopy, with weaker inversions throughout the overstory and above the canopy,
and the weakest inversions further above the canopy height.
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Figure 4.15: Wind speed versus inversion height on the clear, cool, near-windless night of November 4th. Correlation
coefficients (r2) for a best line of fit are displayed in the upper right corners.

The plots displaying wind speed versus inversion height (Figure 4.15) support the observation from
Figure 4.13 that wind speed correlates negatively with the inversion height. The inversion height drops
as both the 22.1 m and the 38.2 m wind speeds rise. The 15.7 m and the 7.4 m wind speeds display no
visible correlation with the inversion height, and the correlation coefficient under a linear best line of
fit is zero, indicating that wind speeds at these heights are either too low to measure accurately or not
linked to inversion on the 4th. To gain insight into which of these is more likely, the wind speed data
can be analysed.

The relatively strong correlation and coefficient of determination between the 7.4 m and the 15.7 m
wind speeds displayed in Figure 4.16 indicates that the low wind speeds at these heights are valid mea-
surements rather than signal noise (these graphs contain the non-interpolated wind speed data, which
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do not display much difference to similar graphs implementing the interpolated data used for inversion
identification, displayed in the Appendix). This, combined with the lack of correlation between the
15.7 m and 22.1 m wind speeds shows that decoupling somewhere between these heights is likely. One
possible explanation for the low correlation and coefficient of determination between the 38.2 m and
the 22.1 m wind speeds is that these may be coupled during sections of the time period measured,
and decoupled during others (such as when the inversion height rises to between these measurement
heights). The coefficient of determination is likely slightly misrepresentative as wind speed profiles are
typically logarithmic in the lower portion of the ABL (Abubaker et al., 2018), which would lead to a
curved scatterplot. Despite this, it can be used as a metric to give a rough indication as to whether or
not the wind is coupled since these heights are close to each other.

Figure 4.16: Wind speed versus wind speed from non-interpolated meteorology data at various heights on the clear, cool,
near-windless night of November 4th 17:00 to November 5th 01:00. Correlation coefficients (r2) for a best line of fit are
displayed in the upper right corners.

The variability of the wind speed (visible in the magnitude of the short-term variation in the wind speed
plot in Figure 4.13) increased and decreased together with the wind speed, and, by extension, with the
inversion height. The inversion height and the standard deviation of the wind speed on the night of
November 4th, displayed in Figure 4.17, correlate well for the 22.1 m wind speed, which is supported
by an r2 of 0.30 (as compared to an r2 of 0.10 for the other heights). The 22.1 m wind speed and in-
version height linking more closely during this time period than the other wind speeds makes sense, as
the inversion height is mostly around the canopy for these data, so this is the closest measurement height.
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Figure 4.17: Standard deviation in wind speed versus inversion height on the clear, cool, near-windless night of November
4th.

4.3.3. November 12th, 2022
The inversion heights on the night of November 12th (displayed in Figure 4.18), are well defined and
fluctuate between a few meters above the forest floor to a few meters above the canopy. From 21:10
- 21:40, the calculation for inversion height picks up a second inversion located at 30 m, rather than
the one closer to the canopy. As on November 4th, the wind speed appears to vary together with the
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inversion height, the inversion height climbs to a few meters above the canopy when the wind is calmer,
and drops increasingly as the wind speed mounts and varies. On the 12th, however, the range of heights
between which inversion oscillates is much larger than the previous example.

Figure 4.18: Calculated inversion heights for November 12th, together with meteorological data (from top to bottom: radiation,
rainfall, temperature at a single height, horizontal wind speed, and temperature over height).

The night of November 12th showed no clear correlation between inversion strength and height (see
Figure 4.19). The strongest inversions occurred most frequently a few meters above the canopy. Some
strong inversions also materialized between 8 m and a few meters into the base of the foliage layer.
Between these heights, a gap in very strong inversion measurements exists, indicating that the strongest
inversions did not take place in the foliage layer.

Figure 4.19: Inversion strength versus inversion height on November 12th to 13th, a cool, clear night displaying a strong,
sharp, temperature inversion and low wind speeds.

The wind speeds at 38.2 m, 22.1 m, and 15.7 m all correlated to the inversion height (Figure 4.20).
As on November 4th, the lower wind speeds fell together with greater inversion heights. In the figure,
there appears to be a curve to the scatter distribution, with the inversion height dropping off relatively
quickly a the wind speed increases. This indicates that the inversion height rose above the canopy only
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under very wind still conditions. It could be that the slight wind shear generated at higher wind speeds
near the canopy caused mixing, thus breaking through the inversion, mixing the cooler air below with
the warmer air above, and driving the inversion closer to the forest floor.

Figure 4.20: Wind speed measured at various heights versus inversion height on November 12th to 13th, a cool, clear night
displaying a strong, sharp, temperature inversion and low wind speeds.

Figure 4.21: Wind speed versus wind speed from non-interpolated meteorology data at various heights on November 12th to
13th, a cool, clear night displaying a strong, sharp, temperature inversion and low wind speeds. Correlation coefficients (r2)
for a best line of fit are displayed in the upper right corners.



4.3. Inversion 35

On November 12th, the 38.2 m wind speed was better coupled tp the 22.1 m wind speed (supported by
Figures 4.16 and 4.21). The 12th shows significantly more coupling throughout the overstory (between
the 15.7 m and 22.1 m wind speeds), and less between the 15.7 m and 7.4 m wind speeds.

The inversion height correlates strongly to the standard deviation in the wind speed in Figure 4.22.
Much of the change in inversion height over time can be explained by a linear model to the standard
deviation of the wind speed (as demonstrated by the r2 values). The same curved trend displayed in the
scatterplots in Figure 4.20 occurs, perhaps even more clearly, in Figure 4.22, where middling inversion
heights correspond to relatively low standard deviations. Due to the curve in the data, these coefficients
of determination would be even higher for a curved line of fit.

Figure 4.22: Standard deviation of wind speed versus inversion height on November 12th to 13th, a cool, clear night displaying
a strong, sharp, temperature inversion and low wind speeds. Correlation coefficients (r2) for a best line of fit are displayed in
the upper right corners.
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4.3.4. November 6th, 2022
On November 6th, a cloudy, windy, night with little rain, there was no inversion layer detected. The
points of greatest temperature difference as calculated by the method described in Section 3.4.4 appear
noisy, with a greater density of points grouped closer to the ground (see Figure 4.23). None of the points
had a great enough temperature difference above and below to pass through the temperature screen. On
this night, there was no correlation between these points and the wind speed, as indicated in Figure
A.15. No relationships were found between wind speed or other meteorological factors and calculated
inversion height on this inversionless night. For comparison, the correlations of the unscreened data for
the nights with inversion were examined. While weakened by including many non-inversion data points
by not screening based on temperature difference, the nights with inversion still displayed correlations
between wind speed and inversion height when processed in the same manner as the data from November
6th (see Table A.1 for the coefficients of determination as a qualitative method of comparison).

Figure 4.23: All calculated inversion heights, including those without screening based on temperature difference (labeled as
"Unscreened"), for the windy, cloudy night of November 6th, together with meteorological data (from top to bottom: radiation,
rainfall, temperature at a single height, horizontal wind speed, and temperature over height).
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Discussion

The DTS running at Loobos recorded temperature profiles over the course of a few weeks, capturing
temperature gradient data for a range of meteorological conditions and revealing a few nighttime in-
version layers. Creating temperature maps (temperature profiles over time) provided an overview of
general patterns in vertical temperature distribution, and linking the DTS data to other meteorological
data placed the profiles and maps into context. The individual profiles allowed for a closer look into the
development of the various phenomena shown in the temperature maps.

Temperature constitutes a component of the weather. Other components of the weather showed clear
links to the vertical and temporal distributions of temperature at the measurement site. Both the
profiles and the temperature maps provided insight into how heat moves and where it resides below,
throughout, and above the canopy. The one second profiles provided detailed information on each
time step; comparing back-to-back profiles indicated how the structure of the air changed from one
moment to the next. While unclear with the current set-up and processing, these one second profiles
may hold the potential to display individual eddies of warm or cold air, and are discussed further in
Section 5.1. Averaged profiles over small time intervals (on the scale of seconds to minutes) yielded
more robust insights into the structure of the air in the forest at a given moment. Profiles averaged over
longer time intervals (tens of minutes to hours) provided more general insight into what the temperature
structure was like on a given day. Temperature maps (examined further in Section 5.2), while containing
less detailed information of each individual measurement, provided more information into trends and
patterns throughout a time period than the temperature profiles. For example, revealing diurnal warming
and cooling, as well as trends in inversion layer height (Section 5.3). Combining profiles with maps
helped interpret the DTS data; the profiles indicated both stability and where the influence of tower and
overstory features might have played a role, while the maps showed how the distribution of temperatures
shifted over time and which times might be interesting to study further. Coupling the temperature maps
and profiles with meteorological measurements provided further context and helped validate and clarify
the results.

5.1. Individual Eddy Tracking
Likely eddies could be identified in the data, but these would need further verification using another
method for validation. Tracking these eddies or determining eddy properties, such as size and speed,
was not possible with the method implemented. The profiles generated by the DTS revealed many
temperature fluctuations. Comparing the individual profiles to the rolling average data, as displayed in
Figure 4.1, showed that some of the fluctuations may arise from measurement noise, while others are
highly likely to be significant signals due to local eddies. When comparing the signals well outside
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of the noise level in these profiles over time, it was not possible to determine whether signals at two
different time steps corresponded to the same eddy. A set of profiles generated over sequential time steps
can be seen as a stop-motion view of the air over time. In this way, a warm eddy captured in sequential
frames would be expected to manifest as a positive-temperature signal traveling up the fiber. However,
the frames in between two strong positive signals, that might indicate a traveling eddy, often showed
weaker positive signals, making it hard to differentiate between these signals and noise. Removing these
frames due to uncertainty caused by noise reduces the likelihood that the two positive signals belonged
to the same eddy.

The set-up, method, and processing tested in this study may have led or contributed to an inconclusive
result. Some set-up and method-related options that could improve certainty include: using a more
sensitive fiber with a higher response time; running a device such as the Silixa Ultima S (allows for
double the spatial resolution of the Ultima M, but even the Ultima S tends to under-measure high
frequency temperature fluctuations (Peltola et al., 2021)); building a 2D or 3D grid to account for
horizontal transportation, and removing the sun screens. Running the fiber up and down along a vertical
plane, interpolating between the generated temperature profiles to create a 2D grid of temperature data,
and then viewing these data slices over time, could potentially yield results that a single-fiber method
does not. The study by Thomas et al. (2012) implemented the DTS in a 2D setup over a field and was
able to determine vertical eddy scales, perhaps a similar method of processing could work in a forest. A
3D set-up could also be tested, with fibers strung vertically up and down along multiple vertical planes
set next to each other (essentially creating a cube-like shape in which data are gathered). As eddies are
3D structures (Kleissl & Garai, 2011), observing them in more dimensions than the 1D set-up used in
this study could provide extra insight. The sun screens, while yielding a more accurate reading of the
temperature, affect the air flow around the fiber, and thus could have influenced the effectiveness of this
method of eddy tracking.

It could also be that these data do allow for individual eddy tracking under a different method of data
processing. Perhaps combining points to decrease uncertainty due to noise (changing the resolution
from every quarter meter to a half a meter) would create clearer signals for large enough eddies and
decrease the signal noise. Another option would be to perform the same analysis on the data gathered
from the other side of the fiber (the one encased in cotton, to be used for wet bulb temperature) and
line up the signals based on height above the ground. Averaging these signals would be another way
to decrease uncertainty, since there would be more data points per meter. Implementing a wavelet
analysis method (which allows for analysis of the various signals based on their scale) would structure
this cumbersome process, increasing accuracy and allowing for mass processing of the data (Torrence
& Compo, 1998). Recently, wavelet analysis has been implemented in various atmospheric studies to
identify eddies, such as Curto & Gassmann (2022)’s research concerning isolating coherent structures
over crops.

Another possible reason why individual eddies could not be tracked in these data is that the temperature
differences between the eddies and the average air temperature were not large enough to be picked up
on during the given days. Peltola et al. (2021) measured temperature perturbations up to 1.5 K during
a day in June, and up to 1.0 K at night throughout a 17 m tall pine forest with sonic anemometers.
The DTS on-site there reported similar ranges. These ranges are larger than those seen in much of the
Loobos data, which may be due to the slightly warmer temperatures, season, time of year, and/or the
data selected by Peltola et al. (2021) to display. The days studied in the Loobos data were limited to
the few with low wind speeds. It could be interesting to look into what this method of data processing
and gathering would lead to on a day with lots of heating due to incoming solar radiation, such as might
occur in late spring. Testing and refining this method over a different surface type, such as a field, rather
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than measuring through the forest canopy, might also help clarify the signal and indicate whether this
method holds potential.

Next to the limited range of weather types measured, there are other potential sources of error for
all measurements discussed in this study. The measurements were made at only one location, so the
patterns and trends described may not be typical for this forest, let alone forests in general. Furthermore,
the data only represent two and a half weeks, rather than trends that occur consistently over a longer
period of time. The fiber also resides closer to the tower than the trees, meaning that the data represents
potential effects due to both the small clearing surrounding the tower and the tower itself.

5.2. Distribution of Temperature
The vertical and temporal distribution of temperature at the measurement site clearly linked to various
components of the weather. Both the profiles and the temperature maps provided insight into how heat
moves and where it resides below, throughout, and above the canopy for the duration of the experiment.
Coupling the DTS data with meteorological measurements provided further context and helped evaluate
and clarify the results. Phenomena recognized in the DTS data included rain showers, sunlight versus
cloud cover, (changes in the) vertical distribution of air temperature (such as canopy effects), "fingers",
and inversion layer height and strength.

Both direct sunlight and rainfall led to changes (often sharp) in the measured vertical and temporal
temperature distributions. Rain storms suddenly dropped the temperature (inducing change along the
temporal axis), and could also lead to vertical differences in the measured temperature, such as the
horizontal stripes seen in Figure 4.10. These vertical differences occur when evaporative cooling lowers
the temperature of wet sections of the fiber. Therefore, rain can result in an inaccurate air temperature
measurement, but may provide insight into the temperature of other wet forest surfaces exposed to
similar wind speeds, such as nearby tree trunks. Daytime changes in cloud cover on a scale of minutes
to hours consistently led to warmer zones in the temperature measured with the DTS at moments with
more sunlight, and colder zones during those with more cloud cover. The effects of direct sunlight on
the vertical temperature distribution were twofold. The first effect, a general increase in the temperature
measured above the canopy, matches the expectations of the literature (Moene & Dam, 2014). The
second effect, sharp jumps over a small vertical scale (like those in Figure 4.9) lined up with tower
features, and likely occurred due to measurement error. Measurement error due to direct radiation
likely caused these sharp contrasts, they occurred on both windy as well as windstill days, meaning that
increased mixing of the air had no effect on the sharpness of the artifacts in the temperature profiles
measured. Therefore, these horizontal lines are likely the effect of direct sunlight passing through the
screen. This potential error further supported by Schilperoort et al. (2018), where, while the use of
screens significantly reduced error due to solar radiation, a deviation of up to 1 K persisted.

The temperature maps displayed changes in the vertical distribution of air temperature at the measure-
ment location, indicating the atmospheric structure under, through, and above the canopy. On very
windy days, the aforementioned sun and rain effects were some of the only prominent patterns visible
in the vertical temperature profiles as the air was well-mixed. The other noticeable features were a
cooler zone in the first few meters above the forest floor at night and, occasionally, a cooler zone at
the canopy. The cool zone near the forest floor is likely caused by a contrast between the ground and
air temperature, along with low near-ground wind speeds. Clear days with low winds provided more
variation and structure than their cloudy, windy counterparts.

The typical vertical temperature distribution for forests mentioned in Moene & Dam (2014) appeared
under certain weather conditions. During clear days with low wind speeds, the warmest zone, while
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very weak, was often near the canopy, and, unless there was a strong inversion present, the canopy
cooled off slightly more than the surrounding air at night. Even on windy or cloudy evenings, the cool
canopy zone could still sometimes be spotted (see Figure 4.5). According to Moene & Dam (2014) and
Foken (2021), the interception of incoming shortwave radiation and subsequent heating at the canopy
generates the most turbulence, and there is less turbulence under the canopy than above during the day.
In the data gathered at Loobos, the stronger turbulence should manifest as stronger variations from the
mean temperature in figures like Figure 4.1. However, examining these profiles during time periods with
a warm zone right above the canopy failed to yield clear patterns. The measured canopy effects might
have been weakened in Loobos due to the sparse canopy, as well as the clearing around the tower. The
fiber placement means that the fiber measured a zone with a break in canopy, as well as picked up any
potential tower effects on air temperature and heat transfer. To properly assess this and the extent of these
effects, measurements would need to be taken through the trees nearby. Ideally, both locations would
gather data year-round, as the ability of a forest to act as a heat sink shifts, not just diurnally, but also
seasonally (Oliphant et al., 2004). In these data, it appears as though higher wind speeds partially negate
the effects of a canopy, decreasing the magnitude of vertical differences in temperature. Generally, the
moments with higher wind speed also display more wind shear, which is a key driver of turbulence
(Moene & Dam, 2014). Therefore, the general trend present of decreasing vertical temperature varia-
tion with increases in wind speed can be explained by the resulting increase in mixing due to wind shear.

The "fingers" displayed in Figure 4.11, appeared in the data on 30th and 31st of October, as well as on
the nights with inversion. The only conditions under which clear fingers formed, likely canopy waves,
were low-wind, clear nights with low inversion heights. When the inversion layer rose to above the
canopy, the fingers weakened or disappeared all together. According to Cava et al. (2004), canopy waves
may form due to Kelvin-Helmholtz instabilities at the canopy, which are triggered by wind shear. These
likely only occur on the low wind speed days because at high wind speeds, the horizontal movement of
the air overrules the vertical rising and falling of air that generates the band-like appearance visible in
Figure 4.11. As a result, the air mixes more evenly and this phenomenon disappears. Under windstill
conditions, not enough shear is generated to cause the Kelvin-Helmholtz structures, thus no bands can
form. It would be interesting to know if this pattern occurs in other locations and if the angle of the
fingers is consistent over time and space, as well as what causes the angle. Schilperoort et al. (2022)
found similar artifacts, and deduced that they stemmed from either cold air dropping from the canopy,
advection from the sides, or radiative cooling. The angle found in the fingers in Loobos would indicate
that either the third option, or a fourth mechanism (wind above the canopy mixing plumes of warm air
with the cooler air in and above the overstory), are other possibilities.

5.3. Inversion
Inversions formed during clear nights with low wind speeds. The heights of these inversions correlated
strongly to certain wind speed characteristics. However, these inversions did not correlate well to the
wind direction, nor to the longwave radiation (neither to the incoming or outgoing longwave radiation,
nor the difference between the two). Schilperoort et al. (2022) also located wavelike inversions in a
forest, and found no correlation between net radiation measured in the understory (rather than above
the canopy, as was done in this study) and inversion. They did find a pattern between the wind speed
at a 1 m height and the inversion height similar to the one described in this study, but did not see such
a pattern in the above-canopy wind speed measured at 48 m. At the Loobos site, no correlations were
discovered between inversion strength and the meteorological data tested. Inversion height and strength
also showed little overall correlation, though the strongest inversions occurred most frequently a few
meters above the canopy.

The nights of the 4th and the 12th of November, while both showing clear inversions, did not display all
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the same patterns. One big difference in the circumstances under which inversion took place occurred
in the wind speed profiles. While the wind above and below the canopy was coupled on the 12th (see
Figure 4.21), the 4th showed a distinct decoupling (see Figure 4.16) between the 22.1 m and the 15.7
m wind speed. This decoupling, linked with the inversion height mainly sitting around the top of the
canopy on the 4th, explains why the inversion height on that night correlated to characteristics of the
22.1 m (and a bit to the 38.2 m) wind speed, and not so much the other wind speed measurements.
In contrast, the inversion height on the 12th ranged from a few meters above the forest floor to well
above the canopy, and displayed correlations to all four wind speeds. During its strongest moments,
the inversion strength on the 12th was also slightly greater than on the 4th. The 12th also showed
higher correlations between wind speed and variability and inversion than on the 4th. According to
Schilperoort et al. (2022), inversion can form as a result of decoupling. Based on these data, both the
height and strength of decoupling may play important roles in determining the range of inversion heights.

The reason for the differences in these inversion characteristics could lie in the differing circumstances
preceding inversion. The day of the 4th displayed intermittent sunlight in the morning, developing into
an overcast afternoon, with a rain shower at 15:00, little to no wind under and through the overstory, a
bit of wind (about 4 m/s) above the canopy, and temperatures between 7-14 ∘C (about 3 degrees colder
than the day before). The day of the 12th was dry and almost cloudless, with almost no wind (1-3 m/s
above the canopy, less than 1 m/s below), and temperatures between 4-20 ∘C (about 7 degrees warmer
than the day before). The larger gradient between ground and above-canopy temperature may have led
to stronger inversion on November 12th, and the lack of decoupling may tie into why the inversion
height moved more (though it could also be that the 4th experienced more decoupling precisely because
the inversion remained relatively steady).

Both nights displayed a relatively strong correlation between the wind speed and inversion height, as
well as between the standard deviation of the wind speed and the inversion height. These trends are
reflected in the coefficients of determination, which, while less appropriate than a better fitted model
due to the assumption of a linear correlation, still present an indicator for how closely two variables
link together. On the 4th, the strongest coefficients of determination with respect to inversion height
were with the 22.1 m wind speed (r2=0.31) and standard deviation of the wind speed (r2=0.30). On the
12th, the r2 of inversion height to standard deviation of the 38.2 m wind speed (r2=0.58) barely topped
that of the 22.1 m measurement (r2=0.50), indicating that, of the variables tested, the variability of the
regional wind held the greatest link to inversion height on this night. To put these values into context,
the r2 of the standard deviation of the 38.2 m wind speed to inversion height was almost twice as high as
the r2 between the 38.2 m wind speed and the 22.1 m wind speed on the same night (r2=0.33). So, the
variation in the 38.2 m wind speed could explain much more of the variation in inversion height than
it indicated about the wind speed at another height on that night (assuming a linear relationship). As
both the wind speeds and the standard deviation appeared to have similar curves in the scatterplots, a
comparison based on the coefficients of determination, while not ideal, may present a fair approximation
of how closely each pair of variables is linked.

The negative correlation between wind speed and inversion supports the idea that inversion height is a
compromise between the temperature gradient and wind shear. The density gradient that occurs under a
strong positive temperature gradient works as a stabilizing force, while wind-shear induced turbulence
acts against this, mixing the air. If the temperature gradient overpowers the mixing, it acts as a positive
feedback, as more stability will allow for more stratification, thus increasing the stability. This principal
is taken a step further by the model proposed by Schilperoort et al. (2022) for inversion formation.
According to this model, sharp inversions are caused by an increased mixing due to turbulence at the
forest floor and at the canopy. This increase in mixing leads to a sharper gradient in the temperature
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profile somewhere between these two points. If this new temperature gradient surpasses the point at
which the density gradient generates a positive feedback loop, sharpening occurs. (For more complete
information on this model’s processes, see Section 4 and Figure 12 of Schilperoort et al. (2022).)

As expected, the nights without inversion showed no correlation between the (unscreened) inversion
heights and other meteorological data. On average, the wind speed also exhibited a lower correlation
to itself at other heights on these nights (for example, Figure A.16). The lack of correlation on nights
without inversion, while saying little about those nights, lends significance to the correlations and
coefficients of determination discovered on the inversion-rich evenings.

As is clear from the two examples studied, the specific characteristics of each inversion vary case-by-
case. For these two cases, the inversion height and (variation in) wind speed displayed relatively strong
correlations. While it seems likely that a lack of wind shear and resulting turbulence plays a key role in
inversion formation, and the variability of wind a key role in inversion height, correlation does not beget
causality. A resulting suggestion for further study would be to research whether either of these elements
causes the other, or if they are together governed by some other factor. A lack of cloud cover and rainfall
also seems to form a requirement for inversion formation, though that could simply be due to the low
number of examples analysed. How the selection of the parameters used to screen for inversion plays
into the calculated inversion parameters could also be further examined. For example, including only
very strong inversions, or implementing a different window size, would likely affect the correlations, as
well as the coefficients of determination. Perhaps even more interesting would be to test for coefficients
of determination under different models, as the curved shape of the scatter plots indicates that a curved
relationship may be more accurate than a linear one.
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Conclusion

A multitude of exchanges of energy and mass make up the coupling between land and atmosphere.
This coupling drives climate and weather, which play a decisive role in agriculture, health, ecology, and
other sectors. Forest morphology, composition, and biology-related properties influence this coupling,
and are challenging to measure and model. One key element of this coupling is heat transfer. Studying
eddy characteristics and temperature profiles provides insight into how, when, and to which magnitude
heat transfer occurs. The DTS holds the potential to provide information on eddies and the distribution
of temperature in the atmosphere due to its high sensitivity and data resolution.

Data gathered from the DTS at Loobos during the first half of November displayed fluctuations in
temperature, likely due to turbulent heat transfer eddies. Performing a difference calculation between
the one second profiles and the rolling mean temperature helped remove the effects of tower features
from the profile data. The magnitude and velocity of these eddies could not be determined based on the
current methods. The one second temperature profiles indicated the atmospheric stability from a meter
above the forest floor up to 1.5 times the canopy height. Viewing these profiles sequentially showed
how the temperature gradients present developed over time.

The weather impacted the vertical distribution of temperature in the forest. The DTS captured these
impacts, which often matched with theoretical expectations. Warming at the forest floor and canopy oc-
curred during the day, specifically under direct sunlight. Nights displayed cooling at the forest floor and
canopy, as well as the occasional formation of a sharp temperature inversion and decoupling. Different
patterns of sensible heat transfer were occasionally also visible in the data, as evidenced by the “fingers”
on days with less wind versus the grainy mixing of windy days. The DTS tended to overestimate the air
temperature under direct sunlight, and may have underestimated the air temperature during and shortly
after rain showers. When studying the DTS data, placing the measurements into meteorological context
is essential.

Inversions formed on clear nights with very little wind. Inversion height throughout the canopy and
understory strongly linked to wind speed and variation. The two cases of inversion studied differed in
height, strength, and how well they correlated with the wind speed-related factors, implying that the
properties of inversions with different characteristics may depend on airflow at different heights.

Combining various methods of viewing DTS data provides a thorough overview of temperature devel-
opment throughout the day, and detailed information on the small temperature gradients often present
in the forests. Adding extra meteorology data (such as radiation, wind speed, and rainfall) brings clarity
and a method to verify the weather conditions indicated by the DTS. Gaining insight into temperature
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gradients and modes of heat transfer in the forest provides a way to assess and improve weather and
climate models. Next to passive applications such as predicting the weather, these models can be used
to anticipate the effects of actions such as reforesting landscapes or implementing urban greening.

6.1. Recommendations for further research
The following list indicates potential next steps to gain further insight into the topics studied in this
thesis.

• Creating a 2D or 3D DTS set-up in a forested region may yield more insight into turbulent eddies
in the forest.

• Performing this research over a more extended period could test if the patterns uncovered in this
project persist under similar weather conditions, as well as discover what role seasonality and the
greening of the understory might play.

• Testing additional nights and other locations with inversion to search for correlations between
inversion height, strength, and meteorological properties could help further understanding of
which aspects of the weather influence low-laying nighttime inversions.

• Exploring correlations between turbulent kinetic energy, wind shear, and inversion height may
provide further understanding into which elements contribute to inversion strength and height.

• Performing a study similar to this one, but with a fiber measuring the wet bulb temperature, would
allow for the addition of the relative humidity. In this manner, insight could be gained into the
transport of moisture and subsequent latent heat flux.
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Figure A.1: Points with the largest temperature difference for each time step show up in light blue, with the selected points
based on a minimum temperature difference in white.
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A.1. All Days

Figure A.2: Wind speed versus inversion height for October 30th through November 17th.

Figure A.3: Wind speed versus wind speed at one height step removed for October 30th through November 17th.
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Figure A.4: Standard deviation versus inversion height for October 30th through November 17th.
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A.2. November 4th

Figure A.5: Standard deviation of the wind speed and inversion strength on November 4th to 5th.
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Figure A.6: Wind direction and inversion height on November 4th to 5th.
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Figure A.7: Wind direction versus inversion height on November 4th to 5th.
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Figure A.8: Difference in longwave radiation versus inversion height on November 4th to 5th.

Figure A.9: Difference in longwave radiation versus inversion strength on November 4th to 5th.
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A.3. November 12th

Figure A.10: Standard deviation of the wind speed correlated to the inversion strength on November 12th to 13th.

Figure A.11: Difference between incoming and outgoing longwave radiation and inversion height on November 12th to 13th.
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Figure A.12: Difference between incoming and outgoing longwave radiation and inversion strength on November 12th to
13th.

Figure A.13: Wind direction and inversion height on November 12th to 13th.
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Figure A.14: Wind direction and inversion strength on November 12th to 13th.
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A.4. November 6th

Figure A.15: Wind speed versus calculated inversion height for all data points on November 6th to 7th (not screened based on
a minimum temperature).

Figure A.16: Wind speed versus wind speed for all points on November 6th to 7th (not screened based on a minimum
temperature).
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Table A.1: Coefficients of determination for unscreened data between various meteorological variables for November 6th,
a night on which no inversion was detected. The "Inversion Height" is the result of the inversion height calculated without
temperature screening applied. The unscreened inversion r2’s for the inversion nights are shown in the two rightmost columns.

r2 for November 6th [-]

Wind speed
meas. height [m]

Inversion
heights

22.1 m
wind speed

15.7 m
wind speed

7.4 m
wind speed

Nov. 4
Inv. H.

Nov 12
Inv. H.

38.2 0.00 0.20 0.06 0.04 .12 .21

22.1 0.00 1 0.02 0.03 0.01 0.28

15.7 0.00 0.02 1 0.20 0.01 0.20

7.4 0.00 0.03 0.20 1 0.00 0.04
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