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Abstract

Dota 2 is one of the most popular MOBA (Multiplayer Online Battle Arena) games
being played today. A Dota 2 match is played by two teams of 5 players. The main goal
of the game is to destroy the opposing team’s Ancient tower, the team that manages
to do so, wins the game. An essential part of a match is the hero selection phase
before it starts. There are different ways to select heroes in different game modes, but
the game mode that is used for this research is the Captain’s mode where each team
is assigned a captain and the captains take turns picking and banning heroes. The
main question that this research aims to answer is: “What is the effect of the Pudge
hero being picked in a team on the outcome of a Dota 2 game?” Causal inference, a
discipline that is concerned with discovering causal relationships using data analysis
under certain assumptions about the data is used in this research to measure this
effect. More specifically, the g-formula is the causal inference method of choice for this
research. The data that is used for this research is gathered through the OpenDota API.
After running the correctly formatted data through the g-formula implementation, the
effect of the Pudge hero being picked in a team on the game outcome was estimated as
-0.2848%. Meaning that, on average, there is a 0.2848% less chance of a team winning
the game, if the Pudge hero is in that team.

1 Introduction
Dota 2 is one of the most popular MOBA (Multiplayer online battle arena) games being
played today [1]. A Dota 2 match is played between two teams of 5 players, namely the Dire
and the Radiant. The teams are formed through hero selection from a pool of 123 unique
heroes [2]. After each player has picked a hero, the game starts. The main goal of the game
is to destroy the other team’s Ancient tower, which is the main tower located at each team’s
base. The team that destroys the opposing team’s Ancient tower wins the game. Besides
the casual players of the game, there is a vast community of professional players who play
this game competitively and millions of dollars can be at stake. Naturally, there exists a
significant effort around the community to make certain predictions on the critical processes
of the game, such as its outcome, whether the Radiant or the Dire team is more likely to
win, using public data on the game. One example of such research is the work of Yang,
Qin and Lei, where a real-time match result predictor was implemented using player data
collected prior to the match, as well as in-game events [3]. Logistic regression was used as
their prediction model to predict the game outcome.

Causal inference is a discipline that is concerned with discovering causal relationships be-
tween variables using data and its analysis to estimate the effect of one variable, commonly
called the treatment, on another, usually the outcome [4]. This analysis is conducted under
certain assumptions on the data used, which will be discussed in more detail in section 2.2.
The process of predicting the outcome of a Dota 2 game is a complicated task because of
the nature of the game and the number of factors involved. This research is not focused on
predicting the outcome of games, however the aforementioned factors also play an impor-
tant role when the causal effect of a hero choice on the game outcome is investigated. As
an example, consider MMR (Matchmaking rating), a measure of performance of a player.
This is a factor that can affect both the selection of the Pudge hero, the treatment, and
the outcome. Because for example, Pudge is one of the rather beginner-friendly heroes,
which means that the MMR can affect its selection. It can also affect the game outcome
because beginners with low MMR are more likely to make mistakes and concede a loss in
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the game. It is not a trivial task to dissociate such factors when estimating the effect of
the treatment. These factors are classified as the confounding factors in causal inference
literature [5]. These factors are known to affect both the control/treatment groups and the
outcome. To briefly explain the concept of control and treatment groups, consider a simple
example where drug A’s effect on curing illness X is investigated. To design an experiment
to measure the treatment effect, a population would be randomly assigned to two groups:
control and treatment, without the participants being aware of their group. The treatment
group would be assigned to take drug A, which is also called the intervention, where the
control group would be given a placebo. This way the effectiveness of drug A can be mea-
sured by comparing the number of cured people in the treatment group vs. the control
group. A possible confounding factor could arise when this effect can not be measured
through an actual experiment but only through data analysis. An example confounding fac-
tor would then be if a person has a certain existing medical condition that makes him/her
more likely to be assigned drug A, while also affecting the possibility for illness X to be cured.

The specific research question that will be addressed in this research is: “What is the
effect of the Pudge hero being picked in a team on the outcome of a Dota 2 game?” The
main reason behind the choice of hero for this research is the fact that Pudge is the most
popular hero of all time in terms of its choice-rate and it also has a relatively high win-rate
[6]. The hero choice is one of the most important phases of a Dota 2 game because each hero
has unique powers and strategies that are known to work well with them. However, there
are numerous confounding factors involved in this causal relationship such that, if controlled
for, (e.g. only selecting games where the skill rate is above a certain number) when trying
to measure the treatment effect (Pudge hero being picked in a team), can possibly lead to
selection bias due to samples being excluded from the data [7]. Not controlling for these
factors is also not a good solution because then there is a bias term introduced by the dif-
ference between the treated and the untreated when estimating the treatment effect (lack of
exchangeability), so it is necessary to correct for them [5]. The concept of a confounding fac-
tor and mathematical notations used to represent them will be further discussed in section 2.

One way of correcting these confounding factors is using the g-formula [5], which is also
the main methodology used in this research that will be further discussed in section 2 and
3. Currently, there is a lack of open-source code that uses the g-formula, therefore this
method is not as popular as some of the other methods used for causal inference, despite
the fact that it was discovered in the 80s [8]. An important motive of this research is to
provide an open-source, transparent research to showcase the effectiveness of g-formula for
the correction of confounding factors, so that accurate measurements can be made on the
treatment effect. The main research question can be broken down into the following sub-
questions such that when all of the answers to them are combined, the research question
itself can be answered:

1. What is the causal diagram with the relevant factors?

2. What are the confounding factors that are involved in the causal relationship?

3. How can these confounding factors be corrected for when applying causal analysis?

4. How should the data be separated (Control/Treatment groups) to conduct the causal
analysis?
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5. Which evaluation method should be used to measure effect?

This paper is structured as follows. The causal inference methodology of choice, as well as
the assumptions about the data will be introduced in section 2. Section 3 contains detailed
explanations of the tasks involved with this research project such as the data gathering
process and the g-formula implementation. Section 4 is dedicated to showcase the results
obtained. Section 5 is a discussion on responsible research. Section 6 serves as a discussion
and interpretation of the obtained results. Concluding remarks are made in section 7 and
section 8 briefly discusses the limitations and the possible future work.

2 Methodology
In this section, the main causal inference method that is used to answer the research question
will be discussed in detail. The motivations for its use, existing research on the methodology,
advantages vs. disadvantages and also the necessary assumptions will be discussed.

2.1 G-formula
Due to the existence of the confounding factors, the effect of the treatment can not be iso-
lated from the effect that the confounding factor introduces. This results in confounding
bias that needs to be corrected for when estimating the average treatment effect [5]. To
better illustrate this, mathematical notations from causal inference literature can be used.
The term treatment (T) refers to the intervention whose effect is being estimated, in the
case of this research, it is the selection of the Pudge hero. In causal notation it is a binary
variable, T ∈ {0, 1} shows whether the treatment is applied or not. Y represents the out-
come but it is usually used together with the treatment variable t, in the form Y t={0,1},
where Y t=0 refers to the outcome that would have been observed, if the treatment was not
applied and similarly, Y t=1 refers to the outcome that would have been observed, if the
treatment was applied [5]. To observe the effect of the treatment, E[Y t=1] − E[Y t=0] can
be calculated, where E[x] refers to the mean or the expected value of x [5]. In real-word
scenarios this direct calculation is impossible because once the treatment is applied, it is
not possible to reverse it, meaning that if E[Y t=1] is known, E[Y t=0] becomes counterfac-
tual. E[Y |T = 1] − E[Y |T = 0], which refers to association between the treatment and
the outcome can be used to calculate the causal effect but unfortunately, in the presence of
confounding factors, unconditional exchangeability does not hold, meaning that the control
and the treatment groups are essentially quite different in terms of important characteristics
prior to the application of the treatment due to some existing confounding factors [5]. This
means that there is an additional bias term introduced by the confounding factors that needs
to be corrected for. Figure 1 illustrates the visual representation of a confounding factor,
inside a causal diagram. It can be seen that the confounding factor (L) is affecting both the
treatment and the outcome.

Ideally, randomisation is the cure for taking care of this confounding bias [7]. However,
it is not possible to conduct randomised controlled tests with observational data, which is
the type of historical data that this research has access to. Luckily there are other existing
methods that can correct for the confounding factors and also work with observational data.
G-methods, where G stands for general, is one of the categories consisting of such method-
ologies like Inverse probability weighting, the parametric g-formula and g-estimation [5].
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Figure 1: A simple causal diagram in which T is the treatment, Y is the outcome and L is
the confounding factor. The arrows indicate the causal relationship, e.g L causes T and Y

The chosen method for this research is the parametric g-formula. A popular use case of
the g-formula among causal inference methods is to correct for the time-varying confounding
factors [9]. However it is not limited to it and can also be used to correct for non-time-varying
confounding. The g-formula requires the following conditional estimation: E[Y |T = t, L =
l], this is then modelled by standardisation [10]. This allows for the Average Treatment
Effect, E[Y t=1] − E[Y t=0] to be calculated. Here is the full g-formula that will make it
possible to calculate the Average Treatment Effect [5]:

E[Y t] =
∑
l

E[Y |T = t, L = l]× Pr(L = l)1

The estimate is obtained by a fully-saturated parametric regression. Parametric regression
was chosen over non-parametric regression because non-parametric regression is prone to
overfitting the data and the curse of dimensionality [11]. For the parametric regression, an
assumption has to be made that the data follows a certain probability distribution [10]. A
second choice was made regarding the saturation level of the model. Saturation level refers to
the number of the interactions between the treatment and the confounding factors included
in the regression model [12]. As more and more interactions are included, the regression will
fit the data better. As assumptions related to the relationships between the parameters are
added, the model will become less saturated [13]. For this research, such assumptions were
not deemed relevant and therefore a fully-saturated regression model was used.

2.2 Assumptions
There are certain assumptions that need to be made about the data and the factors involved
in order to ensure that there is no bias term when the g-formula is applied [14]. These
assumptions are:

• (Conditional) exchangeability: This assumption can be formulated as Y t ⊥⊥ T |L.
Which means that the entities belonging to the control and treatment groups are ex-
changeable given the confounding factors. Meaning that if the treatment was applied
to the control group with the same confounding values, the outcome would have been
the same. This is a critical assumption because otherwise the control and treatment
groups would not be comparable. This is approximately true for this experiment
because the confounding factors included captures the distinguishing information be-
tween players. Unfortunately, it is not possible to test and assure that this assumption

1Pr(x) refers to the probability of x
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is correct with observational data, even when a lot of confounding factors are involved
[5]. Therefore this assumption is deemed as approximately true for this experiment.

• Positivity: The positivity assumption suggests that the probability of being assigned
to either control or the treatment group must be bigger than zero, positive. This
assumption holds for this experiment because in the game modes chosen, Pudge hero
is an available hero pick. Therefore there is a positive probability that it can be picked,
and therefore receiving treatment. The remaining teams, where the Pudge hero was
not selected, are the control group by design. This is also proven when the collected
data is observed, there are teams from both groups.

• Consistency: This assumption relates to the application of the treatment. The treat-
ment and its application needs to be well defined because otherwise, it can be applied
in different ways, possibly producing different causal effects [5]. In the case of this
experiment, the assumption holds because there is no variation possible in the appli-
cation of the treatment, the Pudge hero can not be picked in different ways.

• No measurement error: This assumption depends on the reliability of the collected data
from the OpenDota API and also the game itself when the player data is measured.
This API is a service of Steam, which is one of the largest video game online markets
[15]. It is also commonly used for research on the game of Dota 2 [16]. Therefore there
are valid reasons to assume that there are no measurement errors in the collected data.

• No model misspecification & No unmeasured confounding: These two assumptions
are closely related to each other, in the sense that no model misspecification mainly
depends on the absence of unmeasured confounding. No model misspecification is the
assumption that the regression model that is used is correct with all the coefficients
[17]. A major misspecification could possibly occur when there are confounding fac-
tors that were not measured and adjusted for in the regression. From the data that
was made available, all confounding factors identified were measured and included in
the regression. Again, there is no way to guarantee that there are no unmeasured
confounding factors, due to the complex nature of the game of Dota 2 and the data
that is made available.

3 The effect of hero choice on the game outcome
This section is dedicated to a discussion of the main ideas of the research. the ideal exper-
iment, accomplished tasks, important details about the causal experiment design and also
the implementation of the methodology.

3.1 The ideal experiment
The ideal experiment would be mainly using the power of randomization to mitigate the
effects of the confounding factors and observational data. Random Dota 2 players would be
selected to participate in the experiment. The players would be randomly assigned to teams
of 5, with a balanced hero role distribution, which will be explained in detail in subsection
3.3.1. Team match-ups would be randomly made and the games would be carried out with
the criteria that the Pudge hero can not be selected. The results of these games would
be collected. Then one player of a team from each match-up would be randomly selected
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to pick the Pudge hero in the hero-selection phase for the next round of games. All other
players would pick the same heroes as before and use the same strategies as before, so there
is no knowledge carried over from the previous round. This makes sure that there is no
bias introduced because the treatment and the control group are exactly the same before
the treatment is applied. The matches would be carried out again with the same match-ups
but with the treatment (picking the Pudge hero) applied and the results would be col-
lected. After this it would be possible to calculate the average treatment effect because the
counterfactual cases, what would have happened if the treatment was not applied, are avail-
able and arrive at a conclusion on the effect of picking the Pudge hero on the game outcome.

Unfortunately there are a number of limitations in a real-world scenario, like this research
project, that does not allow the ideal experiment to be conducted. One of these limitations is
the fact that the available data for this research is historical data collected from past games.
It is impossible to make sure that the same group of players and team compositions play a
game twice with the same hero picks and same strategies. Even if there were games played
twice with the same people and the only difference is that one hero picks Pudge, it can not
be concluded with 100% confidence that {E[Y t=0|T = 1]− E[Y t=0|T = 0]}︸ ︷︷ ︸

BIAS

= 0, meaning

that the control and treatment groups are not exchangeable prior to the application of the
treatment. This is because Dota 2 is a game where experience is built over time, and once a
game is played with a group of opponents, their strategies and the proper countermeasures
to apply are learned by the other team. So when the second game starts, the only difference
will not be the selection of the Pudge hero but other factors as well, such as the skill level,
strategy used and the like. This ideal experiment is therefore not possible to be conducted
using real players but it is still useful to keep in mind as a thought experiment and to get a
better understanding of the effect that is being measured.

3.2 Forming the causal diagram
A causal diagram is a directed acyclic graph (DAG) that shows the causal relationship be-
tween the factors involved [7]. Forming this diagram allows for the categorization of these
factors such as confounding, co-variate, mediator and the like. The causal diagram that
was formed for this research can be seen in Figure 2, which can be used to display the
confounding factors involved. Some of these confounding factors will be explained in detail
in the modelling of the confounding factors subsection.

To form this causal diagram, the confounding concepts were determined through the heuris-
tic knowledge of the game as well as exploration of the API used to gather the data. This
exploration of the API also allowed some of the immeasurable concepts to be transformed
into measurable ones, because the information inside the end-points of the API define the
limits of the information that can be obtained throughout the project. An example of this
is, game knowledge demonstrates a certain skill level in the game, which can be quanti-
tatively measured by MMR (Matchmaking rating) which is a collective measure of game
performance that almost all players have. Therefore, this measure can be included in the
data. Some of these confounding factors (e.g. Team balance) can not simply be measured
by a single existing field in the data-set, therefore these factors need to be modelled through
combining multiple fields of information. This will be discussed in-depth in subsection 3.3.1.
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Figure 2: The causal diagram containing the relevant factors for this research (treatment
(green), outcome (red) and the confounding factors (blue)). Player’s win rate with Pudge
confounding factor is a percentage of the number of matches each player won using Pudge
divided by the total number of games with Pudge and KDA with Pudge refers to the (kills
+ assists)/deaths ratio of each player with Pudge.

3.3 Data gathering
The match data necessary to apply causal inference methods were obtained using the Open-
Dota API [18] and Dotabuff [6]. The data was gathered through a collection of automa-
tion scripts using Python which gathered recent match information starting from the latest
matches and going back in the historical data.2 The explorer endpoint of the API was used
to query the database using SQL queries. The query consisted of selecting as many relevant
fields as possible to calculate the confounding factors, however some fields were not made
accessible by the API for the SQL queries. Such issues encountered with the data will be
further discussed in section 8. Using this method, 10100 unique matches were gathered,
dating back to 16/11/2021. The majority of these games were from the Captain’s mode,
which is another limitation of the API. Captain’s mode is a game mode where there is a
captain selected for each team and the captains take turns selecting heroes for their team
[2]. This game mode is often used in professional matches and tournaments and it is a good
fit for this research because this allows for an important confounding factor, counter-pick
performance to be estimated. After gathering these matches, additional API calls were made
per each match and player to gather all the necessary data. This data was then passed to
the modelling methods to model some of the more complex confounding factors and obtain a
numerical value. These matches were then formatted to be fed into the g-formula algorithm.
Figure 3 illustrates the step-by-step data change to arrive at the final formatted data.

3.3.1 Modelling the confounding factors

The counter-pick performance and the team balance confounding factors need to be mod-
elled in order to represent them as numerical values in the data-set.

The counter-pick performance is about how the team responds to the opponent’s hero
picks throughout the game. Counter-picking is a very important strategy in a Dota 2 game
because for each hero, there are heroes that are known to perform better or worse against
them [6]. This makes the counter-picking strategy an essential part of the game. Each team
can be assessed for their counter-picking performance by looking at the draft order of a

2The full implementation of the data-gathering scripts can be found at https://github.com/noyant/
research-project-dota2
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Figure 3: The flow of the collected data throughout the data gathering process. The flow is
from orange shadow (top left), where raw data is collected from the API to yellow shadow
(bottom) in which additional API calls are made per player to form the confounding factor
columns, to green shadow (top right) where the data is re-formatted to be used for the
g-formula algorithm.

game in which the heroes that are picked after the opponent’s hero selection can be seen.
This can then be compared to the known hero counter-picks to assess the performance of
the team in terms of the hero selection against the opponent’s heroes. The hero counter-
pick information was obtained from Dotabuff [6]. In the website, there is information on
the possible counter-picks for each hero, sorted by their “disadvantage” percentage. The
disadvantage metric goes beyond just using win rate against other heroes. “It is calculated
by establishing their win rates both in and outside of the match-up and comparing the dif-
ference against a base win rate.” [6]. The disadvantage score of each hero against each hero
(123 rows and 122 columns) is collected and stored in a JSON file to be used for calculations
of the counter-pick performance. For each team, its counter-pick performance is calculated
by summing up the disadvantage that is introduced to the opponent in each counter-pick
until the selection of the Pudge hero, because counter-picks after Pudge is selected no longer
affects the treatment. This value is then assigned to each member of that team.

Team balance refers to how balanced a team composition is, in terms of the number of
carry and support roles in a team. There are a number of official roles for heroes in Dota
2, these are: Carry, Support, Nuker, Initiator, Disabler, Durable, Escape, Pusher, Jungler
[2]. With the main, distinctive roles being carry and support. Carry heroes are usually
ones with more offensive power and useful later on in the game, whereas the support heroes
are usually concerned with helping and boosting other team members [2]. It is suggested
by the existing game guides from Dota experts to have 2 supports and 3 carry role heroes
for a balanced team composition [19]. Therefore, this carry and support distribution was
selected to represent the ideal case of a team composition. In the “/heroes” endpoint of the
API, there are a number of roles assigned to each hero. For each hero, its carry-support
percentage was calculated by assigning 1.0 if the hero contained the carry role, 0.5 if it
carried both carry and support or none of them, and 0.0 if the hero contained the support
role. With these numerical values, the ideal team should have an average carry-support
percentage of 3∗1.0+2∗0.0

5 = 0.6. For each team, its balance up to the selection of the Pudge
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hero was calculated by 1 − |
∑n

i=0
Si

n − 0.6| where Si is the function that gives the carry-
support percentage of a hero. This way, a team with a balanced team composition (0.6
carry-support percentage) will have a high score of 1, whereas the less balanced ones will
have lower scores. The obtained value was assigned to each player of the team.

3.4 G-formula implementation
For the implementation of the g-formula, a fully-saturated parametric regression was used
to estimate the conditional probabilities which is then used by standardisation. This imple-
mentation was provided by zEpid library’s TimeFixedGFormula [20]. Here is the saturated
regression model that was used, where the variables L1 to L5 are the confounding factors and
the “:” operator allows the possible interactions between the treatment and the confounding
factors to be included:

Y = T +

5∑
i=1

Li + T : Li

This model was used to first fit the expected outcomes for the treated, T = 1, and then
the same process was applied to the control group, T = 0. The difference between these
values resulted in the Average Treatment Effect (E[Y t=1]−E[Y t=0]) in terms of a percentage
increase/decrease in the win-rate. There is also another important step to estimating the
causal effect which is analysing the 95% confidence interval. To calculate the confidence
interval, bootstrapping technique was used to re-sample the data 2000 times. For each new
sample, the Average Treatment Effect (ATE) was calculated and appended to a list. The
standard error (SE) of this list was calculated to be used in the calculation of the confidence
interval. Here is the formula used for finding the 95% confidence interval, where 1.96 is the
corresponding z-value for a 95% confidence interval:

[ATE − 1.96 ∗ SE, ATE + 1.96 ∗ SE]

SE =
σ√
n
, n = Sample size

4 Experimental Setup and Results
This section is dedicated to a detailed description about how the hypothetical experiment
with observational data was conducted and the results obtained.

4.1 Experiment with the observational data
After the data was collected with necessary information from the confounding factors, its
statistical distributions were analysed, which served both as a sanity check and also pro-
vided insight on the population of the collected data. Then, the data needed to be formatted,
where the control and treatment groups were also formed, before actually calculating the
Average Treatment Effect using the g-formula.

A detailed statistical summary (mean, standard deviation, min, max, value) of the ob-
tained data can be found in Appendix A. But as a quick way to get insight into the population
of the data, the distribution of the relevant columns can be seen in Figure 4. To highlight
some of the interesting patterns in the data, it can be observed that the MMR estimate
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of the players are mostly located around a very high score of around 5000 with two peaks
around 3900 and 6200. This means that most of these players are from the “Divine” rank
which consists of the top 5% of all ranked players in the game of Dota 2 [21]. This is an
important fact to keep in mind when analysing the results of this research because MMR,
skill level, is naturally a very important factor of the game. Another interesting observation
is that the counter-pick performance closely resembles a normal distribution, centred around
1.24. Lastly, it can be seen that the team balance metric is quite high for all teams involved,
with the lowest value being around 0.6. One possible explanation of this distribution is the
fact that the overall MMR of the population being quite high, so they would be expected
to pick relatively balanced teams.

Figure 4: The histogram plots of the relevant columns from the collected data. The graph
with label hero_id displays the distribution of the heroes picked through all games, ordered
by the hero id on the x-axis.

The first step for formatting the data was to divide the data into control and treatment
groups. The treatment group consisted of teams in which the Pudge hero was selected. The
control group was the remaining teams. After this, the outcome (Y) column was formed
based on the outcome of the game for each team and also the confounding columns were
renamed (L1...L5). This reformatted data was fed to the g-formula algorithm to retrieve
the Average Treatment Effect value.

4.2 Results
The result obtained from the g-formula algorithm, with different adjustments can be seen
in Table 1. The Average Treatment Effect (ATE) was calculated as -0.2848% when all of
the confounding factors were included in the regression model, as can be seen in subsection
3.3. Whereas the ATE without any adjustment for the confounding factors, meaning that
the regression model only contains T , was calculated as -5.4006%. This means that, before
adjusting for the confounding factors, the teams in which the Pudge hero was selected, had
a 5.4006% less chance of winning the game compared to the teams that did not select Pudge.
After adjusting for the confounding factors, this chance increased from -5.4006% to -0.2848%.
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It can be seen in Table 2 that the combined effect of all the confounding factors is
5.1158%. This is a positive effect which caused the increase in the ATE when the con-
founding factors are adjusted. The individual effect of each confounding factor was also
analysed to discover the factors that play a significant role. This effect was calculated by:
ATE(x) − ATE(y), x = Adjusted for single confounding factor, y = No adjustment. Most
notably, MMR is the confounding factor with the highest effect of 4.5007%, whereas the
counter-pick performance resulted in the least difference of 0.0057%.

Average Treatment Effect (%)
Adjusted for all confounding factors -0.2848
Without adjusting for the confounding factors -5.4006

Table 1: A table with the obtained results from the causal inference method of choice for
this research, g-formula.

Confounding Effect (%)
All confounding factors 5.1158
Pudge win rate 0.8691
Pudge KDA 0.6127
MMR 4.5007
Counter-pick performance 0.0057
Team balance 0.0194

Table 2: A table with the confounding effect of each factor, as well as the combined effect of
all confounding factors. The effect is calculated by subtracting the ATE of modelling each
factor individually in the g-formula from the ATE without the confounding factors.

After these results were obtained, the bootstrapping method was applied with 2000 re-
sampling iterations to obtain the confidence interval. Figure 6 illustrates the confidence
interval through a probability density function of ATEs obtained from all iterations. 95%
confidence interval is between -3.3936% and 2.8240%, which also contains the calculated
ATE of -0.2848. The mean value of the ATEs obtained through bootstrapping is -0.3691%.
The difference between this mean and the ATE is 0.0843%.

Figure 5: The probability density function of the ATE list obtained by bootstrapping 2000
times. The green vertical lines indicate the start and end of the 95% confidence interval
(-0.033936, 0.028240).

12



5 Responsible Research
This section is dedicated to a discussion on the ethical aspects of this research as well as
its reproducibility. This research’s main source of data is gathered through OpenDota API,
which is an open-source platform where extensive information on the game of Dota 2 and its
players can be obtained. Dota 2 is a game that can be downloaded through Steam, an online
video-game market [15]. The data about the game and players are collected by Steam, and
then it is accessed by the OpenDota API through Steam’s WebAPI. All players playing the
game have the option to not share their data with Steam by disabling the “Expose Public
Match Data” option in the settings [18]. Which means that the data used throughout this
research is consented by holders of the data, the players. However, it is still necessary to
make sure that there is no abusive usage of the data, that could violate the user’s privacy,
because not all users may be aware of the option to disable data sharing. The data collected
throughout this research was limited to the relevant factors of the game mentioned through-
out the report, which do not contain any personal information that is subject to abuse or
misuse.

Another important aspect of a research is its reproducibility. A reproducible research
would mean that the validity of the research can be verified by other researchers and that it
can also be extended for a larger research or a variation of the existing research. Throughout
this research, special attention was paid to the reproducibility aspects. The data gathering
process is explained in detail in subsection 3.2 and also in the code repository. This is
also the case for other aspects of the research like the data analysis techniques used for
the g-formula implementation. The code repository is well documented, containing most of
these details that can allow for this research to be reproduced. As long as the open-source
OpenDota API is operational this research can be reproduced and/or extended.

6 Discussion
When analysing the Average Treatment Effect obtained from the g-formula algorithm, it is
important to check its potential impact on the game, e.g. what would it mean for a hero to
have a 5% less chance of winning. Because the percentage of effect is very much dependent
on the nature of the research, where small numbers can still have significant implications.
In the case of this research and Dota 2, when the hero stats for the last 12 months are
analysed, it can be seen that the heroes’ win rate percentages range from 43.33% to 53.70
[6]. This means that quite small numbers can still make an impact when the effect of a hero
selection on the game outcome is analysed.

The Average Treatment Effect obtained before correcting for the confounding factors
was -5.4006%, which is quite a significant effect because having almost 5.4% less chance
of winning the game with a certain hero would be a significant disadvantage. Considering
such a change would move the hero with the highest win rate to a lower mid position in
the rankings. After adjusting for the confounding factors, this effect got much smaller in
magnitude to just -0.2848%. From the analysis, it can be observed that the confounding
factor with the highest effect is MMR. One possible explanation of this behaviour could be
that the players with relatively low MMR might have selected the Pudge hero and then
proceeded to lose their games, which would explain the significantly bigger negative effect
prior to correction. Pudge is also the most popular hero of all-time in the game, so it can
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also be seen as one of the beginner-friendly heroes in the game, which could make it more
desirable for the players with relatively low MMR.

Perhaps the most critical criteria for arriving at definite conclusions in the area of causal
inference and observational studies is making sure that the assumptions made about the data
hold, or are approximately true [5]. The results obtained through causal inference are as
valid as the assumptions that are made about the data [5]. In section 2 of this paper, efforts
were made towards reasoning about why the necessary assumptions for the causal inference
method of choice holds for this research. However, as also stated in the same section, for
some of the assumptions, like no model misspecification and no unmeasured confounding,
it is not possible to test whether it holds with 100% confidence. All that can be done is
reasoning as much as possible to show that it approximately holds. This is also a common
problem in the field of causal inference, when a certain method requires assumptions that
are not empirically testable [5].

7 Conclusion
The main objective of this research is to discover the effect of the Pudge hero being picked
in a team on the game outcome for that team in the game of Dota 2. There were 5 sub-
questions that needed to be answered such that the answers to those questions would allow
the research question itself to be answered as well. The answers to these questions were
presented throughout this paper in their relevant sections.

To discover this effect and have precise measurements for it, a causal inference technique
known as the g-formula was used. Causal inference is about discovering causal relationships
between variables using data analysis. In the case of this research, the variables were the
selection of the Pudge hero, the treatment, and the game outcome. A common methodology
used to discover the treatment effect is by calculating the Average Treatment Effect. This
is possible thanks to the g-formula implementation, which estimates the counterfactual out-
comes that can not be known otherwise, e.g. what would have happened if a team had not
selected the Pudge hero. This way, a numerical comparison can be made between the actual
outcome and the counterfactual ones to arrive at an estimated effect of the treatment. For
the causal scenario of this research, the effect of the Pudge hero being picked in a team on
the game outcome for that team was estimated to be -0.2848%. This is a relatively small
effect that would not necessarily result in a significant advantage or disadvantage on the
game but an interesting observation made from the results obtained was that this effect was
-5.4006% prior to the correction of the confounding factors3, which is a significant effect
that would suggest that the hero is possibly disadvantageous.

In conclusion, g-formula is a causal inference technique that can be used to correct for
the confounding factors when trying to estimate the treatment effect. The measured effect
for the causal scenario of this research was -0.2848%. This measure is as accurate as the
validity of the assumptions made about the data, which can be found in section 2.

3Factors known to affect both the treatment and the outcome. They can be corrected for using the
g-formula. More information can be found in the Introduction section.
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8 Limitations and Future Work
Throughout this research, there were a number of important limitations encountered and
there is certainly room for improvement in possible future iterations. The majority of these
limitations are from the data gathering process, related to the OpenDota API that is used.
It is quite difficult to retrieve a large number of matches played at once through the API
because for most of the endpoints, there is a limit of maximum 100 results per call. In the
initial efforts to collect data for this research, an endpoint was used to get matches less than
a certain match_id, while lowering the match_id in each iteration to get new games each
time. This method did work very nicely and resulted in a dataset of 300k games that only
went back 5 days in history. However, upon close inspection of the data, a lot of the matches
did not contain all the information about the players. In fact, there were only about 300
games with all player information out of the 300k dataset. This forced a change to the
method of gathering data, because this was not feasible considering the huge number of API
calls being made, 10 per game to check account information so 3 million calls just to get
300 games. A possible solution was to use another endpoint, that allowed the user to query
the database with SQL queries. This method did work and it resulted in the final dataset
used for the research but a compromise had to be made in terms of the number of games
collected and their recency in order to assure accuracy.

In a possible future iteration or an extension of this research, the aforementioned prob-
lems about the data gathering step can be solved by using a different gathering method,
proposing a change to the OpenDota API or having access to an API key with unlimited
calls. This would allow the analysis to be conducted on a much larger, more recent dataset,
meaning that the results can be more reliable. Another possible extension, maybe also the
most interesting one, would be to extend this work to other heroes and estimate their effect
on the game outcome. This could provide more insight on whether these heroes are advan-
tageous/disadvantageous by design or are there other factors that have a bigger effect on the
outcome. If this analysis is conducted on a big enough number of heroes, a generalization
can even be made on the hero selection in the game of Dota 2. A possible research question
could be: “What is the effect of hero selection on the outcome of a Dota 2 game?”
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A Statistical summary of the collected data

Figure A.1: A table with a statistical summary of the data. Only the columns for which a
statistical analysis is useful are included in the table. The “T” column refers to the binary
variable of treatment assignment.
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