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Mapping a room impulse response (RIR) to its Ambisonics representation is not always
feasible. However, by adding a weak assumption (i.e., the existence of at least two perpendicular
walls in the environment), the Ambisonics representation is restricted to be one of a finite set,
with known transformations between the set entries. This makes mapping the omnidirectional
RIR to the Ambisonics RIR (ARIR) possible. The authors solve the mapping problem with a
convolutional neural network and multi-task variational autoencoder. The room is assumed to
be rectangular. The proposed method is based on the image source method with frequency-
independent reflection coefficients exclusively. The authors focus on the early part of RIRs,
where the directional information lies. This method requires only a single RIR. Generalizing
to the real world, measurements can obviate the need for specialized hardware for Ambisonics
measurement. The proposed method can achieve an SNR of 17.62 dB on estimated first-order
ARIRs and 16.15 dB on estimated third-order ARIRs.

0 INTRODUCTION

Augmented reality (AR) is a specific immersive audio-
visual environment that provides users with an interactive
and enhanced experience in the real world with added ar-
tificial objects [1]. It can be used in various applications,
such as education and entertainment. Spatial audio, aim-
ing for a 3D audio experience, is a major attribute of a
plausible AR system. Consequently, the description of the
acoustic environment is of great importance. Different from
the commonly used omnidirectional (pressure) room im-
pulse responses (RIRs) that describe the room acoustical
environment, Ambisonics RIRs (ARIRs) can provide spa-
tial information based on an orthonormal decomposition of
the sound field. Hence, AR commonly makes use of the
ARIR. Different types of microphone arrays can measure
capsule signals (A-format), which are then encoded in a
subsequent step into the Ambisonics B-format. The most
commonly used microphone arrays are (coincident) tetra-
hedral microphone arrays, which consist of four capsules.
Using a simple encoding equation, first-order Ambisonics
signals can be calculated. In order to measure an Nth-order
ARIR, the microphone has to consist of at least (N + 1)2
capsules.

*To whom correspondence should be addressed, email: es-
telle_ywy @outlook.com.
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An RIR signal contains information about the configu-
ration of the room acoustical environment implicitly [2].
Estimating the Ambisonics representation from an impulse
response is generally infeasible since the authors need to
obtain multiple signals from just one input signal. For ex-
ample, in a free space without a floor, with the ARIR coor-
dinates centered at the receiver, the impulse response is in-
variant with the movement of the source on a sphere. Hence,
the impulse response provides no directional information
that can be used to map it to an ARIR. Perhaps surprisingly,
with very weak prior information about the environment,
i.e., the existence of at least two perpendicular walls, the
problem becomes solvable. The authors’ method requires
an understanding of degeneracy. They select one particu-
lar mode to perform the estimation of the ARIR directly
from the omnidirectional RIR and then transform among
different modes based on the available side information,
for example, an image.

The commonly used B-format microphone [3] can only
capture first-order signals and the spatial resolution of first-
order Ambisonics is low. There exist many works (e.g.,
[4-8]) that upscale the Ambisonics from the first-order
for improved sound quality. RIRs can be considered to be
zeroth-order ARIRs and can be measured with an omnidi-
rectional microphone, which has a low cost compared with
a microphone array. The estimation of ARIRs from RIRs
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can be interpreted as upscaling the Ambisonics represen-
tation from zeroth-order. In this paper, the authors show
that deep learning allows them to estimate the ARIR of any
order directly from the omnidirectional RIR, thus obviating
the need for specialized hardware.

The main contribution of this paper is the ARIR esti-
mation from RIRs using deep neural networks. As men-
tioned, generating an Ambisonics representation from an
omnidirectional signal is not always feasible. This map-
ping is shown to be possible in some rooms. Specifically,
the authors consider rectangular rooms and focus on the
specular reflections in the early part of the response. The
feasibility relies on the degeneracy of RIRs in a room. This
novel method requires only a single RIR without additional
information if all that is wanted is to estimate the ARIR
and reproduce the immersive environment. If the estimated
ARIR is going to be applied in an audiovisual environment,
such as AR, the authors need additional information, for
example, an image, to determine which mode it belongs
to and the alignment between the coordinates of the image
and the ARIR. This method is based on the image source
method (ISM) [9], aiming at the accurate description of
specular reflections of ARIRs.

The paper is organized as follows. The relevant back-
ground is reviewed in SEC. 1. In SEC. 2, the ARIR esti-
mation problem is formulated. The ARIR estimation with
convolutional neural networks (CNNs) and multi-task vari-
ational autoencoders (VAEs) are described in SEC. 3. In
SEC. 4, the experimental results are discussed and analyzed
in detail. Finally, we conclude the paper in SEC. 5.

1 BACKGROUND

In this section, the authors discuss the relevant back-
ground for their work. The RIRs and modeling techniques
are described first. SEC. 1.2 introduces Ambisonics. Some
algorithms for multi-channel RIRs generation from omni-
directional RIRs are introduced in SEC. 1.3. At the end of
this section, CNNs and VAE:s are discussed.

1.1 RIRs

ARIRs are estimated based on the RIR. In this subsec-
tion, RIRs and the simulation methods are introduced. In
the context of this paper, only omnidirectional RIRs are
considered.

An RIR is a transfer function between a sound source
and receiver in a room, which describes the acoustic en-
vironment. An RIR is composed of a direct signal, early
reflections and diffuse reverberation. The first high peak
is identified as the direct signal. Early reflections refer to
the sparsely distributed discrete reflections, which control
the spatial impression. The late reverberations are densely
distributed reflections and are hard to distinguish, which
controls the enveloping. In late reverberation, the energy
is statistically equally distributed in the space [10]. The
transition from early reflections to diffuse reverberation is
characterized by a mixing time [11, 12] and can be de-
termined by statistical measurements [13]. RIRs are widely
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studied in a variety of work, such as speech dereverberation
[14, 15] and room acoustical parameter estimation [16—18].

Many methods exist to simulate RIRs, such as the ray
tracing method [19-21] and finite element method [22-24],
where the authors highlight the ISM [25, 26, 9]. The ISM
was first proposed by Allen and Berkley [9] in 1979. RIRs
simulated by the ISM differ from real measured RIRs in
several aspects. Firstly, the ISM cannot model frequency-
dependent components, such as, frequency-dependent re-
flection coefficients. Secondly, the ISM cannot be used for
curved and nonsmooth reflective surfaces and cannot model
diffraction or scattering. Lastly, empty rectangular rooms
are always assumed. These assumptions make the simu-
lated RIRs different from real-world RIRs. However, ISM
works well for specular reflections.

In this paper, the ISM is used for the shoebox shaped
rooms with uniform material properties along each surface
because of its computational efficiency, making it suitable
for generating a large scale database. An empty rectangular
room is assumed and nonspecular reflections are not con-
sidered. The method assumes that sound propagates along
straight lines. Each reflection is modeled as a pressure wave
emitted from an image source in free space. The authors use
P, m to label each reflection where each element of p = (g,
J» 1) can take a value of 0 or 1, indicating the direction of the
reflection, and each element of m = (m, m,, m;) can take
an integer value, indicating the position of the virtual room
where image sources locate. The reflection order Oy, 1, can
be computed as

Opm = [2m; — q| 4 2my — j| 4 [2m_ —1|. ey

Let dp m denote the path length, then one has the
time delay T, m = dp w/c. The amplitude of each
reflection is determined by the reflection coefficients
Bxis Bxys Byy» Byss Bz, Be,, reflection order Oy, 1, and image
source position. Assuming the finite and constant reflection
coefficients over each wall, then the RIR can be written as
(9]

- tp,m)

my— m my—j my m.— m. a(t
by =Bl Iplp gy Bl L =
p.m

’

Tdp m
2

which will be used for ARIR computation in SEC. 2.

1.2 Ambisonics and ARIR

Ambisonics [27-29] describes the 3D sound field at a
receiver’s position instead of depending on the description
of specific sound sources. It is suitable for AR systems be-
cause head rotations are easily modeled as the rotation of
sound fields in the spherical harmonics domain. It describes
the sound field by means of a small set of temporal signals.
Recent work on Ambisonics often uses higher-order Am-
bisonics, an extension of the original first-order Ambisonics
system developed by Gerzon [28]. Ambisonics is used for
spatial audio encoding and transmission and as a basis for
rendering. With an Ambisonics representation of sufficient
order, a high-quality audio rendering system can give listen-
ers a plausible spatial audio experience. Ambisonics repre-

885



YU & KLEIJN

sents the sound field for the so-called interior case, where all
sources lie outside the region of interest. Thus, Ambisonics
is a particular representation of the interior-case solution to
the acoustic wave equation or, equivalently, the Helmholtz
equation. In this subsection, the authors first show how the
Ambisonics coefficients are derived. They then define the
Ambisonics room response.

Spherical harmonics [30] are a complete set of orthog-
onal basis functions defined on the surface of a sphere.
3D full normalization is adopted since it is widely used in
Ambisonics software packages and is characterized in [31]
as the most natural normalization scheme for a physically
plausible sound field. The spherical harmonics are

sin(|m|$), form < O
cos(|m|dp), form >0’

Yro, ¢) = N,;"'Pn'"<sin(e)){ 3)

where Y)"(6, ¢) is the spherical harmonic of order n and
degree m with —n < m < n, ¢ is the azimuth, 0 is the
elevation, P,"! is the associated Legendre function, and
N"'is the normalization term. With 3D full normalization,
there is

2_8m - !

4 (n+ |m|!’
I, ifm=0
b = {0, if m # 0. @

A complete solution to the Helmholtz equation is now
discussed. Let the temporal frequency be denoted by k = 2,
where  is the frequency in rad/s and c is the speed of the
sound. Then the sound signal p measured at the spherical
coordinates r = (r, 0, ¢) can be represented as [32]

pae k) =" " i"ju(kr)Y;" (6, $) B} (k), (5)

n=0 m=—n

where j,(kr) is the spherical Bessel function of the first kind
and the B (k) are the Ambisonics coefficients.

When Eq. (5) is truncated to a particular N, one can
represent the sound field with (V + 1)? temporal signals.
Then, the sound field will be accurate within a spherical
region near the origin, which is commonly called sweet
area. The sweet zone increases in size with N. Its size is
inversely proportional to frequency. The authors denote by
D?{D the dimensionality of 3D Ambisonics signals after
truncation. The dimensionality is related to N as D3P =
(N + 1)

The authors consider far-field sound sources and model
the sound pressure S, (k) from sound source g as a plane
wave arriving from an incidence angle (8,, ¢,). Let k,
denote the wavenumber vector, which points in the propa-
gation direction of the plane wave. The spherical harmonic
expansion of the plane wave transfer function is described
as [29]

¢ = A YN i k)Y (0, b)Y (6, ¢).  (6)

n=0 m=—n
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Using Egs. (5) and (6), the Ambisonics coefficients are
found as

B)'(k) = Z4RY,’,”(6,1, $g)S, (k). @)
q

Temporal Ambisonics signals can be obtained by taking the
inverse temporal Fourier transform of each B]'(k) signal.
The first-order Ambisonics signals are the B-format signals
[28].

The ARIR (or spatial RIR) refers to the transfer function
between a source and receiver in a room that is measured
by spherical microphone arrays. ARIRs can be convolved
with signals to generate Ambisonics signals and rendered
with various approaches [33—41].

Definition 1: When the source signal is an excitation
signal, i.e., delta function, the set of B)'(k) becomes the
Ambisonics room response in the frequency domain. Mul-
tiplying a frequency-domain source signal with the B} (k)
results in the Ambisonics representation of the sound field
around the receiver.

1.3 Multichannel RIR Estimation

Because the authors are not aware of the existing work
on ARIR estimation, they reviewed the algorithms that es-
timate multichannel RIRs from an omnidirectional RIR.
These algorithms are similar to the ARIR estimation
since the underlying spatial information of the input RIR
is used.

An algorithm to estimate an arbitrary number of RIRs
from one RIR is proposed in [42]. Similar to the authors’
method, it is based on the ISM, the first peak is identified
as the direct path, and the direct sound always comes from
a positive x direction. The first step is the estimation of
the source-receiver distance and room volume as in [43].
Then, the room geometry is determined using a predefined
fixed ratio. Secondly, up to four strong peaks are identi-
fied as first-order reflections, which are used to determine
the source and receiver positions using predetermined rules
[42] for the correct direct path distance. The ISM is then ap-
plied to calculate the image source positions and reflection
coefficients. The diffuse reflections are divided into time
sections to model RIR as scattered point sources. RIRs can
then be calculated using the ISM and the scattered point
sources [42]. The generated RIRs resemble the desired ones
experimentally. It performs well in the early reflections but
is less efficient or accurate for the complete RIRs. Several
approximations exist in the proposed method, for example,
the ratio of the room edges.

Binaural RIRs (BRIRs) estimation from an omnidirec-
tional RIR is a problem similar to estimating ARIRs from
RIRs since both problems need knowledge of reflections.
The difference between these two problems is that BRIR
estimation also requires head-related transfer functions
(HRTFs) of each reflection direction. The algorithm in [44]
assumes knowledge of geometric information of the room
volume, the direction of the direct path, and a preprocessed
binaural noise. The RIR is divided into three segments by
preassigned time slot (i.e., direct sound, early reflections,
and diffuse reverberation). The direct sound is filtered by
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the HRTF in that direction. The early reflections are filtered
with HRTFs of the predefined reflection pattern. Binaural
diffuse reverberation is estimated in each frequency bin
by shaping the envelope of binaural noise. This method
is mathematically and conceptually simplified. It contains
several approximations, such as the predefined early reflec-
tion pattern. [45-47] improve the method in [44] to allow
changes in different aspects, for example, the distance be-
tween the source and the receiver, but approximations still
exist.

Spatial RIRs can be estimated from one monaural RIR
using the parametric method in [48], which extends and
improves the method in [44]. Firstly, the proposed method
detects the amplitude and the time of arrival of the di-
rect path and early reflections. The direction of arrivals
(DOAs) of six to ten selected early reflections can be de-
termined by a pseudorandomized directional distribution
or a predetermined DOA pattern or by using the ISM with
approximated room geometry. The standard room acoustic
parameters are calculated for parametric rendering. The re-
flection filters are derived to adjust the magnitude spectra of
early reflections. Next, the reverberation level, describing
the level of the diffuse field in the early reflection part of
RIR, is estimated to ensure the preservation of RIR energy
when synthesizing BRIRs. Finally, combining the detected
early reflections and the ISM, the parameters of an arbi-
trary position in the room can be calculated to calculate
the spatial RIRs or BRIRs. Similar to the previously men-
tioned methods, the proposed methods consist of several
approximations, such as the DOAs of early reflections.

1.4 Deep Neural Networks

Deep learning shows good modeling properties for many
applications. In general, it requires high computational ca-
pacity and the availability of large databases. Different from
conventional modeling methods, deep learning uses neural
networks to learn from a large amount of data. Each layer
of a neural network can be viewed as a simple function with
unknown parameters. Combining multiple layers forms a
nonlinear modeling function whose parameters are learned
by training with the available dataset. The authors aim to
use CNNs and VAE:s to estimate ARIRs.

CNNs are commonly used for deterministic maps. [49]
first proposed CNNss in the context of visual pattern recog-
nition. CNNs are widely used in many areas, such as im-
age recognition [50-52] and audio classification [53-55].
By parameter sharing and sparse connection, CNNs cap-
ture the spatial relationships within the input using kernels.
Each convolution layer has a set of feature maps (or the
actual input signal) as input and produces as output an-
other set of feature maps. Each feature map corresponds to
a channel with the number of output channels set by the
network designer. Upsampling is achieved with so-called
transposed convolutions [56], which effectively insert zeros
in the feature maps prior to a convolution operation. In the
context of the current problem, CNNs are used for deter-
ministic mapping from RIRs to ARIRs. The usage of CNNs
is consistent with the assumption that RIRs and ARIRs have
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time-invariant relations between their samples. The accu-
racy of this assumption is reflected in the experimental
outcomes of [18].

VAEs [57-60] can be used as generative models or as
methods to remove redundancy from an input representa-
tion. VAEs can be used for speech enhancement [61, 62],
image classification [63, 64], and so on. Generative models
aim to create new data with a probability distribution sim-
ilar to example data. An autoencoder is a neural network
that consists of an encoder that maps the input to a latent
representation and a decoder that maps the latent informa-
tion to an approximation of the input data. It is assumed that
the high-dimensional data actually lie in a low-dimensional
manifold. Ideally, the bottleneck layer (latent space) of an
autoencoder describes the data within the manifold and cor-
responds to an abstract description of the input data without
redundancy. Using the decoder only, a VAE can be used to
generate new data by sampling from the latent distribution.
Thus, VAEs can be used to remove redundancy or generate
new data.

There exist several varieties of VAEs, such as B-VAEs
[65] and Bounded Information Rate Variational Autoen-
coders [66]. Although VAEs are commonly used in a
generative setting, the authors use VAEs because of the
availability of a latent representation. Variance-constrained
autoencoders (VCAESs) [67] are used because they only
constrain the variance of the latent layer, which allows a
more natural representation of the data. Although sampling
from the latent layer is difficult with VCAEs, the authors
aim to analyze RIRs rather than generate new data from the
latent space.

X, an R?-valued random variable, is used to represent
the signal where d denotes the length of each signal and
X ~ Pp(x), whose distribution is determined by the data.
A VCAE [67] is composed of an encoder Qzx., and a de-
coder Py|z,, that are implemented by neural networks with
parameters s and 1, respectively. Let Z, an R%-valued ran-
dom variable, represent latent space of dimensionality d..
The distribution of Z is unknown. VCAESs do not constrain
the distribution of z but instead constrain the variance of z.
The latent space z follows that z = |, (x) + €, where € ~ P,
is defined by the system designers. The loss function can
be written as [67]

T%}X EX"'PD EZ’\‘QZ‘)(;\[, [10g pT](X|Z)]

~MEz~0,,IIZ — Ez~g,,[Z1I3]1 — vl ®)

where v denotes the target total variance and A controls the
trade-off between the reconstruction performance and the
variance of the latent space.

A VCAE is similar to a regular autoencoder but has
the ability to control the information rate traveling through
each neuron in the latent layer. A VCAE can be viewed as
a communication channel [68] where the code is given by
Wy (x), the channel is defined by py(€), and the output is
given by z = Ly (x) + €. Choosing py(e) = N (0, 03 -1g),
the upper bound of the information rate can be computed as
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Tits = % logz(oiz) [68]. The authors are interested in these
information rates in SEC. 3.2.

2 PROBLEM DEFINITION

In this section, the authors formulate the problem they
aim to solve, i.e., ARIR estimation from an omnidirectional
RIR. Asnotedin SEC. 1, an ARIR is defined as an Ambison-
ics representation of the corresponding RIR. The outcome
of this work is an estimated ARIR with a simple measure-
ment. The degeneracy of an RIR is analyzed in the first
subsection. In the second subsection, the authors discuss
their motivation for using deep learning to solve the prob-
lem, describe how they compute the ARIRs, and discuss
how to estimate the signals.

2.1 Degeneracy

Computing an Ambisonics representation of an omnidi-
rectional signal only is not always feasible. Constraints have
to be added to make the computation possible. Degeneracy
is defined first. Definition 2: An RIR is M-fold degenerate
if, given a set of coordinates, there exist M distinct ARIRs
that correspond to the RIR.

The degeneracy often is finite and can be removed by in-
formation from other modalities such as cameras or radar.
It is assumed that the walls are either parallel or perpendic-
ular; one side of a single wall defines the considered space,
and parallel walls enclose the considered space. Without
loss of generality, the axes are assumed to be parallel to
existing walls, and the receiver is assumed to be located at
the point of origin.

The authors start with discussing the degeneracy of im-
pulse responses under different acoustic scenarios:

1. Free space without walls, ceilings, or floors: The
impulse response is composed of a single delta pulse
of the direct path. As long as the distance between the
source and receiver is the same, the RIR is the same.
So, there exists an uncountably infinite degeneracy
for ARIRSs in this case.

2. One wall (i.e., free space with a floor) or a pair of
parallel walls: A rotation of the source with respect
to the receiver along the axis orthogonal to the wall
or walls does not affect the RIR and hence corre-
sponds to an infinite-fold degeneracy. Mirroring of
the room with respect to the floor or parallel walls
introduces another two-fold degeneracy. In addition,
if source and receiver are exchanged, the RIR does
not change, which introduces another two-fold de-
generacy. For clarity, there exists infinite x4-fold
degeneracy for ARIRS in this case. If the direct path
is parallel to a wall, the corresponding two-fold de-
generacy collapses.

3. Two perpendicular walls or two pairs of parallel
walls (i.e., 2D room case): Mirroring of the room
gives a four-fold degeneracy. The dimensions of the
room can additionally be exchanged, which intro-
duces another two-fold degeneracy. The exchange
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Fig. 1. Degeneracy of 2D room case where s and r denote source
and receiver, respectively.

of source and receiver gives another two-fold degen-
eracy. There is a 16-fold degeneracy for RIRs in total
in this case. A figure illustrating the degeneracy is
shown as Fig. 1, where the exchange of source and
receiver is not included. If the direct path is parallel
to a wall, the corresponding degeneracy collapses.
Similarly, if the room is square, the degeneracy of
the x-y axis choice collapses. If the room is symmet-
ric around the source, the degeneracy is identical to
the one wall case.

4. Three perpendicular walls or three pairs of parallel
walls (i.e., 3D room case): Mirroring of the room
gives an eight-fold degeneracy. The permutation of
room dimensions introduces another six-fold degen-
eracy. Considering the exchange of source and re-
ceiver gives another two-fold degeneracy. There is
96-fold degeneracy for RIRs in total in this case. A
collapse of degeneracy happens when the direct path
is parallel to a wall or the length of two perpendicular
walls is identical.

From the analysis of the degeneracy of RIRs, it can be
concluded that by adding at least two perpendicular walls
in the acoustic space, the problem is suddenly solvable at
the cost of degeneracy. In this paper, the authors assume a
rectangular empty room, that three edges of the room are
of different lengths, and that the direct path is not parallel
to any wall. One mode is defined as one ARIR out of mul-
tiple distinct ARIRs corresponding to one RIR. Although
there exists a 96-fold degeneracy for an empty rectangular
3D room, the Ambisonics representation can still be made
feasible by choosing one default mode out of a 96-fold de-
generacy to solve the problem and subsequently mapping
from that mode to another based on the requirement or ad-
ditional information. It is assumed the direct path is always
from straight ahead since head rotations are easily modeled
as the rotation of sound fields in the spherical harmonics do-
main. The authors assume they have no knowledge about
the DOA of reflections or the environment information,
such as room geometry and reflection coefficients.

The degeneracy can also be determined by the first-order
reflections as described in [2] with consistent results. The
authors derive the condition of one mode as an example
and refer for further details to [2]. Three plane coordinates
are chosen first. Let (L, W, H) denote the room geometry,
(x5, 5, z5) and (x,, y,, z,) denote the coordinates of source
and receiver. Assume the first reflection is the pulse that

J. Audio Eng. Soc., Vol. 72, No. 12, 2024 Dec.



PAPERS

reflects on x = 0, which gives a six-fold degeneracy. This
is equivalent to

” — Xs _xr” < ||2L — X _xr”

(=xy =% 4+ (5 = 3 < (x5 = %) + (=ys = »)

(=2 =)+ (0 = ) < (@ =) + QW =y = 3,02 (9)
(_xs - -xr)z + (ZS - Zr)2 < (xs - xr)z + (_Zs - Zr)2

(_xs - xr)2 + (Zs - Zr)2 < (xs - xr)2 + (2H — s — Zr)z

Similarly, assuming the next non-x direction first-order re-
flection reflects on y = 0 gives a four-fold degeneracy,
which is

=y =yl < 12W = yo = yrll
(=ys — yr)2 + (z5 — Zr)z < (s — yr)z + (—z5 — Zr)2
(_ys - yr)z + (Zs - Z)‘)2 < (ys - yr)z + (ZH — s — Zr)2

. (10)

Then, assuming the next non-x and non-y direction first-
order reflection reflects on z = 0 gives a two-fold degener-
acy, which is || — z; — z/|| < |I2H — z; — z,||- The exchange
of the source and receiver gives another two-fold degener-
acy, where one can assume 0 < x, < x;, 0 <y, < y;,and 0
< 7, < Z,. The conditions for this mode can be summarized
as

0<x <x

0 <y <y

0<z <z

X+ x, < L

yr+ys < W : (11)
r+zs < H

XsXr < YVs¥Vr < ZsZr

XsXp < (W =y )(W — y,)

Ysyr < (H —z)(H — z;)

2.2 ARIR Estimation With Deep Learning

The special and expensive equipment to acquire Am-
bisonics signals makes the measurement difficult. Lim-
itations on the equipment result in only relatively low-
order Ambisonics with a low spatial resolution. Another
method to compute Ambisonics signals is based on the es-
timated room acoustical parameters. However, estimating
room acoustical parameters from a single RIR is difficult,
especially for real-world measurements, since correct re-
flections are hard to detect. The existing methods [42, 44—
47] either make assumptions on prior knowledge or make
approximations on the calculation of room acoustic param-
eters that introduce errors. These motivate the authors to
design a method to compute an Ambisonics representa-
tion of the RIR from only an omnidirectional RIR using
deep learning. The proposed method does not require spe-
cial equipment or the approximation or estimation of room
acoustical parameters. The first channel of the ARIR signal
corresponds to zeroth-order Ambisonics, a scaled version
of the omnidirectional RIR that contains no directional in-
formation explicitly. Hence, the current problem can also be
viewed as an Ambisonics upscaling problem that upscales
ARIRSs from a zeroth-order to an arbitrary order.

For this ARIR estimation problem, as discussed in SEC.
2.1, the degeneracy of RIR makes it hard to learn with a deep
neural network. As a result, the authors first choose one
default mode (i.e., define a one-to-one relationship between
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ARIRs and RIRs). The coordinate system of this default
mode is determined based on the first-order reflections as
in the authors’ previous paper [2]. How to map from one
mode to another is discussed in SEC. 3.3.

This computation of ARIRs is based on the ISM [25,
26, 9] since the directions of reflections can be computed
with the ISM. Following the ISM, the authors assume rect-
angular rooms and that each wall has only one reflection
coefficient. In addition, since the ISM can only model spec-
ular reflections accurately, the focus is on the specular re-
flections of RIRs that contain the directional information.
Using the ISM, an ARIR can be viewed as a composition
of multiple Dirac impulses of different amplitudes arriving
from the real source and image sources where the ampli-
tudes in channels provide directionality information. Each
image source can be viewed as a separate source. An ARIR
signal B} (t) can be computed with Eqgs. (2) and (7):

BJ(t) =) Y10y, dg)x
q

my— m my—=jl oMyl o lm. —11 o lm.- a(t — Tp, )
Z )‘Clk qlﬁlczx‘ |y| ! lyz ‘Blzl‘ ZIB‘ZZ‘Id—pm. (12)
p.m

p.m
This allows for generating a large-scale database of arbi-
trary order with RIR-ARIR pairs for deep learning.

3 ARIR ESTIMATION USING DEEP LEARNING

In this section, deep learning—based ARIR estimation is
described. First, an ARIR is computed from an omnidi-
rectional RIR under the default mode out of 96-fold de-
generacy with CNN and VAE, respectively, in the first two
subsections. After that, the transformation matrix of ARIRs
among different modes of RIRs is discussed. At the end of
this subsection, the authors describe how they can apply
their ARIR estimation methods for real-world applications.

3.1 ARIR Estimation With CNN

The ARIR estimation problem can be viewed as a regres-
sion problem. Let the pair of random vectors (X, Y) denote
the input and output signals of a neural network. These two
signals are of the same length. Specifically, in this paper,
X is an R?-valued random variable that represents an RIR
where d denotes the length of each RIR signal vector, and
Y is an R?-valued random variable that represents the cor-
responding ARIR of one channel under default mode. The
learned continuous deterministic function 4 is defined as
$ = h(x) where * labels an estimate and (x, y) € R? x R?
is a realization of the random variable pair (X, Y). The loss
function/ : R? x R? — R, measures the mapping error of
h. The risk R of the model can then be defined as

R =E[l(h(X), Y)], (13)

where the expectation E is calculated with respect to the
joint distribution fxy(X, Y). Since the joint distribution
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fxr(X, Y) is unknown, the risk R of the model is approxi-
mated with the empirical risk Remp on the training set:

1 m
Remp = — 3 _1(h(x1), 30), (14)
i=1

where m denotes the size of training dataset and each (x;, y;)
pair is one realization of (x, y) € R? x R in the training
dataset. In the context of this problem, the mean square error
(MSE) is used as the empirical risk, which measures the
squared Euclidean distance between the estimated outputs
and corresponding ground truth. The objective function to
train the neural network is then defined as

. 1 & R
9=~ > "l yi =i 13, (15)
i=1

where | - |13 is the squared /*-norm, m denotes the size
of training dataset, y € R"*? denotes the true ARIR of
one channel, and $ € R"*? denotes the corresponding es-
timated ARIR of one channel.

A straightforward solution to the ARIR estimation prob-
lem uses a feedforward neural network. The authors hy-
pothesize that the ARIR can be estimated from an omnidi-
rectional RIR without additional information. They make
this hypothesis because an RIR signal contains the room
acoustical parameters [2], which are sufficient to estimate
corresponding ARIRs. Here, a CNN with omnidirectional
RIRs is used as input, and the estimated ARIR is used as
output. Since the signals are in the time domain, all layers
are 1D. This CNN is composed of convolutional layers and
transposed convolutional layers, each followed by a batch
normalization layer and an activation function, except the
last layer. The number of channels increases with depth
in the convolutional layers and decreases with depth in
the transposed convolutional layers. Instead of learning all
channels with a single neural network, one ARIR channel
is learned each time.

3.2 ARIR Estimation With a VAE

CNNs learn a deterministic mapping from omnidirec-
tional RIRs to ARIRs without caring about the intrinsic
structure of the signals. The authors hypothesize the focus
on the features can help to construct ARIRs. This motivates
them to use VAEs. An implicit assumption for ARIR es-
timation they made is that they are able to extract useful
information from RIRs to estimate ARIRs. Based on the
ISM [9], as discussed in SECS. 1 and 2, the RIR and ARIR
signal can be represented by a 15-dim feature vector that
contains four features, i.e., 3-dim room geometry, 3-dim
source position, 3-dim receiver position, and 6-dim reflec-
tion coefficient vector. It is expected that the autoencoder
can implicitly perform the ISM to estimate RIR and ARIR
and the inverse process to extract room acoustical param-
eters. However, this turns out to be a difficult task for a
neural network, which will be shown in SEC. 4.

In the preliminary test, it was found that if a normal
VCAE with a single decoder is used, it focuses on only
part of the features and loses some important information
required for estimating ARIRs. A multi-task autoencoder
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can help the latent layer form a good representation [69, 70]
and result in a more robust representation of the estimated
ARIRs. This motivates the use of a multi-task VCAE to ana-
lyze RIRs, estimate ARIRs, and extract these features. Sim-
ilarly to CNNs, the authors have only omnidirectional RIRs
as input. However, they force the latent space of VCAEs
to focus on the room acoustic parameters. In addition, the
authors are interested to see if the dimensionality of the
latent layer corresponds to the known dimensionality.

An important question is how the dimensionality of the
latent layer affects the performance of a VAE. In the state-
of-the-art VAEs, there is no agreement on the optimal di-
mensionality of the latent space. The intrinsic dimension-
ality [71] of a signal refers to the minimum number of
parameters necessary for generating the signal. Intrinsic di-
mensionality can help with the redundancy estimation in
the embedded space [72]. In this case, the intrinsic dimen-
sionality of the RIR is 15 by definition. Experiments will
be used to analyze how the dimensionality of the latent
layer affects the performance of different decoders under a
fixed information rate. U-net [73] can outperform the ear-
lier models with connected bypass information. Similarly,
a latent layer of this VAE, which is wider than 15 dimen-
sions, can also provide some bypass information. Inspired
by U-net, the authors hypothesize that a VAE with a wider
latent layer improves performance.

One encoder that takes RIRs as input is used. Multiple
decoders are used to perform different tasks. There are four
decoders for estimating the four room acoustical parame-
ters respectively. As discussed, the dimensionality of these
four features is 15 in total. These four decoders are con-
nected with the first 15 neurons of .y (x) to ensure all the
information is available. Empirically, it was found that it
is difficult to extract RIRs and ARIRs with high accuracy
from the first 15 latent neurons alone. Hence, the decoders
for the RIRs and ARIRs use additional latent neurons that
encode information that the RIR and ARIR decoders find
difficult to extract from the first 15 latent neurons alone.
This is consistent with the notion that the decoders find it
difficult to mimic the ISM and need additional redundancy
in the latent layer to perform well.

3.3 Transformations Among Modes of RIRs

The degeneracy of RIRs implies that a different mode
results in a different ARIR. Hence, ARIRs must be able
to be transformed from one mode to another. The transfor-
mations between the modes are linear transforms. From a
transformation point of view, as discussed in SEC. 2.1, the
relationship among different modes can be classified into
mirroring, rotation (i.e., the permutation of room dimen-
sions), and exchange of source and receiver. Each case is
dealt with separately.

The mirroring refers to mirroring with respect to x = 0,
y =0, and z = 0. To facilitate the mirroring transformation,
the spherical harmonics are first written as direction cosines
[74]

Y=k filuy, uy,uz) - g(ul, ul,ud), (16)
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where / is the Ambisonics channel number of spherical
harmonics and can link to (n, m) in Eq. (3) as [ =n(n + 1)
+m,

u, = cos(6)cos(d)
uy = sin(0) cos(¢p) (16)
u; = sin(¢)

k; is a scalar, f; takes the form of u¢ - ui -u; where a, b, ¢
is either O or 1, and g; is a polynomial of u?, u?, u?. The
mirroring can be realized as below [74]. If the sound field
is mirrored with respect to x = 0, then all terms with u,
are negated. Similarly, If the sound field is mirrored with
respect to y = 0, then all terms with u, are negated, and if
the sound field is mirrored with respect to z = 0, then all
terms with u, are negated.

Rotation is implemented by multiplying the ARIRs of
all channels with a rotation matrix Q. For simplicity, here,
only the rotation matrix for a first-order ARIR rotation
around the z axis is shown. Rotation matrices for higher-
order Ambisonics for rotation around the x and y axis can
be found in [75]. Each element of the matrix @ is denoted
as Q'"”'" and the first-order rotation matrix takes on the

n',n >

form [75]
0o Qoi' 201 Q5
0 016" 211" o’ ony! )
ot ettt ot o |
0y 017 Q17 O
Rotating around the z axis by an angle o corresponds to

rotation matrix Qy (o) and the element can be calculated as
[75]

cos(ma) ifn=n"andm =m',
sin(ma) ifn=n"andm = —m’, (18)

0 otherwise.

Oy () =

The exchange of the source and receiver positions can-
not be achieved by a transformation. Consequently, given
no prior information, two separate neural networks are
trained with different source-receiver position layouts. That
is, given an arbitrary input, each ARIR channel is computed
with two neural networks. The above transformations can
then be applied to both ARIRs to get all Ambisonics rep-
resentations under different modes of RIRs. If there exists
prior information, this additional information can be used
to decide which mode is the target one.

3.4 Practical Application

ARIR estimation has many important applications, such
as AR, 3D naturalizations, and the transmission of spatial
characteristics of room acoustics. Due to the existence of
degeneracy of the RIR in a rectangular empty room, in
an audio-only environment, one RIR corresponds to the
multiple ARIRs given the alignment of all coordinates with
a wall orientation. In an AR environment, if one wants to
add a virtual object at a position whose RIR is given, it
is important to determine the one correct ARIR that gives
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the user an immersive experience. Different methods can be
used to determine the correct ARIR, which will be discussed
below. Different methods can combine to increase accuracy.

One method is to use sensors to estimate distances. One
can choose from different kinds of sensors based on the
resolution requirement and cost, such as radar sensors, light
detection and ranging (LiDAR) sensors, ultrasonic sensors,
and Bluetooth sensors. The basic underlying principle is
similar (i.e., estimating the distance between the user and
each wall using return time). Knowing the distance to each
wall or one wall from each pair of walls and the relative
position of the source, the authors can choose the correct
mode and compute the correct ARIR.

Image analysis can also be used to determine the degen-
eracy. Image analysis can be used to determine the relative
positions of the walls, source, and image. Visual simultane-
ous localization and mapping [76] is one set of methods to
locate the user with images only. It includes feature-based,
direct, and RGB-D camera-based approaches. [77] pro-
posed a pseudo-LiDAR representation that mimics the Li-
DAR signal but is converted from image-based depth maps.
This method avoids the usage of expensive LiDAR sensors
and significantly improves the state-of-the-art image-based
method. [78] trained a machine learning model that takes
the captured images as input and outputs the distance be-
tween the objects and vehicle. After localization from the
images, one mode can be determined using the method with
Sensors.

4 EXPERIMENTS

The experiments are presented in this section. In the first
subsection, the setup of the experiments is described. The
authors then discuss the experiments on ARIR estimation
from RIRs with CNNs and VCAEs in the second and third
subsection. Finally, different methods to estimate ARIRs
from RIRs are discussed and compared.

4.1 Experimental Setup

In the following, the database used to train and test the
model is discussed first. After that, the authors describe the
configuration of the neural networks and how they were
trained and tested.

4.1.1 Database

To build a clean RIR-ARIR dataset of empty rooms, the
ISM was used to simulate RIRs [79], and the methods de-
scribed in SEC. 2 were used to compute the corresponding
ARIRSs. The rooms are rectangular and empty. It is assumed
the maximum order of reflections can be 100. The speed
of sound was set to ¢ = 340 m/s. The sampling frequency
was set to 8,000 Hz. The length of each RIR was truncated
at 1,024 to contain the direct path signal, early reflections,
and some of the late reverberation. Each dimension of the
room geometry (i.e., length L x width W x height H)
was assumed to be independent and identically distributed
between 6 X 4 x 2 m and 8 x 6 x 4 m, which cov-
ers moderate and small rooms. The reflection coefficient of
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Table 1. CNN architecture of ARIR estimation from RIRs.

Operation Kernel Size Stride No. Channels Output Size
Input (b, 1,024)

Reshape (b, 1,1,024)
Conv1D 16 2 32 (b, 32, 503)
ConvlD 4 1 128 (b, 128, 500)
Conv1D 6 2 512 (b, 512, 248)
ConvlD 8 3 512 (b, 512, 81)
ConvlD 6 1 1,024 (b, 1,024, 76)
ConvlD 6 2 4,096 (b, 4,096, 36)
ConvlD 1 1 4,096 (b, 4,096, 36)
ConvTransposeld 5 2 1,024 (b, 1,024, 75)
ConvTransposeld 4 1 512 (b, 512,78)
ConvTransposeld 6 2 128 (b, 128, 160)
ConvTransposeld 7 1 64 (b, 64, 166)
ConvTransposeld 3 3 16 (b, 16, 498)
ConvTransposeld 16 2 4 (b, 4,1,010)
ConvTransposeld 15 1 1 (b, 1,1,024)
Reshape (b, 1,024)

each wall was simulated as independent and identically dis-
tributed between 0 and 1. One source and one receiver were
randomly placed in each room under the constraint in Eq.
(11) to guarantee a one-to-one mapping function between
RIRs and a default ARIR. This prevents the possibility of
a one-to-multi relationship that can not be learned by a
neural network. The number of simulated RIR-ARIR pairs
was 400,000, which was divided into a training dataset,
validation dataset, and test dataset with the ratio 7:2:1.

4.1.2 Neural Network Description

This part focuses on the configuration of the neural net-
works for different objectives and the training and testing
of the neural networks. An ablation study was performed
on network architecture, optimization method, and hyper-
parameter tuning with a grid search as a preliminary exper-
iment to choose suitable network architectures and hyper-
parameters. When some database properties changed, an
ablation study was performed again on network architec-
ture and hyperparameters with a grid search.

A GPU was used to train the neural network to estimate
ARIRs from RIRs. The Adam optimizer [80] was cho-
sen. Its learning rate was set to 0.001, and the coefficients
used for computing running averages of the gradient and

its square were set to (0.9, 0.999). The maximum iteration
epochs were set to 5,000, and early stopping was applied as
regularization in the model [81] to prevent overfitting and
limit the computational effort. The MSE loss is recorded
per epoch on the training set under training mode and the
validation set under evaluation mode. Early stopping was
performed when the validation error increased in 100 suc-
cessive epochs. In addition, mini-batch—based training was
used to increase computational efficiency [82]. The batch
size was set to 100. After training, the model was set to
evaluation mode, and the MSE was computed in the test
set.

Network architecture of CNN. Table 1 shows the CNN
architecture and corresponding parameters for the ARIR
estimation from RIRs, where b denotes the batch size. Each
(transposed) convolutional layer is always followed by a
batch normalization layer and Leaky Rectified Linear Unit
layer [83] as the activation function, which is not listed in
Table 1 since the output size is not affected.

Network architecture of VCAE. For the multi-task
learning with VCAE, the authors used the architecture of
the encoder and decoder and the hyperparameters that are
presented in Tables 2—4, where b denotes the batch size,
v equals to the dimensionality of latent layer, and w de-

Table 2. Network architecture of encoder part of VCAE.

Operation Kernel Size Stride No. Channels Output Size
Input (b, 1,024)
Reshape (b, 1,1,024)
ConvlD 16 2 32 (b, 32,503)
ConvlD 4 1 128 (b, 128, 500)
ConvlD 6 2 512 (b, 512, 248)
ConvlD 8 3 512 (b, 512, 81)
ConvlD 6 1 1,024 (b, 1,024, 76)
ConvlD 6 2 4,096 (b, 4,096, 36)
ConvlD 1 1 4,096 (b, 4,096, 36)
ConvlD 1 1 128 (b, 128, 36)
Reshape (b, 128x36)
Fully connected (b, v)
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Table 3. Network architecture of decoder part of VCAE (RIR reconstruction and ARIR estimation).

Operation Kernel Size Stride No. Channels Output Size
Input b, v)
Fully connected (b, 128x36)
Reshape (b, 128, 36)
ConvTransposeld 1 1 4,096 (b, 4,096, 36)
ConvTransposeld 5 2 1,024 (b, 1,024, 75)
ConvTransposeld 4 1 512 (b, 512,78)
ConvTransposeld 6 2 128 (b, 128, 160)
ConvTransposeld 7 1 64 (b, 64, 166)
ConvTransposeld 3 3 16 (b, 16, 498)
ConvTransposeld 16 2 4 (b, 4,1,010)
ConvTransposeld 15 1 1 (b, 1,1,024)
Reshape (b, 1,024)

Table 4. Network architecture of decoder part of
VCAE (room acoustical parameters).

Operation Output Size
Input (b, v)

Fully connected (b, 40)
Fully connected (b, w)

notes the length of room acoustical parameters. Similarly
to the CNN architecture, after each (transposed) convolu-
tional layer, the authors always applied a batch normaliza-
tion layer and Leaky Rectified Linear Unit layer [83] as the
activation function. For the multi-task learning with VCAE,
X in Eq. (8) was set to be 0.1, and v in Eq. (8) was set to
equal to the latent dimensionality.

4.2 Experiments on ARIR Estimation From RIRs
With CNN

This subsection presents experiments on first-order and
third-order ARIR estimation from RIRs based on a feed-
forward neural network.

In the first experiment, the authors predicted first-order
and third-order ARIRs from RIRs. The estimation perfor-
mance was evaluated with SNR, AMBIQUAL [84], and the
reflection analysis of first-order ARIRs as in [85]. The SNR
is defined as

2
SNR = 10log, <—”y”i”;”2) .
2

The SNR was measured directly on the ARIRs. AMBI-
QUAL is an objective quality metric (range between 0 and
1 where 1 means a perfect match) proposed for Ambisonic
spatial audio, which estimates listening quality and local-
ization quality from Ambisonics. Experiments showed the
AMBIQUAL metric to be strongly correlated to the subjec-
tive listening tests [84]. In the context of this paper, since Bg
is only a scaled version of the omnidirectional RIR, the au-
thors are interested in only the localization quality. To obtain
AMBIQUAL scores, the ARIRs were convolved with ten
anechoic recordings, which include six speech utterances
from the TSP speech database [86] sound and four audio
sound signals from the Audio/Video Anechoic Database

19)
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Table 5. Experimental results of ARIR estimation with CNN.

Signal Channel  Test SNR (dB) AMBIQUAL
First-order ARIR  Horizontal 18.48 0.86
First-order ARIR Vertical 14.95 0.80
Third-order ARIR Horizontal 14.25 0.76
Third-order ARIR  Vertical 10.79 0.69

|
J
‘ l L ;ww\ yf. w w—j‘w‘ J‘wﬁw\(»——w—«»;
I - |

(a) (b)

Fig. 2. Anestimated first-order ARIR example in the time domain
with CNN. (a) Full signal, (b) the first 200 samples.

[87]. The Intensity Binary Mask threshold of AMBIQUAL
was set equal to —50 dB.

To evaluate the accuracy of directions of early reflections,
the authors adopt the method of [85] where the spherical
coordinates of the sound intensity of each time frame are
computed and the cross correlation of the spherical coordi-
nates between estimated and reference ARIRs is then used
to evaluate the auralization quality. Following the conven-
tion of AMBIQUAL, the ARIRs are divided into vertical
channels, including BY, Bg, and Bg, and horizontal chan-
nels. The authors average over vertical and horizontal chan-
nels, respectively, as the result for the vertical and horizontal
channels. The experimental results are shown in Table 5.
In addition, Figs. 2—6 show a channel (Bll) of estimated
first-order ARIRs with average SNR (17.3 dB) and a chan-
nel (331) of estimated third-order ARIRs with average SNR
(13.6 dB) as a representative example for a visual impres-
sion of the signal quality, where the signal in time domain,
the spectrogram, and the spherical coordinates of each time
frame of early reflection are included.

The SNR results in Table 5 show that the first-order
ARIRs outperform the third-order ARIRs, and horizontal
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Fig. 3. The spectrogram of an estimated first-order ARIR example
with CNN.

E) 3 g w g =

(a) (b)

Fig. 4. Reflection analysis of an estimated first-order ARIR ex-
ample with CNN. (a) Azimuth of the sound intensity of each time
frame in early reflections, (b) elevation of the sound intensity of
each time frame in early reflections.

() (b)
Fig. 5. An estimated third-order ARIR example in the time domain
with CNN. (a) Full signal, (b) the first 200 samples.

channels outperform vertical channels. The visual impres-
sion is consistent with the SNR results in Table 5. The
SNR and the figure show that the estimated ARIRs are
reasonable. The AMBIQUAL score confirms the estimated
ARIR performs well in terms of localization accuracy for
an indoor environment with reverberation. For the aural-
ization quality, the maximum absolute cross correlation
for azimuth and elevation are 0.70 and 0.99, respectively,
which indicates the estimated directions of early reflections
are reasonable and correspond to a reasonable auralization
quality.
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Fig. 6. The spectrogram of an estimated third-order ARIR exam-
ple with CNN.

4.3 Experiments on Multi-Task VCAE-Based
ARIR Estimation

This subsection presents the experiments on VCAE-
based ARIR estimation as described in SEC. 3. The authors
show the performance of the different decoders under dif-
ferent dimensionality of the latent space. In addition, the
performance of VCAE is compared with CNN.

The experiments were performed on different dimen-
sionalities at the same information rate. The reference di-
mensionality was set to be 15 since it was preassumed the
features of an RIR can be described by a 15-dim vector as
described in SEC. 3. The dimensionality of the latent space
was also set to 10, 30, 60, 80, 100, 200, and 400 for com-
parison. These experiments indicate that, as long as each
neuron of the latent layer can be allocated with more than
one bit information rate on average, a higher information
rate does not improve the experimental results. As a re-
sult, the information rate was set to 600 bits for training
to make sure the multi-task VCAE of different dimension-
alities had enough information rate. Although a multi-task
autoencoder was used, the authors aimed to synthesize the
ARIRs. Consequently, the different models were compared
based on the performance of the ARIRs. Since the differ-
ent ARIR channels perform similarly, only channel B? was
used to compare the different latent dimensionalities.

The relationship between latent dimensionality and the
performance for the estimated ARIR is shown in Fig. 7. It
shows that the model with latent dimensionality 200 per-
formed best on estimated ARIR. It proved that a wider
latent layer (before reaching the plateau) improved the re-
sults, although the signal can be described by a 15D latent
layer. This is consistent with the experiment in [88] where
complex-valued as well as the magnitude and instantaneous
frequency of the short-time Fourier transform result in a
better performance than the time-domain waveform. Both
these experiments and the results of [88] show that neural
networks have difficulty learning some classes of complex
relations.
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Fig. 7. SNR of estimated ARIR under different dimensionality.

Table 6. Experimental results of ARIR estimation with VCAE.

Signal Channel Test SNR (dB) AMBIQUAL
First-order ARIR  Horizontal 18.40 0.87
First-order ARIR Vertical 16.05 0.84
Third-order ARIR Horizontal 16.67 0.83
Third-order ARIR  Vertical 14.11 0.80
Table 7. Experimental results of RIR
reconstruction and the estimation of room
acoustical parameters with VCAE.
Test SNR (dB)
RIR 22.5773
Receiver position 37.40
Source position 39.10
Room geometry 43.40
Reflection coefficients 21.36

The previous experiment shows the model with latent
dimensionality 200 is the best model. Experimental results
of horizontal and vertical ARIR channels with SNR and the
AMBIQUAL results were presented. Since the authors re-
constructed RIR and estimated room acoustical parameters
when they estimated each channel of ARIR, they averaged
over these estimates and compared them with the ground
truth in terms of SNR. In addition, similarly to the CNN
based method, the early reflections of first-order ARIRs
were analyzed, and the auralization quality was evaluated.

The experimental results on estimated ARIRs are shown
in Table 6. The method performs better on first-order ARIR
estimation than on the more difficult third-order ARIR es-
timation because of the higher resolution and more detailed
description of higher-order ARIRs. Horizontal channels
outperform vertical channels, which is likely related to the
vertical room dimension being smaller. Table 7 presents the
experimental results on reconstructed RIRs and estimated
room acoustical parameters. The multi-task autoencoder
structure also shows reasonable performance on these by-
pass tasks. In addition, example channels of estimated first-
order ARIR (Bll) were plotted with average SNR (17.62
dB) and third-order ARIR (B31) with average SNR (16.15
dB) in Figs. 8-12 for a visual impression on the signal
quality, where the signal in the time domain, the spectro-
gram, and the spherical coordinates of each time frame of
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(a) (b)

Fig. 8. An estimated first-order ARIR example in the time domain
with VCAE. (a) Full signal, (b) the first 200 samples.

Estimated ARIR

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Normalized Frequency (x radians/sample)

Reference ARIR

all’ it B

I L i " . A L L . .
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Normalized Frequency (x = radians/sample)

Fig. 9. The spectrogram of an estimated first-order ARIR example
with VCAE.

(a) (®)

Fig. 10. Reflection analysis of an estimated first-order ARIR
example with VCAE. (a) Azimuth of the sound intensity of each
time frame in early reflections, (b) elevation of the sound intensity
of each time frame in early reflections.

—

AR

(a) (b)

Fig. 11. An estimated third-order ARIR example in the time
domain with VCAE. (a) Full signal, (b) the first 200 samples.
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Fig. 12. The spectrogram of an estimated third-order ARIR ex-
ample with VCAE.

early reflection are included. For the auralization quality,
the maximum absolute cross correlation for azimuth and
elevation are 0.73 and 0.99, respectively. From the SNR,
AMBIQUAL score, auralization quality, and figures, it can
be concluded that the performance of VCAE-based esti-
mated ARIRs is good.

At the end of this section, the performance is compared
with the CNN in Table 5 and VCAE in Table 6. The SNR,
AMBIQUAL, and auralization quality all confirm that the
VCAE-based method outperforms the CNN-based method,
especially for the third-order ARIRs. As discussed in SEC.
3.2, the VCAE uses features useful for both RIRs and
ARIRs, and then all important features are passed to the
main decoder for the ARIR estimation task. This helps to
formulate a good representation of the latent layer and re-
sults in a more robust estimation of ARIRs. Consequently,
the VCAE-based method shows a better performance of
ARIR estimation than the CNN-based method.

5 CONCLUSION

In this paper, the authors showed it is possible to esti-
mate ARIRs from omnidirectional RIRs under the assump-
tion that there exist at least two perpendicular walls within
a finite set of degeneracy. The proposed method only re-
quires a single RIR between a source and receiver as input.
The proposed method works in rectangular rooms where
each wall has a single reflection coefficient based on the
ISM. The generalization of the real measured data obviates
the need for special measurement equipment. Two methods
were used to achieve this mapping, a feedforward map-
ping with CNN and a multi-task VCAE. The experiments
showed that the multi-task VCAE performs better than the
feedforward mapping, especially for higher-order ARIRs,
since the structure is more suitable for the estimation of
ARIRs. An extension of this work can focus on the gener-
alization of real-world measurements.

The proposed method is just an initial step in ARIR es-
timation. There exist many directions for developing this
work. Firstly, the proposed method is based on the ISM.
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The ISM makes some assumptions, and some sound prop-
erties cannot be modeled, for example, the scattering and
frequency-dependent reflection coefficients. Future work
can relax these assumptions and model these effects in the
Ambisonics representations. Secondly, the room is assumed
to be rectangular. Future work can generalize the rooms to
include nonrectangular room shapes. The directivity of the
loudspeaker and microphone can be taken into account.
Finally, listening tests can be conducted to evaluate the
performance of the estimated ARIRs.
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