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Abstract

The aim of this research is to provide a mathematical model that describes the physics in a levee when waves
are overtopping a flood embankment. Ideally, this numerical simulation can replace empirical methods
based on overtopping simulations and provide more insight into the physical process of an overtopping flow
on a levee. This could prove to be useful for the design and maintenance of flood barriers.

Different interpretations of the stress tensor of pore water have each lead to distinct systems of partial
differential equations. For each interpretation, the resulting system has been solved, using a finite element
analysis in combination with a time-stepping method, in order to assess the validity of the imposed defini-
tions. However, only one definition lead to a mathematical framework that yielded trustworthy results. In
this final mathematical framework, both the hydrostatic water pressure and the gravitational force have been
disregarded, resulting in a system only consisting of variables such as soil particles displacements, pore wa-
ter velocities and a distribution function ¢(¢). The distribution function £(¢) represents the fraction of the
exerted wave stress on the surface carried by the pore water. By definition, the fraction can vary over time,
which stands in contrast to state of the art models.

The applicability of the results is limited, since the problem is simplified to a one-dimensional setting
in which only normal stresses are exerted. The mathematical framework could theoretically be extended
to multiple dimensions. However, it remains contestable whether it sufficiently simulates the physics in a
levee. Further research is needed to show whether the extension holds when shear stresses are present and
whether the same distribution function ¢(¢) can be applied to non-axial directions. In conclusion, this re-
search is a proof of concept and serves as a stepping stone for more research. The used code can be found at
https://github.com/HaveMersie/ Overtoppingfailure.
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Nomenclature

The expected value of the displacement of the pore water in the x;-direction in a tube.

The normal vector, pointing outwards.

Virtual work performed by body forces.

Virtual work performed by body forces.

Virtual work performed by internal and external forces.
The strain tensor for soil.

The hydraulic conductivity.

The dynamic viscosity of the pore water.

Vorticity of the displacement field of the soil particles.
The part of the domain consisting of pore water.

The part of the domain consisting of soil particles.
Vorticity of the displacement field of the pore water.

The density of the soil skeleton.

The density of the porous soil.

The density of the ground water.

The stress tensor for the soil skeleton.

The stress tensor for the pore water.

The stress tensor for an unsaturated soil skeleton.

The stress tensor for a fully saturated soil skeleton.

The local displacement of the soil particles in the x;-direction in a tube.
The local displacement of the pore water in the x;-direction in a tube.
The shear modulus.

The gravitational constant.

The compression modulus.

The calibration constant.

The water pressure.

The porosity of the soil.

The specific displacement in the x;-direction.

The surface of domain Q,,.

The surface of domain Q.

The displacement of the soil particles in the x;-direction.

The displacement of the pore water in the x;-direction.
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Introduction

Grass covers have shown to offer erosion protection to river levees and flood embankments. Overtopping
waves can trigger erosion of the levee slope. In this thesis it is hypothesized that the hydrodynamic load that
acts on a levee, induced by the overtopping flow, can result in deformation of the porous medium. This can
lead to failure due to "head-cut’, 'roll-up’ and ’collapse’, that are thoroughly explained by Le et al. [8]. Accord-
ing to Steendam et al. [13], little research has been conducted with respect to the erosive effect of overtopping
flow on dike slopes, mostly because of complications of scale models and the costs of overtopping tests. There
have been some recent developments with respect to the other side of the spectrum. Van Bergeijk et al. [14]
have made it possible to predict stresses originating from an arbitrary wave. In other words, this model fo-
cuses on the external load on the levee. Moreover, with the development of the wave overtopping simulator
(Van der Meer et al. [17]), more practical field research has been conducted in the last years. This is a simula-
tor which is positioned on an isolated part of a flood embankment. For a given time, the simulator lets waves
flow over the slope. At the same time, measurements are made that are used to provide a solid basis between
the endured stresses and the reason of failure.

At the same time, theoretical models have been developed that predict water pressures in porous media.
One of these methods is the PORO-WSSI model by Ye et al. [5] that is based on the dynamic response in porous
seabeds. The idea is that overtopping waves can be described as a summation of harmonic waves. Hence
the model could be applied to overtopping waves as well. This method requires the a priori assumption
that the pore water pressures match the hydrodynamic pressures under the waves, with the result that the
effective stresses are assumed to be 0 on the surface. In other words, the assumption is made that the pore
water instantaneously absorbs the full hydrodynamic surface load. Since the model results do not match the
measured reality, it is often assumed that in practice the pore water cannot assumed to be incompressible
[6]. This is not a new assumption, since compressibility of the pore water is also proposed by Verruijt [18]. By
accounting for the compressibility in tests, the model outcomes are fitted to the test results. In practice this
is done by including a calibrated Skempton coefficient. This method has been the state of the art approach
for some time now. However, this approach is rather questionable, since tests are being tweaked to match the
model outcomes and vice versa.

In a new proposed model by Van Damme and Den Ouden-van der Horst [15], these a priori assump-
tions have been disregarded, in pursuit of a process based approach to more accurately determine the effect
of overtopping flow. Instead of assuming that the pore water absorbs the full hydrodynamic surface load,
momentum balance equations are taken as boundary conditions, to enforce that the momentum balance
equation will be valid on the whole domain. This makes the system more complex, but also more similar
to a real situation. Furthermore, the assumed compressibility of the pore water is questionable. It is not a
reasonable assumption that pore water in a seabed contains air, since the air has had all the time to dissolve
in the sea water over time.

In this thesis, the new proposed model by Van Damme and Den Ouden-van der Horst [15] is derived and
numerically solved with the use of a Finite Element solver. Furthermore, a different approach is attempted,
where a Finite Element solver is used to directly solve the momentum equations of the soil particles and
pore water, by using balance of volume. Lastly, the author has derived new assumptions on which a modified
model is based on. This model will also be solved with a Finite Element solver and a golden-section search. In
case further research shows that the final model is accurate enough, this model can provide significant insight
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in the way flood embankments fail. On top of that, the model can be implemented for other interesting
applications related with flows over porous media, e.g. oxygen uptake in lung tissue. Being able to have
a better understanding of the oxygen uptake in lung tissue can also provide more insight in processes that
oxygen uptake is a result of, such as diffusion capacity, lung volume, breathing pattern, et cetera. (Lin et al.
[9]). Another important application could be to analyze the effect of harmonic waves on the sand layers on
top of buried offshore pipelines. As described by Martin et al. [10], the sand layer on top of these shallowly
buried pipes can be affected by vibrations of the pipeline and by waves running over the layer. When the
sand layer disappears, the pipe might experience an undesirable uplift. The overtopping waves model could
quantify the pore water pressures in the sand layer, thus providing more insight in this phenomenon.

In Chapter 2, the model describing the physics in the levee will be derived, including the boundary- and
initial conditions. Since this model did not yield any numerical results, a simplified version was analyzed in
Chapter 3 and the original model was subsequently modified and solved. In Chapter 4, an attempt was made
to directly solve the momentum balance equations. In Chapter 5, some assumptions have been disregarded
and changed, with a new model as a result. In this chapter, the new model was numerically solved as well. In
Chapter 6, conclusions will be drawn and some possible extensions and open questions will be discussed for
future research.



Physical Model

2.1. Notation

Firstly, some notation will be introduced to improve the understandability of this thesis. As is often done in
soil mechanics, indices are replaced by the variable that belongs to the specific index. E.g. u, will be written
as uy, the component in the y-direction and not the partial derivative of u with respect to y. The same thing
is done for tensors, e.g. 012 is written as o y,. Partial derivatives will simply be written in the classical way,

e.g. 6—;. The Einstein summation convention is often used, to make expressions more concise. In short this
means that a repeated index represents a summation over this indey, i.e.

ou; Ouy Ouy du,
_— =+ — . 2.1
ox;  ox oy oz 1)

2.2. Assumptions

In order to derive at the system which describes the physics in the levee, some assumptions are made. It is
possible that these assumptions will be withdrawn in future research, as an extension to the original goal of
this thesis. The assumptions are:

¢ The densities of the soil particles and pore water are taken to be constant.
* The advective acceleration of the soil particle matrix is taken to be zero.

¢ The advective acceleration of the pore water is taken to be zero.

* Soil particles are incompressible.

* Pore water particles are incompressible

2.3. Values of parameters

For convenience, the parameters are chosen to have the same value throughout this thesis, unless stated
otherwise. It is not important for the proof of concept of this thesis what the actual values of the parameters
are, as long as they have the right order of magnitude. The used values for the parameters are given by
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p=0.4, 2.2)
pp = 2650 kgm ™, (2.3)
Pw =997 kgm™3, (2.4)
K =50-10° Nm™2, (2.5)
G=10.7-10° Nm™2, (2.6)
Yw=10*Nm3, 2.7)
Z=3m, 2.8)
p=1.307-10"3 Nsm 2. (2.9)

2.4. Definitions
The definitions of the stress tensors are of major importance, since they dictate the form of the resulting
system of partial differential equations. The stress tensor for pore water, a;."j, is defined by Falconer [3]. The

stress tensor for the soil particles is based on the one defined by Verruijt [20] when the coefficients are defined
as

a =2G, (2.10)

,B:K—gG, 2.11)

where K[Nm™2] is the compression modulus and G[Nm™2] is the shear modulus. However, in contrast with
Verruijt's definition, an additional frictional water term is added. The stress tensors are therefore defined as:

oii = ( 6”f+a"”i) T PA TR il B (212
= Pax;, T %ox; ) it M\ %axor  3oxor)
a (Ou; auj) 2y, 0%vj w Pvi 0%
oo _a(oui  OUp) + , 0= + , 2.13
Oijliz] 2(6xj 0x; dx;j0t  0x;0t 7ijlii =# dx;0t  0x;0t &1

where P[Nm~2] denotes the hydrostatic water pressure, given by P = %(cr)lg’x + 0%, +0%), which is a negative

stress. u;j[m] represents the displacement of the soil particles in the x;-direction, whereas v;[m] represents
the displacement of the pore water in the x;-direction. The strain tensor, denoted by ¢”, is defined as

ephzl{%ﬂL%} (2.14)
o2 0x; Oxi)’ )

Furthermore, note that the viscosity u[Nsm™2] is the dynamic viscosity, since the stresses a;.”j i [Nm 2]
would otherwise not be of the right dimension. Now that the definitions are set, the system of equations that
describe the physics in the levee, will be derived.

2.5. Volume balance equation

To arrive at the volume balance equations, some observations have been made. First of all, both the pore
water and the soil particles are assumed incompressible. A volume balance equation can be derived when
we assume that a change of volume can only be induced by adding water or taking water out of the porous
medium. The density formula for the porous medium is given by

ps=pp(l=p)+puwp, (2.15)

where ps[kgm ] is the density of the porous medium, p p [kgm~3] is the density of the soil matrix, p,, [kgm ]
is the density of the pore water and p is the porosity. The density ps can only change when p changes, since
the densities p, and p,, are assumed constant. The change in porosity with respect to time is induced by
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the flux of the pore water; hence the volume balance equation for incompressible pore water, in Cartesian
coordinates, is given by

6_P+i( %)zo, 2.16)

ot " ox; \Par
where v; represent the displacements of the pore water in the three different directions. This is similar to the
mass balance equations stated by Bui et al. [1], with the exception that in this expression the spatial gradient
of the void fractions over the distribution is not considered to be negligible. In a similar manner, the volume
balance equation for incompressible soil particles is given by

o(1-p)

ot
where u; represent the displacements of the soil particles in the three different directions. Now we impose
that soil particles and pore water are mixed so well, that functions u; and v; are defined everywhere on the
domain of interest. As a consequence, we can sum Equations (2.16) and (2.17) to arrive at the volume balance

equation for the porous medium
0 o(v; — u;) } 0 (aui)
D I IS B N N O o s 2.18
ax; {p ot ax; \ ot (2.18)
This volume balance equation will be used several times throughout this thesis. In order to derive useful
partial differential equations, the expression for the virtual work will be derived. Before the derivation of the
virtual work can be made, the essential boundary conditions need to be stated.

R [(1_ ) dui
ox: | P or

-0, (2.17)

2.6. Essential boundary conditions
When a simple rectangular prism is taken as the domain of interest, given by Q = [0, L] x [0, B] x [-Z,0], some
essential boundary conditions can be formulated.

Following the boundary conditions for a porous seabed (Ye et. al [5]), the bottom of the levee, i.e. at
z=—Z,1is both rigid and impermeable. As a consequence, the soil should not be allowed to sink here, hence
the vertical displacement should be set to zero, i.e. u; = 0. Because of the impermeability, the pore water
should not be able to infiltrate the bottom boundary, hence it also has to hold that v; =0ison z = -Z. On
the sides of the rectangular prism, we can impose essential boundary conditions as well. When L and B are
sufficiently large, it is expected that the displacements at these boundaries in the normal direction will be
negligible. Thus we would have that for x = 0 and x = L it holds that u, = 0. Analogously it has to hold that
for y=0and y = B, u;, = 0. These essential conditions will be put to use in the next section, where the virtual
work will be derived.

2.7. Virtual work

There are several forces working on- and in the soil, that do virtual work. One of these forces is the gravita-
tional force, of which the virtual work is given by

6Wg=f ppgu;dQ+f pwgVidQ, (2.19)
Qp QUJ

where Q,, is the part of the domain consisting of soil particles, Q,, is the part of the domain consisting of
pore water, gms‘2 is the gravitational constant and u;‘ [m] and vl’.k [m] are the virtual displacements of the
soil particles and pore water respectively in the three different directions. Another external force working on
the soil matrix and the pore water is the force exerted by the overtopping wave. When we denote Fgy; as the
external stress exerted by the wave, the virtual work due to this stress is given by

OWrk :f Fey: - u*d5+f Fexi-v*dS, (2.20)
Sp Sw
Zf Fext‘u*d8+f Fext-v*dS, (2.21)
z=OmS,, z=0NSy

=y§ (4 Fez + ) Fyo + 3 Fu) dS+j§ (y;sz + U} Fyz + U FZZ) ds. (2.22)
z=0nS, z=0NSy,
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The virtual work done by the internal forcing, denoted by § Wy, is given by Van Damme and den Ouden-van

der Horst [15] as

5Wg=_fQ efjaijdg—fg €};0;dQ, (2.23)
P w
Substituting the strain tensor gives:
1 ou; _ ou* Ou; B our  our\
6Wa———Lp{ZT;Uxx+(T; E)ny.;,.( 6Zx axz)()'xz}dQ (2.24)
1 Ouy, our) _ ouj, _ 0wl our\
_ELP{(EJr a;)aﬂ+ E TR P R (2.25)
1 ou; Ouj) . our Ouy) our _
2 e 2 dQ 2.26
Zfﬂp{( ox ' 0z )sz (6y 9z |°% T, 77 (2.26)
1 ovy ovy 0vy ov: ov*
-5 2—=6}, *y—L)gw ( x _z)~w dQ 2.27
2_[Qw{ axex+(ay+ x)axy+ az+ax Oy, ( )
1 al/; OU; w av; w 01/;’; ayz ¥
2 ox 0 5,0 =+ |0y; pdQ 2.28
ngw{( X aJ’)UyX+ 6y0yy+ Z+6y Oyz (2.28)
1 ov: 0v¥) _ ov; av; - ov; _
_Efgw{(a_)cz+ azx)agjx (ayz +E)U§Uy+2 5 UZ}dQ. (2.29)
Because of the symmetry of the stress tensor this simplifies to
ou; ou’ ou’ ou* ou*
Wy = — x5 v, O s ( x z)~ o 2.30
7 fgp{ ox UxX+( ay " (?x) Y oez  ax )T (2.30)
Ou, ouy ou:
Y - y z | ~
“Ja, | 0y dQ 2.31
fg,,{ayayy+(az+ay) YZ} (2.31)
ou; _
_f Ozz( dCd (2.32)
a, | 0z
ovy ~ ov: 61/; vt  Av* }
_Lw{6;0?x+(a;+g) ;”y+(azx axz)afc”z}dQ (2.33)
vy, ovy, ov;
Y ~ y z | ~
_fgw{_ya;ufr(E* dy )"72}‘19 (234)
ov} _
_fgw{ 5z U?Z}m (2.35)
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Using Theorem 1 of Appendix A gives
uy uy, u; 0 0 0
6W(,=f 0 [-Voux+|uy|-Voxy+| 0 [-VOxz+|uy|-Vay,+|uz|-Vay+| 0 |-VF,.dQ (2.36)
2\ o0 0 Uy 0 uy u;
vy vy v} 0 0 0
+f 0 [-Vel +|vi|-Vvel,+| 0 |-Vel +| vy |- Vol +|v:|-Vel +[ 0 |-VeLda (2.37)
Qw0 0 Vi 0 vy v}
uj u, u; 0 0 0
—f 0 [Guxx+|uy|Guy+| 0 |Guzt+|uy|Fyy+|uz|dyz+| 0 |Gz p-ndl (2.38)
S»(\o 0 Uy 0 uy u;
vy vy v} 0 0 0
—f 0 [gyx+|vi]ox,+| 0 [az+|vy|ay,+|vi|oy.+]| 0 |67, ¢-ndl (2.39)
Swllo 0 vy 0 UM v;
[ P B 00 (00 O ) (00 e D0y
Q, 0x oy 0z 0x oy 0z O0x oy 0z
~ 5 ~ 5 ~ ~ ~ ~w ~
+f ) oy, 00%y . 055, L[99y + oGy, 00y, oy 06, 00y, 95y, 40 (241
Q, “| ox ay 0z dx ay 0z dx ay 0z '
_ s L~ kAW k=W
fspmz——z{ UyOx; uyayz}dr j{swmz:—z{ V0, vyayz}dl" (2.42)
_ * ~ * ~ * ~ _ * ~W * ~ W * ~ W
fsnnz:o{uxaxz+uyayz+uzazz}df ﬁwm:o{vxaxz+vyayz+Uzazz}dl“ (2.43)
- UGy —ulé dl“—f —vig® —vig® tdr (2.44)
]gpmx—o { yowe s xz} Swnx=0 { e s xz}
_ * * ~ _ * ~ W * ~ W
ﬁpﬂx:L{uyoxy+ uzaxz}dl“ ﬁwnx:L{vycrxy + vzaxz}dl“ (2.45)
- —USGxy—U,G dl“—j{ —vy6¥ —v,G% rdl (2.46)
£p0y=0 { X=Xy z J’Z} Swny=0 { xYxy z yz}
—f (UG oy +UlG ) dr—f {vio,+viaw}ar, (2.47)
S

<
o]
<
I

where it is used that on the boundaries with Dirichlet boundary conditions, the virtual displacement should

be zero. The virtual work of the inertial forces is given by

Popui o (1 duj\? Pppv; 0 [1 ovj\?
A * —|-p,| =L ¥ — | zpw| = dQ.
OWin fQ”{ oz " ox; zp”(at) o, o oy pr(a'f)
w

p

(2.48)

The principle of virtual work states that the virtual work done by the internal- and external forces should

equal the virtual work done by the inertial forces [7], which results in the following equality:
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ﬁ Oﬂsp u sz + uJ/FJ’Z + uzFZZ) ds+£—onsw (Vxez + UyFyZ + UZFZZ) ds

+f . (aaxx 00y a&xz) vus (a&xy 00y a&yz) . (a&xz 00y a&zz)dQ
Q, dy 0z 0x oy 0z 0x oy 0z
+f vy xy+66;02 + v 66}}4_65%4_6(7;’2 +v) 6&;"2_'_05;24_66;"2 dQ
Qu Oy 0z Y1 ox dy 0z ox oy 0z
* ~ _ _pksW _ ks W
fs,,nz —UOxz— uyoyz}dr Swnz—fZ{ V6, vyayz}dl"

-z
.%;nz 0{
ﬁ { UyGxy—U sz}dF fsmx:o{—v;ﬁfy—vﬁfr?z}dl"

ﬁpnx L

UGz + U, VO yz+u; azz}dr—f {v;(?;”z+v
Swnz=0

)

ul axy+u axz}df %

SwnNx=L
f —USOxy— U oyz}dl“+f {—v;é;"y— vz‘&fz}dl"
Spny= Swny=0

f {uiGyy+uldy.}tdr - f {U;ﬁfc"y+v:53’sz}dl“
Spny= Swny=B

Pppui 8 (1 (6w)2 L oPpwvi 0 (1 (M)Z
2120, [Z2] |bac : Z2pu|22) | }an
_[Qp o1 +axj(zp” ot N R T VU

(2.49)

(2.50)

(2.51)

(2.52)

(2.53)

(2.54)

(2.55)

(2.56)

(2.57)

(2.58)

Because the known stress tensors are only defined on the original domain Q, it is necessary to go back to this
original domain. In this thesis, two different approaches have been attempted. One approach is based on the
original model by Van Damme and den Ouden-van der Horst [15] and an alternate approach is posed by the
author. In the section, the original approach will be explained. The alternate approach will be elaborated in

Chapter 5.

2.7.1. Original approach

Since it is presumed that the soil particles and pore water are perfectly mixed, it is arguable that an integral
over domain Q, equals an integral over domain Q multiplied by the fraction (1 — p) of the soil particles, i.e.

f ...dQ:(l—p)f...dQ,
Q, Q
f ...dQ:p[...dQ,
Qu Q

Applying this to Equation (2.49) results in

(2.59)

(2.60)
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06 xx aﬁxy aaxz) *(aé‘xy 0T yy aﬁyz) w06y 00y 06,
1_
( p)f ( "oy TTaz )T x Ty T oz "oy T

5 g%,  Hgw og¥, og¥ ocY ogw.  06%Y,  H5w
+pfnv;( g;x+ oy U“)+v;( AR A A +v} g"z+ vz 9%z | 4 (2.62)

) aq  (2.61)

oy 0z 0x oy 0z x oy 0z
_ _ - _ * ~ _ _ ¥ s w _ * ~ W
1-p) Snz=—Z{ UGz uyoyz}dr p SQZ:_Z{ vy0Y, vyoyz}df (2.63)
~0-p) ¢ AUl G o= Fe) + 4 (@yz = Fya) + 1562~ Foo)pdr (2.64)
Snz=0
—p {y; (6%, Fyz) + V5 (6%, — Fyo) + 03 (6%~ Fzz)} dr (2.65)
SNz=0
~1-p) {-upouy - uioar-p {-vyot, - viot}ar (2.66)
Snx=0 Snx=0
1 * ~ * o~ _ * ~ W * ~ W
1-p Snx:L{uyaxy+uzaxz}dF p Smx:L{vaxy+ vzaxz}dl“ (2.67)
1 ™ L _ kAW k=W
(1-p) Sny:o{ UyGxy—Us0y }dl —p Smy:O{ ViGyy vzoyz}dl“ (2.68)
* ~ * ~ * ~ W * ~ W
-(1-p) et {ui6cy+u;d,.}dr —p vt {vxaxy + vzayz} dr (2.69)

Ozppui 0 (1 ou;j 2 Pppvi 0 (1 v z
=(1- 3 +—|= —_— aQ+ ¥ +—|= —_— aQ. 2.70
( ”)fQ”l{ o ox; 2p”(at) P17 o Tax 2””’(&) (270
To find the momentum equations for the soil particles and the pore water, extensions for the unknown stress
tensors are needed.

2.7.2. An extension for unknown stress tensors J; ; and Erl‘."j

In order to retrieve useful relations, an extension is needed for these stress tensors to an arbitrary domain O,
containing both soil particles and pore water. &;; should be defined such that the total energy of o;; on an
arbitrary domain © is equivalent to the total energy of 5;; on ©, < ©, i.e.

1 1
—eP*5..d0=| ZeP*o.
f@p 26’7 m,d@) f 26’7 al]dG). (2.71)

This makes sense because of the observation that ¢;; should theoretically only have a contribution on the
fraction of © containing soil particles. Even though the Einstein summation convention is used in Expression
(2.71), this expression also holds element wise, since the derivation should also hold in the one-dimensional
case. In order to arrive at an extension for &; it makes sense to approximate the stress tensor by averaging.
Taking an infinitely small element ® we use an averaging for the integrand %ef j* gij:

1
o
3 €;; 0ij = |®|f e al]dG) (2.72)
Using Requirement (2.71) gives
1
. "5
Eeij 0 g f "51;do. (2.73)

Since © (and hence 0)) is an infinitely small domain, the assumption is made that the integrand 1e” ap is

270j Tij
constant on this small domain. This simplifies the integral to:

@ 26” l]d®: |®| 5Cij Uij» (2.74)
(1—P)|®|1 p*.,
= o1 3¢ O (2.75)

l p* ~
= (1_p)§€ij Gij. (2.76)
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Because O is an arbitrary small region, it can be concluded that

0ij= (1= p)aij, @277
on the whole domain Q, by combining Equations (2.73) and (2.74). The same thing can be done for Ule'
resulting in the extension

U;.”j ~ p&le, (2.78)
on the whole domain Q. These extensions can be utilized to express the partial derivative of the unknown
stress tensors in the known stress tensors. Writing out this partial derivative gives

99ij _ i( gij ) 2.79)
ox; Oxj\l-p ’ '
00y
= (l_p)% i (?_)ZU” (2.80)
- 1-p)? ’ '
30y
. (1—p)%},’ o.81)
T oa-p2 '
__1 99y (2.82)
1-p ox;’ '

where the approximation is justified by the fact that the partial derivatives in space of the porosity are nearly
zero, while the porosity is somewhere around 0.4. A similar thing can be done for 5+ idi I, Using the extension
for the stress tensor results in:
f u (aaxx N 6ny N 6(sz)+u* (any + aayy + 60yz)+u; (6(sz N aUyz + 00,
ox 0 y 0z Y\ ox oy 0z ox oy 0z

oo oo%, adoc¥ ool o 0o% 5
+p[ ( xy+ U“)+v;( AN £ A +v} Tz 02, Oz aQ (2.84)

) aQ (2.83)

oy 0z ox oy = 0z ox = dy 3%
_ﬁnz:_z{_”z"“" ”;"yz}dr_fsm:_z{"’;"?z vjol}dr (2.85)
_ﬁﬂzzo{u; (@xz = (L= p)Fxg) + Uy (0yz = (1= p)Fyz) + Uz (02— (1 - p)Fzz)} dr (2.86)
_ﬁnzﬂ) { V(04— PFxz) + vy (0, — pFy) +v (0, — ppzz)} dr (2.87)
_fsﬁx:o {0y —uiosfdr _ﬁmx:o{ vyoky - vioifdr (2.88)
_ﬁnx:L{u;O-xy—{_ u;(fxz}dF—fSﬁx:L{vyo VT voy }dF (2.89)
_ﬁnyzo{—uiaxy—uiayz} dr—ﬁnyzo{ v ny v, yz}dl" (2.90)

* *
ﬁny:B {uioxy+usoy.}tdr fSnyzB {Vxey +v; oyz} dr (2.91)

Pppu; 4 (1 (Ouj)? Pp,vi 0 (1 (0vj\?
=(1- — = —_— aQ
( p)le{ o2 +6x]'(2pp(0t) +le o ox; p“’(ar)
Since the displacements are virtual, it should hold that:
i _ gty 2] (auj)z
ox; P 6t2 Prox; | 2P7

6‘7?}_ %p Vi o (1 (avj)z
ox; "oz oy

} aq  (2.92)

) =0, (2.93)

) =0, (2.94)
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for x € Q, which are the six momentum equations for the soil particles and the pore water respectively (i €
{1,2,3}). Furthermore, since the displacements on the boundary are virtual as well, we conclude that it has to
hold that for z=-Z2:

Oxz=0, (2.95)
0y =0, (2.96)
o, =0, (2.97)
ol =0. (2.98)
Forz=0:
Oxz=1—p)Fyz, (2.99)
Oyz=0-p)Fy,, (2.100)
0zz=1=p)Fy, (2.101)
0%z = PFxz, (2.102)
0yz=PFyz (2.103)
0y, =pFy. (2.104)
For x=0:
Oxy=0, (2.105)
Oxz=0, (2.106)
0%y =0, (2.107)
0y, =0, (2.108)
For x = L:
Oxy =0, (2.109)
0z =0, (2.110)
ol =0, (2.111)
o¥ =0. (2.112)

Clearly the system is heavily affected by the boundary condition at z = 0, since this is the boundary where the
wave exerts it stress.

2.7.3. Boundary condition at z =0

The boundary condition at z = 0 is the reason why in this research it has been decided to differentiate from
the state of the art models. In the model by Ye et. al [5] it is assumed that the water carries the full load of the
wave, i.e. it is presumed that for z = 0:

0xz=0, (2.113)
oy;=0, (2.114)
0.2=0, (2.115)
0¥ =Fyg, (2.116)
oy, =Fyz, (2.117)
0¥ =Fg. (2.118)

It is very unlikely that the soil particles on the surface will not be influenced by the wave stress, so this seems
like an inaccurate way of modelling this problem. In comparison with the PORO-WSSI model, the boundary
Condition (2.99) is already more probable. However even this boundary condition poses some problems,
because it fixes the fraction of the wave stress being carried by the pore water. In practice it is expected
that the fraction of the load being carried is not constant, but varies over time. In order to capture this by a
boundary condition, the boundary conditions are summed such that the fluxes of the stresses are not fixed
anymore. This means that we end up with three boundary conditions at z = 0, namely:



16 2. Physical Model

Oxz+ 0y, = Fuz, (2.119)
Oyz+0y;=Fyz, (2.120)
02z +0Y =Fy. (2.121)

Because by doing this three boundary conditions are lost, additional boundary conditions have to be
formulated to make the system well defined. This boundary condition will be formulated in section 2.12.1.
Note that this is not the mathematically most sound way of stating things. This is exactly why the distinction
is made between the original approach and the approach by the author. This more formalized approach will
be discussed in Chapter 5. For now we will continue with boundary Conditions (2.119) - (2.121). To express
these boundary conditions in the variables that we want to solve for, the stress tensors have to be substituted.
Hence the definition of the stress tensors directly influence the resulting momentum equations, expressed
in the variables. However, within the research group there was some discussion about the definition of the
stress tensors, which will be elaborated on in the next section.

2.7.4. Discussion fluid tensile stress
This disagreement within the research group was mainly about the meaning of variable P in the fluid tensile
stress, given by

o =pul2 P 20| 2.122)
i 0x;0t 36Xj6t

One belief is that the gradient of the velocity of the pore water is negligibly small and the approximation

ol=-P (2.123)
should be used. Applying this yields the original model, as also stated in the prior literature report [11]. This
is worked out in Sections 2.7.5 - 2.13. Furthermore, this assumption is also used in Chapter 4, in which an
attempt is made to solve the momentum equations directly. According to Falconer [3], this variable P is
the hydrostatic pressure. This would mean that at z = —Z, the value of P should be —p,, pgZ when the
virtual gravitational work is included or simply 0 when the virtual gravitational work is disregarded. However,
following this train of thought, P would have a known profile that only changes when the surface at z = 0 is
being pressed down.

However, within the research group there was some skepticism towards the definition of Falconer. An idea
was that P was in fact a variable for the total water pressure. This means that when the gravitational terms are
disregarded, it would be 0 at z = — Z (there is no pore water displacement so there cannot be any dynamic wa-
ter pressure either) or —p,, pgZ when the gravitational terms are taken into account. The difference between
the previous definition of P, is simply that P does not have a known profile in this case, but is a variable.

Another opinion is that the hydrostatic pressure could be neglected when the virtual work done by the
gravitational force is not taken into account. This would boil down to using

ol =p|2

0x;0t 3ax]'0t

as a stress tensor. This will be worked out in Chapter 5. In the next section we will continue with the derivation
of the simplified momentum equation by using Assumption (2.123).

(2.124)

%v; 2 0%v; )

2.7.5. Simplified Momentum Equations

In state of the art models often the momentum equations are solved on the domain of interest. Directly solv-
ing the Momentum Equations on the domain will be attempted in Chapter 4. If this approach would work,
it could be easily extended to a three-dimensional setting, because of the similarities between the momen-
tum equations. However, the approach by Van Damme and Den Ouden-van der Horst [15] makes use of the
curl- and divergence-operators, applied to the momentum equations. Taking the curl in a three-dimensional
setting results in three non-trivial equations. However, only one of these equations can be put in a useful
partial differential equation. Moreover, analysis of the intersection of a flood embankment would already
provide lots of insight, so for the moment there is little incentive to implement a three-dimensional model.
In a two-dimensional model, only the x-direction and z-direction have to be used, i.e. for i =1 and i = 3.
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Before applying these operators on the momentum equations, some simplifications of the momentum
Equations (2.93) and (2.94) can be made. When the last term of momentum Equation (2.93) is considered,
assuming that p,, is constant in space, we have that:

ox; (2P ar ) ) "2P7ox ar ) ) '
_p, 2l Fui (2.126)

Proot oxor’ '
_ ax,‘ 62 Ui (2 127)

Prar axor ‘
(2.128)

in which we see an advective acceleration term. Obviously the same thing can be done for 6(?\7 ( Pw (6”’ ) )
1

Often the advective accelerations are negligible compared to the contribution of the particle-particle and
particle-water interaction. Substituting the tensor, using approximation (2.123), in the momentum equation
of the soil particles gives

R o o e P

_%%(%uzx_aal;z)_(ﬁ ai(aux aaL;z) %WZO’ 10

— g ?(Zi;‘;) e | R
0 (0 6 6 0 6 0 -

The last term of these expressions is called the Darcy term. In the next section it will be explained where this
term finds its origin.

Darcy term

The Darcy term y'” M

0
appears as a result of taking the partial derivative of the u ( a%; =+ 33 l;t) term

withi=1and j = 3. In order to understand this, we note that the pore water flows through small 'tubes’
The radii of these 'tubes’ are randomly distributed, according to Van Damme [16]. Even though for a given
radius the pore water velocity profile is known, the pore water velocity and hence the pore water displace-
ments have stochastic values, because of the randomness of the tube geometry. Hence, locally the stochastic
displacements are denoted by #; and ;. If we observe one 'tube’ in the soil, the velocity of the pore water iy
is parabolic, as can be seen in Figure 2.1.

Figure 2.1: A horizontal 'tube’ in the soil matrix
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The stress tensors, defined in Section 2.4, are based on an infinitely small element and subsequently av-
eraged such that they hold for the whole soil matrix. The same thing will be done for the partial derivative of
the stress tensor. Taking the partial derivative to z results in

2 = 2 _
;(6 vx 0 vz) Cdvx' (2.133)

022 axaz dt

since there is barely any perpendicular acceleration (it is assumed that the "tube’ nearly has a constant width,
so there will hardly be any pore water moving inward) and because the second derivative of a parabolic pro-
file is a constant. In this expression C € R and 7y is the average pore water velocity in the tube, i.e. a resulting
pore water velocity of a random draw from the radius distribution. The soil contains a fraction p 'tubes’, that
all have a parabolic profile. This profile depends on the relative velocity with respect to the tube wall. To
extrapolate this local constant to an expression that is valid for the whole soil matrix, we return back to the
deterministic displacements. The constant is hence proportional to p(vy — uy). Observe that this constant is
only constant in space (within one tube), not in time. Note that v, and u, can be seen as the expected value of
the horizontal displacements in a tube. The proportionality is made explicit by introducing a calibration con-

stant K, which explains the Darcy term 7;(“’ W at the end of the expression. This calibration constant

K; has the units [ 2 < | and equals the pressure gradient after multiplication by the specific density of the pore
water. Obviously the same analysis can be done for i = 3, j = 1. Hence the momentum balance equations for
the soil particles become

a 0 (Ouy duz) 0 (6ux auz) Yw Op(Vy — Uy)
1- —p,(1— = - - — == _IwIPTX T 0, (2.134
Pyl noe arz pp(1=p)gx 262(62 ox ) P Y5 ox Yoz Tk or 2.134)
0%u, a 0 [(Ouy auz) 0 (6ux 6uz) Yw Op(vz—ug)
1-p)—= —pp(1— R e - — _IwIPTE T2 0. (21
P =P ga =Pl p)gz+2ax(az ox ) PV % "oz ) Tk o 0. (2135

Similarly, the momentum balance equations for the pore water can be found. Note that the sign of the
Darcy term should change sign, since action equals minus reaction. Hence the momentum balance equa-
tions for both the soil particles and pore water are reduced to

%u a 0 (Ouy Ou, Ouy, Ouz\ YwOp(vyx—uy)

1- 1- il e 0 (S The) TwIP T g 21
Ppl p) ~Pp=PIge- 262(62 dx) braz (ax az) K, ot (2.136)
%u a 0 (Ouy Ou, Ouy Ouz) Ywopw,—uy)

1- 1- 29 [ Tz) _YwIPPz"Y2) _y, 21
pol1 = G oz~ Prl p)gz+2ax(az ) b+ (0x+6z) K, ot 0. (2137

621/ ')/wap(l/x Uy)

PuPge TPuPE G a0 B
2
o Y“’M:o_ (2.139)

< el
PwP—5 012 Pwpgz+ 9z X, o1

Since the analysis has only been made for a two-dimensional setting, it is the right time to introduce the
domain of interest, which can be seen in Figure 2.2. Note that I'; is the boundaryat z = — Z, I'; is the boundary
at x = L, I's is the boundary at z = 0 and I'y is the boundary at x = 0. Both of these notations will be used
interchangeably. Note that even though we are interested in displacements of soil particles and pore water,
the computational domain is fixed. This is because the displacements are expected to be small. A moving
computational domain could be interesting for further research, but goes beyond the scope of this thesis.
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Figure 2.2: The domain of interest Q.

To obtain the partial differential equations of the original model, the curl and divergence operators are ap-
plied on the four momentum Equations (2.136) - (2.139). The curl will be applied to find a partial differential

equation for the vorticity.

2.8. Vorticity equation
Taking the curl of the Momentum Equations (2.136)-(2.137) results in

0 ( (1- ) 1-p) a 0 (aux_auz)_(ﬁ+a) 0 (Oux+6uz)_
az PP TP 01,‘2 TP TPIE T 55 5z T o ox\ox ' oz
a 0 (Ouy 6uz) (aux Ouz)
1- 1- il -2 - — ==
“ox (p”( P 0t2 P p)gZ+26x(6z ax ) P\ %x "oz

Working out the partial derivatives gives

a-pm (0ux) 6( 1-p) )_a 2 (aux_auz)_(ﬁ+a) 52 (aux_
Prit=PaiE\ oz ) " 02 PP TPIEI T 5528z T ox dz0x \ 0z
ou,\ @ a 0% (duy Ouz) 62 (aux
—0.(1— — 1— | = _x
Pp p)aﬂ(a ) FRACILD zax2(az ox ) TP 95522
Re-arranging the terms gives the equation
a-mL (aux auz)_ 92 (6ux_6uz) 92 (aux_auz) _}/wp(
PP "oz ~ ox 022\9z “ox ) ox2\ 6z~ ox K,
_pr(g OVX_%)
T K, \ot| oz ox )

When the vorticity of the water displacement vector is defined as

o _Ovy Odv,
Y7 9z ox’

0
ot

Yw Op(x— ux))
——— | (2.140
K ot ¢ )
Yw 0p(vz— uz)) _
—twIE TE o,
K ot
(2.141)
Guz) _ Yw 0°p(vx — uy)
0x K 0z0t
(2.142)
auz) + Y_wazp(yz_ uz)
0x K 0x0t
(2.143)
ou, Ouy, )
— 2.144
0z 0x ( )
(2.145)
(2.146)

and the vorticity for the soil matrix is defined analogously, the constitutive equation for the vorticity can be

written as

Yuwp 0w (62(0 62) ywpdw,,

1- —_= +
Ppl p)atz K, ot ox2 022)" K, ot

(2.147)

Analogously a constitutive relation for w, can be found by taking the curl of the Momentum Balance Equa-

tions (2.138) and (2.139) of the pore water, given by:

=0.
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0pwPwy  Ywp 0wy _ Ywp 0w

= . 2.148
ot? K, ot K, ot ( )

However, the momentum balance equation for soil states that w = w,, so the only thing that remains is

v a
pp(l—p)w—gAa):O. (2149)

Now we have found a partial differential equation that describes the vorticity. In the next section, a partial
differential equation for the volumetric strain will be derived.

2.9. Volumetric strain equation

To find a partial differential equation describing the volumetric strain, the divergence operator is used instead
of the curl operator. Firstly, we define specific displacements g, and ¢ as:

qx = pvy —uy), (2.150)
qz:=pz—uy). (2.151)

Note that the volumetric strain, by definition, is equal to the divergence of the displacement vector [12], so in
the two-dimensional case this becomes

ooy = Oux  Ouz (2.152)
ox 0z
Taking the divergence of momentum Equations (2.136) and (2.137) gives the following equality:
e N o N
32—; (op(— Plevol) — (B+a) (a;ivfl + azezszl) B %a% (aac;x " ‘Zz) =0 (2159
=pp(1-p) a;ig"‘ ~(B+a) (O;ZV;’I + 026;201) - %% (% ’ aaiz) -0 =1

where it is assumed that u, and u, are sufficiently smooth, which enables changing the order of differentia-
tion. Substituting the volume balance Equation (2.18) results in

62€V01 7’_w6€vol
or? K, ot

(2.157)

0% 0°
pp1-p) €vol " €v01) -0

-f+a) (

p 0x? 0z%
This partial differential equation describes the volumetric strain over time. Finally, a relation between the
volumetric strain and the water pressure will be derived.
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2.10. Pressure equation

A relation for the pressure P needs to be derived as well. Taking the divergence of the momentum balance

equations of the pore water gives

i(p pazy) ap pg 02P+yw 0 Op(vy— uy) i(p p52yz)+ip v 92p yw 0 Op(v;— _
ox \PvP a2 | T oxPwPExT 52 K; dx ot 0z \""" ar2 6ZWZ62K62 ot
(2.158)
0 dzpvx 0°P  yu 0 Op(vx—uy) 0 azpvz a%p Yw 0 Op(v;—uyg)
:‘Pwa( T2 )+0x2+K56x a1 +p”’&( o2 )+022+K36z o1
(2.159)
N 0 ( ) Opvx+iapvz) o°p 62P+y_wiap(vx—ux) Yw 0 0p(vz—uy)
Pusi\ox or 0z or ) ox2 022 K,ox ot K, 0z o1
(2.160)
~ ?p o°pP 62P+y_widp(vx ) | Yw 0 Op(vz— )
C TP Yo T o2 Tk ox ot K. 9z ot
(2.161)
~ [( ~ )Oevol 0°p 62P+y_wiap(vx ) Yw 0 0p(vz—us)
Pusy or | "oz o2 Tk ox ot K. 0z ot
(2.162)
02€VO1 %P 4%p Yw Oevol
_ 1 - =
= Pwld-P 5t 52 Y 52 Tk, o
(2.163)
The volume balance equation implies that
0 0
6_1;’ —(1- p)_gvtol, (2.164)
with
opv; 0
) 6’”:’ :_6_’:. (2.165)

Equation (2.165) is used for Equality (2.161) and Equation (2.164) is used for Equality (2.162). For Equality
(2.163) it is used that, when the functions are sufficiently smooth, Equation (2.18) can be rewritten as:

0 ([0p(vi—u;) } 0 (0u,) 0€yol
— || 7= . 2.166
ot { 0x; ot 0x; ot ( )
So we end up with expression
0’p  4%p Y O€vol 0%€yol
—— - = 1- . 2.167
o o2 K or PP e (2167
Hence, when the solution for €y, is known, the pressure P can directly be determined.
2.11. Relations for the displacement
Vorticity, volumetric strain and displacements can be related by working out
_a_w_aevol :_azux+ 0%u, _qux_ 62u2, 2.168)
0z  Ox 0z 0z0x 0x* 0x0z
Pu, 0%uy
= -—, 2.169
0x?> 072 ( )
where we have assumed sufficiently smoothness.
This can be done analogously for £ S~ 5;‘, assuming that u, is sufficiently smooth, which results in the

following set of equations:

uz) _

=0,

0»

:O’

:O,
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_ i Uy _ 9% Uy _ow 0€yol
9x2 0z2 0z ox ’

_%ur  %u;  _ dw _ eyl (2.170)
0x2 0z2 ~ Ox 0z °

These relations are used as fourth and fifth equations of our system, since these expressions are more useful
than the definitions of w and €y,). This is because it is more straightforward for these partial differential
equations to formulate a weak formulation. Now there are five partial differential equations that describe five
parameters. The only thing that is left are stating the boundary conditions and initial conditions.

2.12. Boundary conditions

Since the model is based on a two-dimensional setting, the essential boundary conditions and the natural
boundary conditions, found in Section 2.7, only need to be given in two dimensions as well. When the stress
tensors are substituted, we have that for z = —-Z2:

_g(auerauz)_N(azyx+02yz): 2.171)
2\ 0z Ox 0z0t 0x0t ' '
M(azvx+02vz): (2.172)
0z0t 0x0t ' '
Uy =0, (2.173)
v, =0, (2.174)
which is equivalent to saying that for z = —Z we have that
Ouy
oz O (2.175)
Foe_, (2.176)
0z0t
u; =0, (2.177)
v,=0. (2.178)
Hence by definition, it also holds that w =0 for z = - Z.
For x =0:
a (0uy Ou, vy  0°v,
_E( 9z ax)_“(azat+axar): (@179)
H(azyx+azyz): (2.180)
0z0t  0x0r '
Uy =0, (2.181)
vy =0, (2.182)
which is equivalent to saying that for x = 0 we have that
Ouz _ , (2.183)
0x
Fvs _ , (2.184)
0xot
Uy, =0, (2.185)
V=0, (2.186)
Analogously, for x = L it has to hold that
Ouz _y, (2.187)
0x
Fvs _ (2.188)
oxot '
uy=0, (2.189)
v =0, (2.190)
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Forz=0:
0
—aﬁ—ﬁevol—P:Fzz (2.191)
0z
—ﬁ(auﬁau")—F (2.192)
2lox oz ) % )

Since the partial differential equations that were found in the previous sections do not contain water dis-
placements v; anymore, additional boundary conditions are needed. Furthermore, an additional boundary
condition is still needed for z = 0, as discussed before.

2.12.1. Additional boundary conditions

For x =0, x = Land z = — Z itis expected that, when L and Z are sufficiently large, the effect by the wave stress
flattens out. This is why on these boundaries a homogeneous Neumann boundary condition is assumed for
both P and ey,.

At z =0, i.e. at the top of the levee, the boundary conditions are only related with F,, and F,;. Both of
these functions are assumed to be known at z = 0 and represent the hydrodynamic loads, induced by the
overtopping waves of interest. As we have seen from the virtual work, the total stress component is deter-
mined by the water pressure and the effective stress, i.e. F;; = 0%, + 0 ;. Substituting the expression for o .,
gives the boundary condition

ou,
Fzz|z=0:_P|z=0_ﬁ€vol|z=0_a5|z:0- (2.193)

There is no Darcy friction term present on the surface of the domain [19]. Since the shear stress is a weighted
average of the shear stresses experienced between all soil particles in two directions, we have that

a (dux Ouz)
|Z:0)

0z ox

due to symmetry of the stress tensor. It can easily be checked that the boundary condition can equivalently
be written as

Fyzlz=0 = Fzxlz=0 = E (2.194)

.| a | Ouly
0= —Wlz=0—a——

xz1z=0 2 z=0 0z

The momentum balance equation for the pore water in the vertical direction is given by:

|z=0- (2.195)

?ppl—plu; pyupv, OF,, 0F,,
oz o2 Tax ez (2.196)

In the analytical approach by Van Damme and Den Ouden-van der Horst [15] the accelerations cannot be
ignored since this would violate the existence of an analytical solution. However, numerical analysis provides
more flexibility, so the accelerations will initially be neglected. This results in the simpler relation
0Fx, 0F;;
ox oz (2.197)
Substituting the partial derivatives of the other two boundary conditions at z = 0 and using the definition of
€vol results in an equivalent expression for the third boundary condition at z = 0, given by

Ocvol @00 0P _, (2.198)
dz  20x 0z '

The only things left are the initial conditions of the variables.

—(a+p)

2.13. Initial conditions

Since the partial differential equations of the model are of the second order in time, two initial conditions for
both the vorticity and volumetric strain are necessary. We make the assumption that at # = 0 no hydrody-
namic load is present on the soil. In other words, there will not be a shear stress on the surface, so the initial
vorticity will be equal to zero as well, i.e. w|;=¢ = 0. Furthermore, in order to create a second initial condition
to the vorticity, it is assumed that the first overtopping wave will only arrive after some time. Hence the vor-
ticity will initially not change over time, so it can be imposed that %—“t” |r=0 = 0. Furthermore, it is assumed that
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at t = 0 effective stresses are absent and as a consequence the volumetric strain will be zero, i.e. €y, = 0. Since

the dynamic water pressure is also assumed to be zero at ¢ = 0, it has to hold that agvt"' lt=0 = 0. In summary,
the initial conditions are

ow
W= = Elt:O =0, (2.199)
oe 1
€voll =0 = 6Vt° l¢=0 =0. (2.200)

2.14. Complete system

In this chapter, a full derivation of the complete system that describes the physics in the levee is given. In
conclusion, the system can be written as

9> d 9 9>
ppU=-p G+ TR~ (a+ HTF — @+ TH =0,

8° 8 9° _
Prl=P)Gr —557 557 =0,
0%e de 2 2
forxe QX p,,(1-p) 6tv2°l+%a_v;1_371;_27§ =0, (2.201)
a_w+6evol_62ux_62ux -0
0z 0x 0x2 022 -
_dw | Ocvol _ Puz _ 0’ug _
0x 0z 0x2 022 -
With the boundary conditions
ux =y,
Ouz  _
0x -
forx=0andx=L: { w =0, (2.202)
Otvol  _
a@x 0,
P _
Bx =0
0
go—a: = Fyz,
. ou _
For z=0: { —Beyol —;r =~ P =F,,, (2.203)
_ Evol | @ 0w _ 0P _
(a+ﬁ) 0z +26x 0z
Uz =0,
Oux  _
0z -
Forz=-7: % =0, (2.204)
w =0,
Otyol  _
0z -

Finally, we have the initial conditions:

é —0=¢€ = =0)
{ voll£=0 voll =0 (2.205)

W|t=0 = W|¢=0 =0.
Note that both —(a + f), —% and —1 are negative constants, which strengthens the idea that the partial differ-

ential equations are solvable. In the following section, a numerical approach will be extensively worked out
in order to solve the system.



One-dimensional stationary solution

Since the numerical framework of the original model, extensively worked out in the literature report, did not
yield any valuable results, it is assumed that the original model is either inconsistent or consistent but with
infinite solutions. In order to analyse the problem of the model, an attempt is made to find a stationary
solution of a simplified model. As a test case, the shear stress will be set to zero. Furthermore, when the
normal stress exerted by the wave is chosen to be a function solely of time, no changes will occur in the
x-direction. The derivatives with respect to x will be zero and there will not be any displacements in the x-
direction either. As a result, the two-dimensional system can be reduced to a one-dimensional model, given
by

_ 02€V01 Yw aevol _ a+ﬁ 626\,01 _
(- PTG+ e S - L5 =0
forxeQ _ 9%l | Yw Oeyg _ %P _ 1
,gw(l é’) 0t2 + Ks at 022 - 0, (3 )
Evol _ 07Uz

0z~ 922 -
with boundary conditions
ou
—Pevol—a5E—P =F (1),
Forz=0: { Pevl~¢ oz D =Ll 3.2)
—(a+P)57 -5 =0
Uz =0,
Forz=-27: % =0, (3.3)
Ovol  _
0z -
Finally, we have the initial conditions:
{évolli=o =vollizo =0. (3.4)

In order to do some checks, F,,(f) is chosen such that both the value and the gradient on ¢ = 0 are equal
to zero. Furthermore, for + — oo the normal stress will be constant, say F < 0. The solution of the one-
dimensional system should tend to a stationary solution, belonging to F,, = F. To find this stationary solu-
tion, the stationary one-dimensional system has to be solved.

3.1. Stationary one-dimensional model
Noting that in this one-dimensional test case without a shear stress, it holds that

ou,
€vol = E, (3.5)
the stationary one-dimensional system is given by
Fud 0
foerQ{ L?ZZ;S - (3.6)
= =0

25
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with boundary conditions

du S
—(a+pP)—=~2-P =F
Forz:O:{ ( 'B)a‘zlzus apS (3.7)
—la+poE - =0
us =0,
Forz=-7:{ % =, (3.8)
0%uf
% =0.

It can immediately be seen from the partial differential equations that

uS = K12° + K22+ Kz, (3.9)
PS=K4z+Ks, (3.10)

with K; e R for i = 1,...,5. Using the Set of boundary conditions (3.7), it has to hold that K; = K4, = 0 and
K3 = K, Z, resulting in

uS =Koz + Ko Z, (3.11)
PS =K. 3.12)

Even though the first equation of the Set of boundary conditions (3.8) relates K, and K5 by

—-(a+PK2+Ks=F (3.13)

the second equation of the Set of boundary conditions (3.8) holds for all values of K, and Ks. This simply
means that an equation is missing to solve the stationary one-dimensional problem, i.e. there are infinitely
many stationary solutions. One may expect that when a system has infinitely many stationary solutions, it is
most likely that the system itself has infinitely many solutions as well. This would explain why the numerical
approach did not yield any good results. Other combinations of boundary conditions can be tried to see
whether this would make the system well-posed.

3.2. Changing boundary conditions at z = -7

One could argue that if Z is large enough, a homogeneous Dirichlet boundary condition for P or a homoge-
neous Dirichlet boundary condition for e, are justified. Imposing these different sets of boundary condi-
tions at least makes sure that the stationary one-dimensional system is well-posed.

3.2.1. Boundary conditions alternative 1
When the Neumann boundary condition of ey, is changed to a Dirichlet boundary condition, the boundary
conditions are given by

u, =0,
S
Forz=-2:4% =0, (3.14)
6u§ _
0z ’
which results in the stationary solution
us =0, (3.15)
PS=F (3.16)

This scenario is very unlikely, since there would be no deformation of the soil whatsoever in the limit case.
Furthermore this goes against the observations that in the limit situation the pore water hardly carries any
load.

When the system was solved numerically, the time integration matrix turned out to be singular, in other
words this system is ill-posed.
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3.2.2. Boundary conditions alternative 2

Another possibility is changing the boundary condition for P to a Dirichlet boundary condition as well. This
gives the set of boundary conditions

us ,
Forz=-Z:{P5 =0, (3.17)
0u§ _
0z ’
which results in the stationary solution
s F ) FZ FZz?
u, =-— z° - zZ- , (3.18)
2+ p)(Z-1) (a+B)(Z-1) 2 a+p)(Z-1)
s F F
P° = z+ ——. (3.19)
1-Z 1-Z7

Again, this stationary solution is not very likely, since in a stationary situation we expected the stationary
water pressure P to be zero. When the system was solved numerically, the time integration matrix turned
out to be singular, in other words this system is ill-posed as well.

3.2.3. Boundary conditions alternative 3

u; =0,

Forz=-2:{ PS =0, (3.20)
Fud
0z> 0,

which results in the statinary solution
WS-t o F g, (3.21)
2T a+BT a+p’ '
pPS=o. 3.22)

This is a stationary solution that would agree with observations in reality, where in a limit case the soil par-
ticles carry the load. Applying these boundary conditions to a numerical scheme yields some results. The
numerical approximation will be elaborated on in the next section.

3.3. Numerical approximation

In order to make a finite element approximation, a weak formulation is needed. To obtain the weak formu-

lation for the system, the three equations are being multiplied by test functions nv!, n” and ' respectively.
Subsequently the equation is integrated over the domain —Z < z < 0. The weak formulation is then given by

1
pp (1= p) 0ol Toiplaz 1 T 10, v 251 dz+n€vol(0) +@+p) [0, U sl az <o,
pwd - p)fBZnP a;vol dZ+ Yw fO Paevol dz-7 (0 0)+fOZ a(;]z glz) dz =0, (3.23)
0 ey n“2 P 0 0n 12 au _ _n"“20F®
Pognts 3ot de+ Tg f— oz 0z 42 =-"ap

Substituting the Galerkin approximations for the variables, given by

n
Evol = ) aj(DN;(2), (3.24)
j=1
n
P=) bj(Hn;(2), (3.25)
j=1
n
uz =)y cj(mn;(2), (3.26)
j=1

results in the following Galerkin equations:
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Z” {a] Hpp- )fann]dz+a](t)y"’fann]dz+b](t)nl(0) (0)+u](t)(a+ﬂ)fOZ%n; azd} =0,
Z;-Ll{aj(t)pw(l—p)f_anjdzm‘j(t)— Zn,-njdz—b-(t)m(ﬂ)o—z](O)+bj(t)fOZ%ﬂz’ ;’Zfd} =0, 3.27)

on; 0) .
. 0 . 1j . ni 77] 0 0n; ’7] __n (0)F(1)
):;lzl{u](t)f,zmﬁdz+b](t) i+ o0 [0, Sl dz } = - 1O

Writing this in matrix form results in

Myaéi(t) + Waga(t) + Saqaa(t) + S,pb(t) =0, (3.28)
Mpad(t) + Wyaa(t) + Sppb(t) =0, (3.29)
Scaal(t) +Scpb(t) + Secc(t) = f(2), (3.30)

where the element matrices are given by

MZ’&=Pp(1—p)f n;n;dQ, (3.31)
W = Y'”f nim;dQ, (3.32)
on; 0
“=@+p [ 2L, (3.33)
e, 0z 0z
MZ’;=PW(1—p)f nin;dQ, (3.34)
Wk = f nim;ax, (3.35)
0771 017]
§% = —dQ, 3.36
bb e, 0z 0z (3.36)
9
Si’;=f m%dﬂ, (3.37)
ek
01] on
ek _ i J
Q, )
See = ., 9z 92 ——d (3.38)

where e, denotes an internal element, i.e. ey = [zx_1,2x] and (i, j) € {k — 1, k}*>.. Computing these element
matrices, using the Theorem by Holand et al. [4] from Appendix A gives

Rl — Zj—
MZ’;=pp(1—p)%(1 +6:), (3.39)
wes = Yo 2T Bl g L5y, (3.40)
K;
+
Set = a—ﬁ(—l +28;)), (3.41)
2k~ Zk-1
Ll — Zje—
MZZ:pw(l_p)%(l"‘aij), (3.42)
WZS _Yw Bk~ k-1 (1+61)), 3.43)
K;
1
Sk = ———(-1+26;), 3.44
bb Zk e 1( ij) (3.44)
Set = ( 1+26 1), (3.45)
R
ce = ——(=1+26;)), (3.46)
Zk — Rk-1

where (i, j) € {k -1, k}?.
The element vector is equal to zero. The boundary element matrix is given by
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on;
St =m0 52, (3.47)
on;
Sy =M, (3.48)
be, _ Ni(0)7;(0)
Ll iy 4
S oy, (3.49)
(3.50)
where i = n, j € {n — 1, n}. Computing these values gives
be 1
S k= ——— (26, 1), 3.51
ab Zk_zk—l( jm=1 (3.51)
st L o5 (3.52)
bb -z T '
be 1
Scbk — oy 6j,n’ (3.53)
(3.54)
where i = n, j € {n—1, n}. The boundary element vector is simply given by
bek:_ni(O)Fzz(t) 355
f a+f (3.55)
or computed
bek Fzz(t)
=——. 3.56
In atp (3.56)
. . a(r) b(r) . .
By introducing x (¢) = a) and 0(t) = cn) the system can equivalently be written as:
Myy X(£) = Sy x (1) + Sy0(1), (3.57)
So,0(1) = Moy x(0) + fo (1) + f, (3.58)
where
1 %)
My, = , 3.59
2 (WM MM) (3:59
%) 1
Syy = , 3.60
x (_Sau @) ( )
%] %]
Syo = (_Sah Q), (3.61)
Spp 9 )
Soy = , 3.62
ox (Scb Scc ( )
_ _Wba _Mha
My, = ( IS ) (3.63)
f(t)—(o) (3.64)
0 = f(l’) . .

Note that () can be introduced to include a inhomogeneous Dirichlet boundary condition at z = —Z for
variable P. Now that the numerical system is stated as a time-dependent system and a quasi-time-dependent

system, a time-stepping method can be implemented.

Dirichlet boundary conditions

The two Dirichlet boundary conditions at z = —Z are imposed in the numerical scheme by setting the corre-
sponding rows of matrices Sgy, Mg, and f(¢) to zero rows and subsequently putting pivots in these rows of

matrix Syg. The only thing that is left is a numerical integration of the system.
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3.3.1. Numerical integration

Since at this stage the mere concern is whether a numerical solution exists, accuracy is of minor importance.
Hence a first-order time-integration method should suffice for now. In order to not have to worry about the
size of a time step, an unconditionally stable method is preferred. The Backward Euler method is hence a
suitable candidate. Applying Backward Euler on the time-dependent system gives

My x" = My x" + AtSyx™ + AtS 0" (3.65)
Evaluating the quasi-time-dependent system on ¢ = ¢, simply gives the relation
Soy0" ! = Mgy x™ + 1 (3.66)

Moreover, when the time-dependent-system is also evaluated at ¢ = f;,4+1 and it is assumed that matrix My is
invertible, it holds that

A =My S x" + M, S0 (3.67)

Combining equations (3.66) and (3.67) results in

So 0" = Moy My Syyx™*" + Mgy My, S,90" ! + f*! (3.68)

The Equalities (3.65) and (3.68) can be written as one numerical scheme:

s Slon Py N (M 2\ (2" + 2 (3.69)
MGXM;)%SXX MG}(M);)%S)M_SQX gn+l (%) ol\len _fn+1 . .

It is of interest whether the system approaches the stationary solution, which was found by analysing the
stationary system. Hence F,,(¢), the perpendicular stress exerted on the surface, is chosen to be a trigono-
metric function that stays constant once it reaches its maximum absolute value, i.e. Hence F,,(f) needs to be
equal to a constant, say F,,, for t — oo, but also needs to satisfy the initial conditions. The wave stress is thus
chosen to be:

F) = {—Fzz(l —cos(t)) fort<m (3.70)

—2F,, fort=n

where the value of F,, is chosen as F,, = 10*. Note that F(¢) < 0 for ¢ = 0, since the wave is exerting a down-
ward stress.

The three variables €,,], P and u are plotted at three times: the starting time, at a time where the wave has
just commenced, t = 0.5, and a moment where the stress has already reached its peak, ¢ = 3.0. The number
of integration points is chosen to be n = 1000 and the time step size is chosen as At =0.01.
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u, at different times
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(c) uz at different times

Figure 3.1: The variables at times t =0, = 0.5 and ¢ = 3.0.

The numerical results, depicted in Figure 3.1, show that once again the pore water hardly carries any
load, even when the wave stress just starts exerting its stress on the soil. As a matter of fact it remains zero
throughout the whole simulation, which is why only one line can be seen. This does not agree with findings
from wave overtopping simulations. It can however be seen that the numerical solution indeed reaches the
stationary solution. Thus it is likely that there is not something wrong with the solving of the system, but
probably with the system itself, since it fails to capture reality in a proper manner. It is important to note that
imposing a inhomogeneous Dirichlet boundary condition for P at z = —Z yields a similar unrealistic result.
In the next section, an attempt is made to solve the momentum equations for both the soil particles and the
pore water directly, without applying the divergence- and curl operator first.



Balance of volume

A logical approach for solving the momentum Equations (2.137) and (2.139) is assuming that the volume
balance (2.18) holds and deriving a direct relation between u, and V,. Since the one-dimensional volume
balance states that

-i{ b/—ﬂﬁ }»96%—0 (@.1)

oz \P1"* ot |f Tazar T ‘

integration with respect to z gives

v, - pQa | Ol A(D) 4.2)

PYa=Par "o — :

At) 1-poa
= ()_ p uz. (4.3)
p p ot

where A(?) is constant in z, but can depend on time. However, since we have homogeneous Dirichlet bound-
ary conditions for u, and v, on z = —Z, it should hold that

ou

£(t,-2) =0, (4.4)
ot
V,(t,-Z)=0. (4.5)

When evaluating Equation (4.3) on z = —Z and for an arbitrary time, this means that

A(t) 1-pou,
V,(t,-Z2)=—-—F
2( ) » a1

A(t 1-
So=40 _17P (4.7)
p p

(t)_Z)Y (4.6)

which can only hold when A(#) =0 for all £ = 0. The direct relation between u, and V; is hence

1-pou,
ot

Ve(t,2) = - (t,2). (4.8)

By substituting this expression, a new system can be formulated, only using variables u, and P. Note that
this can only be done in one dimension, since in multiple dimensions the volume balance does not provide

enough information for a direct, useful substitution.

33
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4.1. Resulting system from substitution
Substituting Relation (4.8) in the momentum Equations (2.137) and (2.139) gives the new system

azuz 02uz Yw Ou,
1- —_ = — =0, 4.9
=Py =~ @+ P 5+ 5 4.9
0u, dP Yw O,
- _8E _Twll g 4.10
A=PPwge =77 "k, ot (4.10)
with Dirichlet boundary conditions
uz(t;_Z) = Oy (4.11)
P(t,-Z)=—puwpgZ. 4.12)
On z = 0 we have that
ou
—P—(oc+,6)a—ZZ=Fzz(t), (4.13)

where F,,(¢) is the perpendicular stress exerted on the surface. For the test case, the same Function (3.70) is
used. In the next sections, two different approaches will be analysed to attempt to solve the resulting system
analytically.

4.2, Analytical solution 1

An analytical solution can be found by carrying out a set of steps, as will be done in the following subsections.
However, some notes regarding boundary- and initial conditions will be made.

4.2.1. Assuming P(t, z) to be known

In order to analytically solve this, we first assume P(t, z) to be a known function, which enables the solving of
u(t, z) in terms of P(t, z) and F,,(t, z). Subsequently an expression for P(¢, z) will be found, using the second
partial differential equation. Hence on boundary z = 0, we have boundary condition

Uz

0
0

(a+pB) (¢,0) = P(t,0) + F5(1). (4.14)

z
Lastly, we should consider the initial conditions, which are given by

u(0,z) =0, (4.15)
9z 621 =0 (4.16)
ar 7T :

In order to solve this system, the quasi-stationary problem needs to be solved first.

4.2.2. Quasi-stationary problem
The quasi-stationary problem is given by:

*u
— + = 0, 4.17
@+p)— @.17)
with ug = ug(t, z) for t 20,—Z < z < 0 subject to
us(t,—2) =0, (4.18)
ous
(a+PB) e (t,0) = P(t,0) + F,,(t). (4.19)
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The solution of this problem is linear in z and given by

us(t,z) = PLO+ 0 L 5 (4.20)
a+p

The next step is to formulate the transient problem.

4.2.3. Transient problem
We introduce:

ug(t,2) = us(t,2) + ul (t,2), 4.21)
which results in
?ul  y, oul ?ul us ., 0us
1— z  SwZ Z - (1- —E_ vz 4.22
W=PerZn * 5 5 @ P52 =~ U=Prrga ~ 15 (422)
and conditions

ul(0,2) = -0, 2), (4.23)

P F
:_M(Z+Z), (424)

a+p
=0, (4.25)

auzT(O,z) uf

T Or ) 4.26
a1 5t &9 (4.26)

P(0,z) !

=+ F, (0

= —‘”—"()(HZ), (4.27)

a+p
=0, (4.28)
ul(t,-7)=0, (4.29)
ul(t,0)=0. (4.30)

Since it is expected that the shape of the transient solution and the shape of the homogeneous transient
solution are the same, the homogeneous transient problem will be analysed.

4.2.4. Homogeneous transient problem
The homogeneous transient problem is given by

02LLHT ¥ auHT 62L£HT
1- Z_ - E Z =0, 4.31
W=Per—5a* %, or ~ P52 (431
with conditions

ull’(0,2) =0, (4.32)

aufT(O,z)
T D2, 4.33
o (4.33)
ullt(t,-z)=0, (4.34)
ullT(t,00=0 (4.35)

An attempt will be made to analytically solve this system by using separation of variables.
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4.2.5. Separation of variables

The assumption is made that uf/T can be expressed as a multiplication of functions that depend on only one

variable, i.e.

ullh = 71 (2 Ty (1).

These expressions are substituted in the boundary conditions.

Boundary conditions

Substitution in the boundary conditions gives

Z1(0)T1 (1) =0,
Z1(-2) T (1) =0,

for ¢t = 0. Since we are not interested in trivial solutions, it has to hold that

Z0) =0,
Z1(=2)=0.

The separation of variables will now be applied to the momentum equation of the soil particles.

4.2.6. Momentum equation soil
Substitution of Expression (4.103) in the momentum Equation (4.9) for the soil particles gives

A-pppZ1(@D T ()" = (a+ P) Z] (2) Ty (1) + —;w Z1(2)T1 (1) =0.
N
Dividing this equation by Z; (z) T} (#) gives

Ty (1)" Z2)(2)  yw Ti(t)
(1-p) ~(a+p) + 2 =0.

PPr Pz & T
For this to hold, there should be a constant, say A € R, such that

T yw Ti@)
=P Yk T -
Z)
Z1(2)

)

_(a""ﬁ) A)

which is equivalent to saying

(1=pop Ty + LTy +ATi (1) = 0,
S

—(a+P)Z](z2) - AZ1(2) = 0.

(4.36)

(4.37)
(4.38)

(4.39)
(4.40)

(4.41)

(4.42)

(4.43)

(4.44)

(4.45)

(4.46)

The differential equation for Z; (z) will be analysed, where a distinction is made between three cases: A =0,

A =p? and A = —p? with g > 0.
Casel: 1=0

The ordinary differential equation reduces to:

Z(2) =0,

which has the general solution

Z1(2) = Crz+ Cy,

(4.47)

(4.48)

where C;, C; € R. However, the only values that satisfy the boundary Conditions (4.104) and (4.105) for Z; ()

are C; = Cy = 0. This would mean that uf TT(¢,2) =0, the trivial solution.
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Case2: A = — /2

The general solution for the differential equation is

Kz _ Mz
Z1(z) = CzeVath + Cye Vorb (4.49)

with C3, C4 € R. The boundary conditions give the relations

C3—-C4 =0, (4.50)
__HZ %4
Cze VatB + CyeVarB =, (4.51)

which can only hold for C; = C; = 0 and hence this case does not yield a non-trivial solution.

Case 3: A = u?

The general solution for the differential equation is

Z1(z) = Cscos . + Cg sin i (4.52)
PR \Vass) \Vasp '
with Cs, Cg € R. The boundary conditions give that
Cs =0, (4.53)
Cscos =0. (4.54)
a+p
Since for a non-trivial solution it is required that Cs # 0, it has to hold that
A
cos a =0, (4.55)
va+p
which is the case for
-uzZ
B2 7 ok, (4.56)
va+p 2
T a+ TV a+
= Uy = h +k 'B, (4.57)
2Z Z
where k € Ny. Hence the solution of the homogeneous transient problem is of the form
HT (= 3 () (Z+r2)4) (4.58)
u; ' (t,z =L k (Dcos(| S~ Z)Z , .

where functions T ,fl () are yet to be determined. However, these functions are not important, since only the
form of function uf T (¢, z) will be used, not the actual solution.

4.2.7. Solution of transient problem
The Ansatz is used that the transient solution should have the same form as uf'”, giving

(e}
T _ RO
ul'(t,2) —kZ:OTk(t)cos((ZZ+kZ)z) (4.59)
Substitution in the Equations (4.89) gives
& Y m+2km\? m+2kn
kZ:O pp(L=p) T (1) + 7“: T.(0) + (@ + ) 5, | Ted]cos| ———z|=h(t,2), (4.60)
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where h(t, z) is the notation for the right hand side of the transient problem, i.e.

0°ui ywoug
h(t,z)=—(1- z2_ 2 4.61
(t,2) A-plop—=- o2 K, ot (4.61)
Note that the cosine functions are orthogonal. Furthermore, it holds that
0 L (m+2km \? z
f cos z| dz=—, (4.62)
_z 27 2
for all k € Ny. Hence, multiplying Equation (4.127) by cos (” ZZZI” z) and integrating over zfromz=—-Zto z =0,
gives that
Z(p,a-pry (t)+ £ T + +ﬁ)( +2k”)2T (t)) fo h(t, 2) (’HZk” )d (4.63)
a _— = ,z)cos| ———z|dz, .
Prit=p 2Z k _z 2Z
for k € Ny. For convenience we now define
=pp(l—p), (4.64)
Yw
Dy=—, 4.65
2 K, (4.65)
Dy = (a4 f) n+2kn)2 (1.66)
=(a , .
Bk 27
2 [0 +2k
I () = Eﬁzh(t,z)cos(n = ”z) dz. (4.67)
Using this short notation, the resulting ordinary differential equation can be written as
D1 Ty (9) + D2 Ty () + D3 Ty (1) = hye (1), (4.68)
T (0) =0, (4.69)
T;.(0) =0. (4.70)
The determinant of the characteristic equation is given by
Dy = D5 —4D, D3 . 4.71)
Three distinct cases should be considered: D <0, D=0and D > 0.
Casel: D;. <0
For Dy <0 the solution for Ty (?) is given by
T () VoDRli=n) B (4.72)
= 1 . .
v 2D,
Case2: Di. =0
For Dy, = 0 the solution for Ty (?) is given by
1 t o Dp(i-t)
T === | h(HF-1te D1 di. (4.73)
Ao
Case3: D >0
For Dy > 0 the solution for Ty (?) is given by
2 t B /Di(f—t Dp(i-n)
Tk(t)z——f hi(Bsinh | Y2 D) 2550 0 (4.74)
/Dy Jo 2Dy

Taking this altogether, the solution for the system can be formulated.
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4.2.8. Solution
In conclusion, the solution of the system can be written as

P(t,z) + F;(¢) & b4 b4
Uy(t,2) = ———(z+ 2) + Tr(Bcos||— +k—=|z], (4.75)
z a+p kgo ((22 Z) )

where Ty () are given by Expressions (4.72), (4.73) or (4.74), depending on the value of Dy.
4.2.9. Resulting partial differential equation

When Expression (4.75) for u,(t, z) is substituted in the partial differential Equation (4.10), it results in a par-
tial differential equation for P(¢, z), given by:

62P(§,z) +F" ) s n -
ot 2z "
(- p)ow a—+ﬁ(z+Z)+kngk(t)cos((ﬁ+kz)z) (4.76)
0P(t,2) i
opP Yw ot +Fzz(t) ) , T T B
G a—w(uz)+];)Tk(t)cos((§+kz)z) =0, (4.77)
or equivalently
(1-p)pw 0°P(t,2) Yw OP(t,2) opP
- o p— - Z)-=— 4.
aip o2 TP Kap o P75 (4.78)
_(1_p)Pw " S U T Yw / Yw & .. T
_WFzz(t)(z+Z)+(1—p)pwk;0Tk(t)cos((§+k2)z)+szz(t)(z+Z)+ZlgoTk(t)cos((i
(4.79)

However, since the functions Ty (#) explicitly depend on function P(t, z) as well, it is not clear how this
partial differential equation should be solved. Hence, another analytical approach has also been attempted,
which will be described in the next section.

4.3. Analytical solution 2

In this section, similar steps will be carried out as done before. However, some adaptations to the boundary
conditions are made with the hope of finding an analytically solvable system.

4.3.1. Rewriting the boundary condition
Note that by introducing a distribution function 0 < {(¢#) < 1, solely depending on time, we can write this
boundary condition into two separate boundary conditions:

-P= f(t)Fzz(t); (4.80)
0
@+p) ;;Z = (1 - &(0) Foa(0). 4.81)

This ¢ (£) function comes a bit out of the blue, but a formal mathematical reasoning will be given in Chapter 5.
The function ¢ (¢) represents the fraction of the force being carried by the pore water, whereas the soil particles
carry fraction 1 - ¢(#). Again, the initial conditions are given by

u(0,z) =0, (4.82)
9z 0 2y=0 (4.83)
ar T '

In order to solve this system, the quasi-stationary problem needs to be solved first.

Iy
Z

Jo)
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4.3.2. Quasi-stationary problem
The quasi-stationary problem is given by:

—(@+p) “uz -0 (4.84)
0z2 ’
with u$ = us(t, z) for t > 0,~Z < z < 0 subject to
us(t,—2) =0, (4.85)
(a+p) aauj (2,0) = E(0) Fz2 (D). (4.86)

The solution of the quasi-stationary problem is hence given by

§() Fzz (1)

us(t,z) = Taih (z+ 2). (4.87)
The next step is stating the transient problem.
4.3.3. Transient problem
By introducing
u(t,2) = us(t,2) + ul (t,2), (4.88)
we have that
2ul  y, 0ul ?ul us ., ous
1- —F = —E - 2 =—(1- —E =, 4.89
R T TR A L T AT (4.89
with conditions
ul(0,2)=-us(0,2), (4.90)
F
__{OF0 o 4.91)
a+p
-0, (4.92)
oul'0,2 u
at - _E(Oy Z)! (4'93)
"OF 0)F.,(0
__ SO0 o COF0 o)
a+p a+p
-0, (4.95)
ul(t,-2)=0, (4.96)
ul(t,0)=0. (4.97)

Since it is expected that the shape of the transient solution and the shape of the homogeneous transient
solution are the same, the homogeneous transient problem will be analysed.

4.3.4. Homogeneous transient problem
The homogeneous transient problem is given by

ZuHT 6L£HT 62 HT

-y =+ R @ p 5 =0, (4.98)

with conditions
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ull’(0,2) =0, (4.99)
F] HT 0’
uz—(z) =0, (4.100)
ot
ullt(t,-z)=0, (4.101)
ulT(t,00=0 (4.102)
An attempt will be made to analytically solve this system by using separation of variables.
4.3.5. Separation of variables
The assumption is made that u!T can be expressed using functions depending on only one variable, i.e.
ulll = 71 (2) Ty (0). (4.103)
These expressions are substituted in the boundary conditions.
Boundary conditions
Substitution in the boundary conditions gives
Z1(0)T1 (1) =0, (4.104)
Z1(=2)Th (1) =0, (4.105)
for ¢t = 0. Since we are not interested in trivial solutions, it has to hold that
Z,(0) =0, (4.106)
Z1(=2)=0. (4.107)
The separation of variables will now be applied to the momentum equation of the soil particles.
4.3.6. Momentum equation soil
Substitution in the momentum Equation (4.9) for the soil particles gives
A-plppZ1(D T ()" = (a+ P) Z] (2) T1 (1) + %21 (2T (1) =0. (4.108)
N
Dividing this equation by Z; (z) T} (¢) gives
()" 2@ yw hi®)
1-p) -@a+pP)——+——7-=0. (4.109)
Perr " P7m R T
For this to hold, there should be a constant, say A € R, such that
1-prp, B Y @ _ (4.110)
P K i '
(a+p) 4 (4.111)
—(a+ =1, .
Z1(2)
which is equivalent to saying
(1-phop Ty + LTy + AT (1) = 0, (4.112)
N
—(a+P)Z)' () —AZ1(2) = 0. (4.113)

The differential equation for Z; (z) will be analysed, where a distinction is made between three cases: A =0,

A =p? and A = —p? with u> 0.
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Casel: 1=0

The ordinary differential equation reduces to:

Z/(2) =0, (4.114)

which has the general solution

Z1(2) = Crz+ Cy, (4.115)

where C, C; € R. However, the only values that satisfy the boundary Conditions (4.104) and (4.105) for Z; ()
are C; = C, = 0. This would mean that uf TT(¢,2) =0, the trivial solution.

Case2: A = — /2

The general solution for the differential equation is

b uz

Z1(2) = C3e V&P + Cye Vb (4.116)

with Cs, C4 € R. The boundary conditions give the relations

C3—-Cy =0, (4.117)
__HZ %4
Cze Varb + CyeVarB =, (4.118)

which can only hold for C; = C; = 0 and hence does not yield a non-trivial solution.

Case 3: A = u?

The general solution for the differential equation is

Z1(2) =Cs cos( ) (4.119)

pz | pz

with Cs, Cg € R. The boundary conditions give that

Ce =0, (4.120)

)
Cscos =0. (4.121)
a+p

Since for a non-trivial solution it is required that Cs # 0, it has to hold that

cos =0, (4.122)
va+p
which is the case for
—-uzZ
B Ly . (4.123)
va+p 2
+ +
L= VAP Ve p (4.124)
27 Z

for k € Ny. Hence the solution of the homogeneous transient problem is of the form

W17 (1, 2) :gon(t)cos((%+k%)z). (4.125)

The form of the solution of the homogeneous transient problem will now be used to solve the transient prob-
lem.
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4.3.7. Solution of transient problem
The Ansatz is used that the transient solution should have the same form as uf'T, giving
T o0
ul (t,2) =I;)Tk(t)cos((§+k ) ) (4.126)
Substitution in the Equations (4.89) gives
x +2k +2k
Y pp(l—p)Tﬁ(t)+%Tk(t)+( +ﬁ)( n) Tk(t))cos d ”z):h(t,z), 4.127)
k=0 N
where h(t, z) is the notation for the right hand side of the transient problem, i.e.
0°ul ywoug
h(t,z)=-(1- Z_ 2 4.128
(t,2)=-(1-plpp—=- a2 K. ot ( )
Note that the cosine functions are orthogonal. Furthermore, it holds that
0 L (m+2km \? 4
cos z| dz=— (4.129)
-z

2 ’

(4.130)

for all k € Ny. Hence, multiplying Equation (4.127) by cos (” ;ZZl” z) and integrating over zfromz=—-Ztoz=0,
gives that

Z (o0~ )T"(t)+ T L6+ @+ p) +2k”)2:r (z)) fo h(t )cos(n+2k” )d

=z = ,Z z|dz,

2 \PPeTp 27 g 7 27

for k € Ny. For convenience we now define

Yw

Dy=—,

2 Ks
Dyp=(a+p) 7'[+2k7'[)2
3,](3_ 2Z )

2 [0 2k
hi(t) = —f h(t, z) cos(ﬂJr
ZJ)-z

nz) dz.

Using this short notation, the resulting ordinary differential equation can be written as

Dy T} (8) + Dy T.(8) + D3 i Tie (1) = hi (1),
T (0) =0,
T,.(0) =

The determinant of the characteristic equation is given by
Dy = D35 —4D) D3 .
Three distinct cases should be considered: Dy <0, Dy =0 and Dy > 0.

Casel: D;. <0

For Dy <0 the solution is given by

T (1) =

o[ LT B

(4.131)

(4.132)

(4.133)

(4.134)

(4.135)
(4.136)
(4.137)

(4.138)

(4.139)
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Case2: Di. =0
For Dy = 0 the solution is given by

1 t o Dp(i-t)
Tk(f)=—z hi(t)(f—te 2P1 dt. (4.140)
0
Case3: Di. >0

For Dy > 0 the solution is given by

\/D_k(f -0 ) Dy (i-1)

2 t Dali-p
T (t)=——f hy. (%) sinh e 201 df. (4.141)
g VDo F 2D,

Taking this altogether, the solution for the system can be formulated.

4.3.8. Solution
In conclusion, the solution for u,(t, z) can be written as
_ E(B) Fo (1) & /4 /4
ug(t,2) = a—+ﬁ(2+2)+I;)Tk(t)cos((§+kz)z), (4.142)

where Ty is given by Expressions (4.139), (4.140) or (4.141), depending on the value of Dj. The solution for
uz(t, z) will now be substituted in the momentum equation for the pore water.

4.4. Solution of P(t, 2)

Substituting Solution (4.142) in partial differential Equation (4.10) gives the partial differential equation:

(O F.(1) E(OF, (D) E(OF, (D) EFL (D X, T pis
(- pP)ow T(uznW(z+2)+a—ﬂﬁ(uzna—Jrﬁ(z+Z)+kZ:0Tk(r)cos((§+kz)z)
(4.143)
0P vy [E(0)F.(1) E(DFL, (1) © I ~
G AR Ry (z+Z)+I;]Tk(t)cos((2Z+kZ)z) =0, (4.144)

which can equivalently be written as

or _ O For(0) + 28 (OFL (D +EDFL) Y & (D) F2(8) +EBFL, (1)

6_2_(_(1—P).0w atp A oy )(Z+Z) (4.145)
5 " Yw b4 7T

_ I;)((l ~Pow T} () + ETk(t)) cos((i + kz) z), (4.146)

Integrating both sides to z gives that

§"(OFzz () + 28 (DF, (D +{OFL (D) yw ¢ (DFzz(D) +5(I)F§z(t))

2
P(t,Z)=(—(1—p)pw %+zZ] (4.147)

a+p K; a+p
RS B " Yw 2Z (2k+1)nz)
kzzo((l PowT) () + sTk(t)) TR Sy 2 IO (4.148)
Note that P(t, z) has to satisfy
P(t,-Z) =—pwp§, (4.149)
P(£,0) = =&(0) Fp4 (1) (4.150)

Boundary Condition (4.150) gives that
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Cp (1) = =E(D) Fz,(1). (4.151)

As aresult, it has to hold, according to boundary Condition (4.149), that

_ E"(1)Foe (1) + 28 (DE, (1) + EWFL (1) Y & (DF (1) +E(DFL, (1)) Z2
_pwpg_((l—p)pw a—{—ﬁ —E a+‘6 7 (4152)
_ " / _1yk+1
kZO((l powT} (t)+ T (t)) (2k+l)n( DEL - (O F. (). (4.153)

This resulting ordinary differential equation describes function ¢(z).

4.5. Total solution

The solutions for u, and P are given by

E(D)Fz(1) S
uslt2) =2 e +Z)+I;]Tk(t)cos((§+k ) ) (4.154)
_ {"(OF (1) + 28 (NF () +{(OFL (1) yu E’(t)Fzz(tH&(t)F;Z(t)) z?
P(t,z)—( A-plpw a+p X, o —+zZ] (4.155)
27z @k+Drz
_%((1 PPwT(0+ 12 Tk(t)) TRl )—w)Fzz(t), (4.156)

where ¢(1) is the solution of the ordinary differential Equation (4.152). However, ordinary differential Equa-
tion (4.152) is rather complicated and it is not trivial to solve this, since the functions Tj(¢) are dependent
on function £(t) as well. Therefore, this analytical approach does not yield an explicit solution, just like the
analytical approach without the use of function ¢(#). In the next section, an attempt was made to solve the
system numerically.

4.6. Numerical solution

In order to retrieve a numerical solution, a numerical system has to be found by using the standard approach
of stating a weak formulation and substituting the Galerkin approximations.

4.6.1. Numerical system

Multiplying the partial differential equations by test functions n% and n” respectively and integrating from
z=—Zto z =0 gives the weak formulation

0 Q= Guz

0 62 2 0 a
(1—p)p,,f_zn“z a; dﬂ—%f_ n'=2d0+(@ +,B)f ~d0-(@ +,6)n”2(0) (0) 0, (4.157)

0
Yw pOu, f p
-(1- —2dao+ —dQ - —dQ=O. 4.158

( p)pwf " 0t2 Ksjizn ot _ZU 0z ( )

Using boundary condition (4.13) for u, gives

0 2 0 0 Uz
(1—p)ppf,z’7”za ude—Y—’”ﬁ nY= a dQ+( +ﬁ)f on 6ude+n”Z(0)P(0)=—n”Z(O)Fzz(t),

o K, 9z o0z
(4.159)
Yw ° pOu, fo pOP
—(1- dQ —dQ - —dQ=0. 4.160
( p)p“’f n" a st_zn ot 2" Bz (4.160)

Using the Galerkin approximations
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n
u:=y djnm;, (4.161)
j=1
n
P=) ej(tn;, (4.162)
j=1
gives the following Galerkin equations:
; {d'mu_ ) fo - dQ—d(t)MfO : -dQ+dm(a+ﬁ)f0 i i 46 + e (m4(0) ~(0)}—— /(0) Fa (8
= i pPpp 7277177] J K, 7277177] j 9z 02 HOUAOLT =—n; 2 (D),
(4.163)
n{d‘(t) 1 " mida+d; X [* nimdo-eio [ a"fdg}—o
= j ( P)ow_zflzﬂ] + ]( )Zﬁznzn] €j ‘[_ZTI;E =0,
(4.164)

for i =1,..., n. In matrix form this can be put as

Maad(6) + Waad(t) + Sqad (1) + Sace(t) = fa(1), (4.165)
Mg d(t) + Wogd (1) + Seee(t) = 0. (4.166)

The element matrices are given by

Mgy =1~ P)preknmjdﬂ (4.167)
e Yw
W= _?sfek nin;dQ, (4.168)
on; 0n;
Sqy = a+ - —-dQ, 4.169
dd @+p) er 0z 0z ( )
Msfi:—(l—P)ow nin;dQ, (4.170)
ek
e Yw
W= Efekﬂmjdﬂr 4.171)
a .
SZ£=—f m%dQ, 4.172)
93

where the element e, = [z_1, z]. There is no contribution for the element vector. When the element matri-
ces are computed, using Theorem 2 of Appendix A, we have that

L — Zf—
M = (l_p)PpTl(l+6ij)» 4.173)
ep _ _Yw 2k~ Zk-1 B
Wi = _ETO +6i), (4.174)
a+p
Sefy= ———(=1+26;)), 4.175
dd Zk_zk—l( ”) ( )
M% =—(1-p)pw X211 4 5;) (4.176)
ed — P)Pw 6 ij) .
Ll — Zf—
k= %—l(lmﬁ), 4.177)
1
Se6=5@0jk1-1), (4.178)

The boundary element matrix is given by
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Sh% = 1;:(0)n;(0), (4.179)
or computed
shek =1, (4.180)
and the boundary element vector is given by
fa=-ni(0)F;(1), (4.181)
or computed
fa=—Fz(1). (4.182)
Similarly as before, by introducing vector ¥ () = (3), the system can equivalently be written as
Myy (1) = Syy W () + Syee(t) + fi (1), (4.183)
Seee(t) = Moy (1), (4.184)
where
I 1%
Myy = ) 4.185
" (de Mdd) ( )
16} 1
Syy = (_ Suq g), (4.186)
Sye= (_?d ) , (4.187)
e
0
Jy() = (fd(t))’ (4.188)
See = Sees (4.189)
Mey =(-Weq  —Meq). (4.190)

4.6.2. Numerical integration
For the numerical integration, the same argumentation holds as stated before. Applying the Backward Euler
method gives

When Equation (4.184) is evaluated in ¢ = t,,4+1, we have that

See€™ ! = Moy "™t + fe. (4.192)

where f, contains the inhomogeneous Dirichlet boundary condition. Assuming that My, is an invertible
matrix, it holds that

i n+l _ -1 +1 -1 +1 -1 pen+l
Y = My Syy W™ + My Syee”™™ + My, fiy (4.193)

Combing Equation (4.192) and (4.193) gives
Sec€”™ = Moy My, Syy W™ + Moy My, Syc™ ' + Moy My, f ' + f. (4.194)
The Equations (4.191) and (4.194) can be written in one numerical scheme as

1

Solving the numerical system with n = 1000 and At = 0.01 gives Figures 4.1-4.2b. It can clearly be seen that
the values of the parameters explode over time.
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Figure 4.2: u, at two different times

This system is clearly not in agreement with what happens in reality. All the methods up and till this point
have not yielded any results that seem acceptable. So far we have always assumed that there is a balance
of volume. What this means is that soil can only have a change of volume due to pore water flowing in or
out. However, even though both the soil particles and the pore water are assumed incompressible, one could
argue that the structure of the soil might induce a minimal change of volume. When soil granules move with
respect to each other, pores could either expand or shrink. The soil will still be expected to resist change of
the current configuration as much as possible, hence these volume changes will be very little. In the next
chapter, the validity of the volume balance equation will be disregarded and alternatively the volume balance
equation will be minimized by introducing a new function ¢(#).
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By slightly adjusting some assumptions, a new model can be derived from similar expressions for the virtual
work. Instead of Equation (2.59), the assumption can be made that the distribution of the stresses in a domain
does not go proportionally with the porosity and is hence fixed, but actually varies over time. This can be
done by introducing a new variable 0 < {(#) < 1, which denotes the fraction of the stresses being carried by
the water. This means we assume that,

f ...dQZ(l—f(t))f...dQ, (5.1)
Qp Q

f ...szf(t)f...dQ. (5.2)
Quw Q

On a similar note, new extensions for the stress tensors can be derived.

5.1. An extension for unknown stress tensors 5;; and 7 ;'
As seen before, the extension is based on conservation of energy, i.e.

1 1
ZeP*6..do=| =ePF o
f@pzeif 5:;d0 f@zeij 0,;de. (5.3)
Taking an infinitely small element ® we use an averaging for the 1ntegrand 0, jt
1 1
o i P* iy
56 0 |®| f 0ijdO. (5.4)
Using Requirement (5.3) gives
1 l
p* p* ~
251 71 % g f 0ij4. 55

The new Assumptions (5.1) and (5.2) can now be applied to the right hand side of Equation (5.5), which results
in
f 1 p*,, (1_6(0) 1 p*,,”d@ (56)
[C] o Jo2i 7H ‘

Since O is an infinitely small domain, the assumption is made that the integrand %efj* ", is constant on this

ij
small domain. This simplifies Equation (5.6) to

(1-&(0) 163*6“ (1-&m)lel 1 5 5.7
o Jo271 o 2
=1-¢) 5 e”*&,] (5.8)

49
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Since O is an arbitrary small region, it can be concluded that

oij=(1-E(1)6;, (5.9)

on the whole domain Q, by combining Equations (5.6) and (5.8). The same thing can be done for Ule' resulting
in the extension

0;-”]- zg‘(t)&;"j, (5.10)

on the whole domain Q.

Following the same derivation of the virtual work as in Section 2.7, but using the Equations (5.1), (5.2),
(5.9) and (5.10), gives the following six momentum equations for soil particles and pore water respectively
(i€{1,2,3):

60‘1']' azppui 0 (1 Ou,- 2
—_a- —1-—|=pp|=2L]| | =0, 5.11
o, 9Tz T 95 2"”(&) 61D
oo, 52 v \2
ij PwVi 0 (1 ( U])
J _ _E— = 7 =0, 5.12
0x;j or? faxj (pr ot (5.12)

for x € Q. Furthermore, it has to hold that for z = - Z:

Oxz=0, (5.13)
0yz=0, (5.14)
a¥ =0, (5.15)
oy, =0. (5.16)
Forz=0:
Oxz= (1 —=&(2) Fyg, (5.17)
Oyz=(1=&4(D))F)y,, (5.18)
Ozz=1=¢(0)Fy, (5.19)
0y, =§()Fyg, (5.20)
oy, =§(OF),, (5.21)
0% =E()Fy;. (5.22)
For x=0:
Oxy=0, (5.23)
0x;=0, (5.24)
oxy =0, (5.25)
a¥ =0, (5.26)
Forx=1L:
ny =0, (5.27)
0xz=0, (5.28)
0%y =0, (5.29)
0y, =0. (5.30)

It is important to note that using new Assumptions (5.1) and (5.2) for the estimation of the integral and old
extensions (2.77) and (2.78) of the stress tensor results in the original system, found in Section 2.7. Using the
old Assumptions (2.59) and (2.60) for the estimation of the integral and the new Extensions (5.9) and (5.10)
for the stress tensor results in the same system that was found in this section. In the next section, a test case
will be analysed.
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5.2. One-dimensional test case

For the one-dimensional test case, some assumptions are made. The wave stress is considered to only have
a normal component, which is again given by Function (3.70). Because of symmetry, displacements and
spatial derivatives in the x— (and y—) direction can be neglected. Disregarding the virtual work done by the
gravitational force and hence disregarding the hydrostatic pressure P, i.e. using stress tensors given by

a-~“( 6uj+aaul) o ol 20 (5.31)
=" Pax T Yox: ) it M\ %axor  30x0t)
a (Ou; au,-) 62Ul~ 621/]' w azlli azvj
o @(%u 9Hj) , 0= | , 5.32
Oijlizj 2 (ax- " 0x; Mlaxor ' 0x;0t 7ijlizi = H ox;or 0x;0t 5-52)
J J J
Now we define V, as
0
v,= 2% (5.33)
ot

Substituting the stress tensors and the expression for V, in the momentum Equations (5.11) and (5.12) results
in the system

0%u, 0%u, Yw Yw Oug
1_( —_ — —_— — =\, . 4
A =<¢(pp 72 (a+pP) 322 sz Z+sz T, 0 (5.34)
oV, 4 3V, vu Yw Ouz
{0Pw g 3k 2 TP VTP e S (5:35)
with boundary conditions
ou,
—(a+p) oz =(1-&,(8)Fz(0), (5.36)
4 0V,
_gﬂ oz =E() Fyz (1), (5.37)
on z =0. On z = —Z we have that
u; =0, (5.38)
V,=0. (5.39)

When F,;(#) = F is constant for £ — oo, we expect the system to tend to a stationary solution. In the following
section, the stationary solution of the system will be found.

5.3. Stationary solution

The stationary system is given by

0%u, Yw
- —V,-=0, 40
(a+p) 322 +sz z (5.40)
4 0%V, Yw
-= -p—V;=0, 41
317522 pKS ==0 G-4D)
with boundary conditions
ou,
—(a+p) oz =1 -¢(0)) Fzz, (5.42)
4 9V,
——p—= =& F,, (5.43)

3" 0z
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on z=0and

u,=0, (5.44)
V,=0, (5.45)
on z = —Z. Since the determinant D of the characteristic equation of Equation (5.41) isequal to D = — %}g"“) <

0, the general stationary solution for V,, denoted by V3, is given by:

1 /3 1 /3
stzClcos — m/wz + Cysin| = PYWZ (5.46)
2\ Ksu 2\ Ksu

Boundary condition (5.43) gives that

1 [ 3K, g

Cy=——1| ——¢&°F (5.47)
2V upyw
Boundary condition (5.45) gives that
3
Ci=—Cytan|— |22 Z), (5.48)
2y Ksp

1 3K, 1 /3
=~ |25 SEan |- =, 2P R 7] (5.49)
2\ pupyw 2\ Ksp

Hence, we have that

1 3K, 1 /3 1 /3 1 3K, 1 /3
VZS:— —SESFtan —— MZ cos|— mz - = —SESFsin - mz (5.50)
2\ upyw 2\ Ksp 2V Ksp 2\ upyw 2\ Ksp

Substituting this expression in differential equation (5.40) and integrating twice to z gives

K K 1 /3 1 /3 K K. 1 /3
u§:—2—s LESFtan —= mZ cos| — PYwZ +2— B2 &SFsin| = ﬂz +C32+Cy
PYw \ 3PYw 2\ Ksp 2\ Ksp PYw \ 3PYw 2\ Ksu
(5.51)
Boundary condition (5.42) gives that
1-¢&S K
Cy=-— ¢ F+—¢&5E (5.52)
a+pf  prw
Dirichlet Boundary condition (5.44) gives that
K K 1 /3 1 /3
Co=2—2 [ B2 eSpan |2 2PV 7 cos| -2, [2PY 0 7 (5.53)
PYw \ 3PYw 2\ Ksu 2\ Ksu
K K. 1 /3 1-¢5 K
o B [ BB eSpgin| o2 [2PYw 7] ¢ FZ+—¢5FZ. (5.54)
PYw \ 3PYw 2\ Ksp a+p PYw

The functions u, and V, depend on the stationary parameter ¢S, which can be found by minimizing the
integral of the squared volume balance, i.e.

min fo ( de)zdz (5.55)
0<&S<1J-7 P dz ' '

oud
ot

where it is already used that = 0. Substituting the function for VZS gives
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2
0 3 1 /3 1 /3 3 1 /3

minf p?|-—&SFtan|-- 2PYw , sin| — Mz - —&SFsin| = mz dz. (5.56)

0s¢S<1J-7 4p 2\ Ksp 2V Ksp 4p 2\ Ksu

Differentiating this expression to ¢S and setting it equal to zero gives

2
0f3 1 /3 1 /3 3 1 /3
ZpZESf 2 Fran|—= 227 7)sin| = |22 2| + 2 Esin| = /22X )| daz=o, (5.57)
-z \4p 2\ Ksp 2\ Ksp 4p 2\ Ksp

which can only hold for 5 = 0. In other words, in the stationary situation the soil particles carry the full
exerted stress. The functions for u$ and VS are hence given by

Vi(z) =0, (5.58)

us(z) = — (z+ 2). (5.59)

F
+p

5.4. Numerical solution

For the numerical implementation, it is assumed that the parameter ¢(#) is a known constant for every time
step. The value of £(¢) at an arbitrary time ¢ = #;. is found with the Golden Section method, which is explained
in Section 5.5. As always with a finite element approach, the first step is to find a weak formulation. Multiply-
ing the partial differential equations with test functions n% and 5"z respectively and integrating over z from
z=-Z1t0 z=0gives

0 2u 0 2u Y 0 Y 0 ou
(1—f(t))ppf n' atzzdz—(mﬁ)f_zn”zaZdz—p—wf n”zvzdz+p—‘”f_zn”za—;dz=o, (5.60)
4 0 0V, a
cf(t)pwf n": 17 dz+p f nV:V,dz— pyw nVZ%dzzo. (5.61)

0z2

Applying Theorem 1 of Appendix A and Boundary conditions (5.36) and (5.37) gives

0 an"z du ou
1- f(t))ppf n'e 02 —2dz+ (a +,3)f 7 Zd +(1=&(0)N"#(0) F. (1) — f n”ZVZdz+pyw/ n”za—tzdzzo,
K J-
(5.62)
{Op /o nvzavz Z+éuf0 on"z ov, VZ(0)+pY f nVZde prf nVZ%dz:O
Yzt et 3")_z 0z 0z 2 . Tor '
(5.63)
Substituting the Galerkin approximations
n
uz~ Y fi(On;a, (5.64)
j=1
n
szZ (0O (2), (5.65)

.
|I

V. —

and setting nz= =n; forsome i € {1,...,n} and "= = n; for some i € {1,..., n} gives the Galerkin equations

n f 0
Z{i(t)(l ﬂmppf nm,dﬂf](t)(aw)f 9ni 9 dz+(1 &N (0)Fzz (1) — g](t)p f n,n]zdz+—(t)p—f n,n]dz}—,

(5.66)

1 on; on;j
> {g](t)f(t)ow ninjdz+g;(t) ,uf i dZ+<f(t)nl(0)Fzz(t)+g](t)p f nln]dz——(t p—f mn]dz} =0.
j=1 7z 0z 0z K

(5.67)
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Writing this in matrix form results in

MerfO) +Wepf()+Sprf )+ Sreg(0) = fr (D),
Wy r f (1) + Wegg(1) + Sggg8(1) = fo (1),

where the element matrices are given by

Mg =pp(1- 5(t))f nin;dz,

f’;—p f nin;dz,

0771 an]d
e 0z 0z

Yw
o
ek fmmdz
ngzpwf(t)f ninjdz;
€k

4 [ 0n;0n; wa
s =—p| Laz+p2 | nin;de,
gg = 3H e, 0z 0z Z+sz ek’?z’?] z

§ = (a+p)

or computed

e — Zje—
M =pp(1—é(t))%(1+6,~j).

Yw 2k — Zk-1

Wik =p = (1+6;),
rf sz 6 H
a+p
8% = ————(-1+26;)),
ff Zk—Zk,l( l])
Yw 2k — 2k-1
S;’;:—P% (1+6i)),
e Yw Bk~ Zk-1 -
Wt = Ks—(1+5”),
Z — Zfe—
=pwf(t)%(1+6ﬁ),
Sok :4'u;( 1426 )+p7/w 2k~ 71(1+5”)
88~ 30 ij 6 ij)

(5.68)
(5.69)

(5.70)

(5.71)

(5.72)

(5.73)

(5.74)

(5.75)

(5.76)

(5.77)

(5.78)

(5.79)

(5.80)

(5.81)

(5.82)

(5.83)

There is no contribution for the element vector and for the boundary element matrices. The boundary ele-

ment vector is given by

F === EOmi) Foa(o),
J§ = =EmiO Fo. (0,

or computed
Ff === E@)Feal0),
F§% = =€ F.(0).
)
Introducing ¢ = | f | gives the linear system
g

Wyl = Sec6+ fr,

(5.84)

(5.85)

(5.86)

(5.87)

(5.88)
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where
1 %) (%]
Wy = Wff Mff %) ), (5.89)
g Wer Weg
1] I []
S(( = —Sff (%] —ng), (5.90)
@ @ -Sg
0
fi = ff). (5.91)
fe

The Backward Euler method is applied to this linear system, for which the value of {(#) is needed on time
t = t,11. Once this value is found, the value of {"*! can be retrieved by solving

Wy = ALSe)8™ = W™ + A f! (5.92)

In the following section, it will be explained how the value of ¢ (#) will be found for a given time.

5.5. Golden-section search
In order to find a value for &(#) for each time step, some sort of condition is needed. Since for this new model
it is assumed that the volume balance does not hold, this equation can not be used. However, the volume
balance expression can still be utilized to find a value for {(¢). It can be argued that even though the volume
of the soil does not stay constant, the change of volume will be as little as possible, simply because the soil
will pose resistance to any major changes. Hence, when the volume balance is squared and integrated over
the whole domain, the value of ¢(¢) for any given time ¢ = ;4 can be found by minimizing this function on
t = t;+1. This can be mathematically written down as
2
Oty }+i(6uz)) dz, (5.93)

019
. o v, =
055@,13)51[2(&{;] £ ot 0z \ ot

where u, and V, should satisfy the system of partial differential equations and comply with the boundary-
and initial conditions. Note that this is a constrained minimization problem, which could also be solved by
introducing a penalty function or using Lagrange multipliers. However, it is chosen to use a more straight-
forward approach, making use of the Galerkin approximations. Substituting the Galerkin approximations
gives

df )2
HN—+(1- H—-| dz, 5.94
o<s(tn+1><1z (pg,() +1-p—= () z (5.94)

dfj
= min pg](t)—+(1— )—(t)— dz, (5.95)
O<€r(tn+1)<1k 1] 1 e
K -y a-propa
= min f(_pgkl(t)+ pge() _(-p) TG0 A-pg ()()) i 5.96)
0=¢(tn+1)=1 27 Jeg Zk — Zk-1 Rk —Zk-1 Zk — Zk-1 Zk — Rk-1

. X 1 d fx fk 1
3055{2112)51;;1—%—%—1 [P(gk(t) Sk—1(1)+(1 - p)(—(t)(t)

(l‘)(l‘))] (5.97)

For any given time t = t,,41, the value of ¢{(¢,,+1) will be found through the means of a golden-section search.
¢(tn+1) needs to be narrowed down in an efficient way. The golden-section search does exactly this, as will be
explained with Figure 5.1. The initial triplet is {x;, x2, x3}. Note that in our case, x; = 0 and x3 = 1. The interval
widths always have the same ratio, given by 2 — ¢ : 2¢p — 3 : 2 — ¢b, where ¢ is the golden ratio. The fourth point
is chosen to be x4 = x1 + (x3 — x2). For all these points, the function value is computed of the function that
needs to be minimized. When the function value in point x,, denoted by f> is smaller than the function value
in point x4, denoted by fy,, the new triplet will be chosen as {x1, x2, x4}. When the function value in point
X2, denoted by f> is bigger than the function value in point x4, denoted by f;;, the new triplet will be chosen
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as {x2, x4, x3}. With the new triplet the same procedure will be carried out, until the interval is sufficiently
small. For every time step this golden-section search is carried out. Implementing this yields some numerical
results, that will be discussed in Section 5.7. However, before the numerical results are obtained it will be
discussed what is expected of the solution.

£ |

f2 o
fap
X, X, X, X3
>
C
-€ ' >

a b

Figure 5.1: Diagram of Golden-Section search [21].

5.6. Expectations

As it has been mentioned several times in this thesis, several overtopping failure simulations have shown that
the wave stress is initially being carried by the pore water, or at least for a major part. After some time this
fraction decreases and the soil particles take over. When a load is being exerted for a larger amount of time,
the soil particles completely take over the carrying of the load. This last phenomenon is also substantiated
by the analytical stationary solution, in which ¢(¢) = 0 for all £ > T, for some T > 0. It is however important
to realise what the physical explanation is of this occurrence and how the solutions are expected to behave.
The soil can be seen as a spring, where the soil particles are being compressed by an exerted stress. The pore
water serves as a damper in the soil matrix. Following this reasoning, it is logical that in a stationary situation
in which the soil particles are compressed as far as the stress enforces, the soil matrix as a whole does not
move anymore and as a result there are no damping terms and velocities of both water and soil present. But
what happens exactly when the wave initially hits the soil?

At the moment the wave hits the domain, the soil matrix wants to be compressed. However, the time
derivative of the compression is limited by the pore water pressure in the soil. To relief the soil of this pres-
sure, pore water needs to flow out. When pressure is relieved, the effective stresses in the soil increase. As a
consequence, both the soil particles and the pore water are moving with a negative-, hence downward veloc-
ity. Since the soil matrix as a whole is moving with a negative velocity, the pore water will have an absolute
negative velocity, but a relative positive velocity with respect to the soil particles. For the function ¢(#), this
means that ¢ (#) will have a peak close to ¢ = 0, since the pore water is pushed downwards by the wave. After a
while, when the pore water pressure has increased, the value of £(¢) will become smaller, since the pore water
wants to escape the soil. When even more time has passed, ¢(#) will tend to zero as the stationary solution
will be reached. In the next section, the numerical results will be put to the test.
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5.7. Numerical results

Three different scenarios are analysed, that only differ by the value of the calibration constant K, which

is dependent on the type of the soil. It is expected that for lower values of this calibration constant, it will

take longer to reach the stationary solution. The three different values of K; are K; = 1074, K, =5-107° and
s = 1075, Furthermore, three different time step sizes are chosen: At = 0.01,At = 0.001 and A¢ = 0.0001. In

every scenario, the number of integration points is n = 100. First the results will be given for time step size

At =0.01.

5.7.1. Numerical results for At = 0.01
For At =0.01 and K = 107*, the numerical results are given in Figures 5.2 and 5.3a.
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u, at different times
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Figure 5.2: Solutions of u and V;, for different times with K5 = 10™% and Az = 0.01.
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Figure 5.3: Value of {(¢) over time with At = 0.01 and different values for K

It can be seen that the solutions of u; and V; tend to the stationary solution that was described in Section
5.3. Furthermore, the value of £(¢) initially is above 0, but tends to zero over time. This is also something
that was expected, since the pore water initially carries more load than the soil particles, but this shifts once
the load is applied over a longer period of time. However, the peak value of ¢(#) is still very low, around 0.06.
This means that the pore water only carries 6% of the load on its peak, which is not very little. Nevertheless,
this value increases once the resolution of the solution is higher, as can be seen in Sections 5.7.2 and 5.7.3.
When the value of K is decreased to K; = 5-107°, the solutions of u, and V, for the given times are not visibly
different, hence only Figure 5.3b is given as a result. Decreasing the value even further to K; = 107> gives
Figure 5.3c.

As stated before, decreasing the value of K results in very similar numerical results for u, and V, for the
given times. However, locally there could be differences, induced by the different functions for ¢(), depicted
in Figures 5.3a, 5.3b and 5.3c. These different functions of ¢ () mostly differ close to ¢ = 0, the moment where
the stress starts being exerted. It is however important to note that, since Backward Euler is used with time
step size At = 0.01, these differences could occur due to numerical errors. In the next section, the time step
size is made ten times smaller.

5.7.2. Numerical results for A = 0.001

For this smaller time step size, the functions u;(z, t) and V;(z, t) for the given times remain basically un-
changed with respect to the ones found with time step size At = 0.01. Hence, only the results for function ¢(¢)
will be given, depicted in Figures 5.4a, 5.4b and 5.4c.
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Figure 5.4: Value of {(¢) over time with At = 0.001 and different values for K

The functions for (t) seem to be a bit smoother, which could be due to reduced numerical errors. Also
note that the peak values of the ¢(¢) functions are higher. The Figures 5.4b and 5.4c nevertheless still show
some strange oscillations. To ensure that this is because of the chosen numerical scheme, the time step will
be made smaller one more time.

5.7.3. Numerical results for At = 0.0001

Again, even for this small time step size, the functions u;(z, t) and V,(z, t) remain approximately the same.
Hence, only the results for function ¢(#) will be given, depicted in Figures 5.5a, 5.5b and 5.5c. It can clearly be
seen that no strange oscillations occur anymore with this higher resolution. To illustrate this observation in
one view, the é-functions corresponding to K = 10~° have been depicted in one figure, Figure 5.6. Moreover,
the peak values of ¢(¢) for the different values of K are all located around 0.5, which is a value that physically
makes sense, since initially the pore water and soil particles would contribute more or less equally. The only
major difference that can be seen is that the smaller K, the more time it takes for £(#) to be close to zero. This
is something that was expected as well, since with a smaller K, the soil poses more resistance to deformation
and hence the whole process is slowed down. With these results with a higher resolution, our hypotheses are
confirmed, which concludes the proof of concept of this new method.
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5.8. Extensions and remarks

As we have seen in the previous section, the new model imitates the findings in overtopping simulations:
initially the pore water plays a role in carrying the load exerted by the wave, but over time this contribution
diminishes and all that is left is a compressed domain of soil, with no pore water velocity. This was all based
on the assumption that the volume balance does not hold, but is minimized over {(#). Whether this assump-
tion holds should be thoroughly analysed in soil experiments, if possible. However, the results leading from
this assumption are hopeful. Obviously the applicability of the results in practice can only be assessed by a
comparison with an overtopping simulation. Therefore a two-dimensional extension of this model is essen-
tial, since shear stresses are inherent to overtopping flow. It is important to realize that this extension could
theoretically be made straightforwardly. This can be done by relaxing some assumptions, such as imposing a
non-zero function for the frictional stresses Fy.(#) (and F). (1)) exerted by the wave, not neglecting the vari-
ables in the x— (and y-) direction and not ignoring the spatial derivatives to x (and y). In order to solve the
system for the new variables, the momentum balance equations in the x- (and y-) direction need to be taken
into consideration and implemented in the linear system. Furthermore, Assumptions (5.1) and (5.2) should
hold, which is now only verified for a one-dimensional domain. When these assumptions are incorrect, thus
shear- and axial stresses are distributed in a different manner, additional equations are needed. For these ad-
ditional equations, new empirical relations are essential, which can only find their origin in soil experiments.
However, the invalidity of these assumptions is doubtful, since it is assumed that pore water and soil particles
are mixed perfectly and are seen as loose particles in the domain, not having interactive mechanisms that
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Figure 5.6: Value of ¢(#) over time with K = 1075 and different time step sizes

strengthen the soil in either axial or shear direction.

In the case that this model would be falsified in a two- or three-dimensional setting, a remaining possi-
bility could be to not differentiate between soil particles and pore water, but as an alternative define a stress
tensor that is valid for the soil matrix as a whole. A candidate could be a weighted average of the stress ten-
sors of soil particles and pore water, where w; = u; = v;, where w; is the displacement of the soil matrix in
x;-direction.



Conclusion and discussion

The aim of this thesis has been to provide a mathematical framework that describes the physics in a flood
embankment in a two-dimensional setting. Nowadays decisions are usually based on overtopping simula-
tions, but these simulations are expensive, only test one specific kind of wave stress and one specific type
of soil. There is a mathematical status quo approach [5], based on a porous seabed, which can be used to
describe the dynamic pressure in levees. However, the outcome of this method does not match the findings
in overtopping simulations. This difference is explained by the questionable assumption that the pore wa-
ter is considered to be compressible. Furthermore it makes use of the assumption that the stresses resulting
from waves are solely being absorbed by the pore water. Physically it makes more sense that these stresses
are endured by both the soil particles and the pore water. In order to retrieve a more accurate model for the
computation of the water pressure, these assumptions were abandoned in this thesis.

In Chapter 2 a mathematical framework was derived by applying the curl- and divergence operators to
the momentum balance equations of the pore water and soil particles and assuming a balance of volume.
This system of equations was solved with the use of finite elements, which was described in the antecedent
literature research [11]. However, the numerical approach did not yield any results. After a short analysis of
a one-dimensional simplification, carried out in Chapter 3, the stationary version of the system turned out
to be ill-posed, with an infinite amount of solutions. Changing the boundary condition on the bottom of the
domain, i.e. z = —Z, resulted in numerical solutions. However these solutions did not agree with the findings
of experiments, since in these results the pore water hardly contributed to the absorption of the stresses.

In Chapter 4, another approach has been attempted. Instead of applying the divergence- and curl op-
erators on the momentum balance equations, the momentum balance equations are solved directly, both
analytically and numerically. In order to do this, again balance of volume has been assumed. The analytical-
and numerical solutions both exploded, hence it was clear that some assumptions had to be modified. In
Chapter 5, new extensions for the stress tensors and a new assumptions for the stress distribution have been
derived with the use of a new parameter ¢(f), which represents the fraction of the load that is carried by the
pore water. This ¢(#) is dependent on time, and was solved using a Golden-Section search, during every time
step. The resulting solutions for u#, and V, coincided with the analytical findings for the stationary solution.
Moreover, the function ¢(f) became smoother for smaller time step sizes and had the expected shape: ini-
tially being relatively close to 1, but gradually tending to 0 over time. When the value K was decreased, it
took longer to reach the stationary solution, which also agrees with the situation in practice. The proof of
concept of this new method in a one-dimensional setting is hence concluded.

Nevertheless, there are some important aspects that need to be touched upon in further research. Of
course, this research is purely theoretical and need to be tested against actual overtopping simulations. It
could be seen that the model follows the general trend of a situation as in an experiment, but ideally the
numerical model should be able to replace overtopping simulations and hence has to be sufficiently accurate.
The final model is based on the assumption that the volume balance does not hold, but is in fact minimized.
The theoretical substantiation of this argument is solid, but should be tested by experiments. In order to
make a valid comparison, the numerical model should at least be extended to two dimensions. How this
should be done is explained in this thesis, but not yet worked out. This would work under the assumption
that axial- and shear stresses are distributed similarly. If this assumption proves to be incorrect, an additional
parameter needs to be introduced, that represents the fraction of the shear stress that is carried by the pore
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water. An additional equation needs to be found that enables solving the system for these new parameters,
comparable to the volume balance. Moreover, in an ideal situation, the assumption of negligible advective
accelerations can be withdrawn, although this is expected to make very little difference. If the model still does
not agree with the experiments, some adjustments can still be made, e.g. changing the domain from being
fixed to a moving domain. The assumption that the domain is fixed works for small displacements, but when
we are interested in stresses with a big order of magnitude and a long running time, it might pose problems
with respect to the accuracy of the results.

In the case that the model would still not agree with findings in practice, one last completely different
approach can be tried in which no distinction is made between soil particles and the pore water. In other
words, #; = v; and a stress tensor for the soil as a whole should be defined. A logical option would be to
choose for a weighted average of the stress tensors of the pore water and -soil particles. The weights in the
expression of the new tensor can serve as an answer to the question of what the dominating damping factor
is in the soil.



Theorems

The following theorem is a corollary of the Divergence theorem.

Theorem 1 Let F be a continuously differentiable vector field, g be a scalar function and Q c R® a volume in
three-dimensional space which is compact and has a piecewise smooth boundary S. Then it holds that:

f [F-Vg+g(v-F)]dQ=ng-nds. A1)
Q S
The following theorems are by Holand et al. [4].

Theorem 2 Let e be the line segment between x, and x,, let Ay and A, be linear on e such that 1;(x;) = 6,
and let my, my € Ng =1{1,2,...}. Then:

— | |
f AT AT = 1 = X[ tmea! A.2)
e 1+ my + my)!

Theorem 3 Suppose that e is a triangle with vertices x,x, and x3. Let A1, A, and A3 be linear functions on e
subject to A;(xj) = 0;; and let my, my, m3 € N. Then:

|Ae|mlln’l2!ﬂ'L3!

f AT AR dQ = , (A.3)
e (2+m1+m2+In3)!
with
1 x1 7
[Ael=11 X2 22| =(x2—x1) % (x3—x1)]l, (A4)
1 X3 Z3

the area of the parallelogram, which is twice the area of the triangle.
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