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SUMMARY

In this research, we consider neural network-algorithms for option pricing. We use the
Black-Scholes model and the lifted Heston model. We derive the option pricing partial
differential equation (PDE), which we solve with a neural network, and the conditional
characteristic function of the stock price which leads to the option price with the COS
method. We consider two neural network-algorithms: the Deep Galerkin Method (DGM)
and the Time Deep Nitsche Method (TDNM). We extend the TDNM to be able to solve
the option pricing PDE by splitting the PDE operator in a symmetric part and an asym-
metric part. The splitting method is more stable than transforming the Black-Scholes
option pricing PDE to the symmetric heat equation. The DGM can predict options prices
perfectly in the Black-Scholes model even when r and o are added as variables to the
neural network. In the lifted Heston model, the DGM can predict option prices perfectly
for small dimensions, but has larger errors for larger dimensions. The TDNM is as good
as DGM for small times to maturity and volatilities, but has larger errors for large times
to maturity and volatilities.
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PREFACE

Once trained, the output of a neural network is an analytical function of the input, allow-
ing fast option pricing even in high dimensions. In this research, neural networks-based
algorithms for option pricing are developed. We are able to compute option prices in the
Black-Scholes model and the lifted Heston model with few dimensions.
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INTRODUCTION

Every day, large amounts of financial derivatives trade at high frequency. One of the most
popular derivatives are stock options. Many people and institutions are busy with mod-
elling the prices of these options. The first successful attempt was by Black and Scholes
in 1973 [25]. The big advantage of their model is that it has an analytical solution. How-
ever, the prices computed in the model are inconsistent with market prices.

Therefore, more realistic methods have appeared since. A more realistic class of fi-
nancial models are stochastic volatility models such as the Heston model [19]. In con-
trast to the Black-Scholes model, most of these more realistic models do not have an an-
alytical solution. Therefore, efficient numerical methods are necessary to rapidly price
these derivatives. A first class of methods uses the often computable characteristic func-
tion of the stock price and transforms this function to the option price. Examples of this
kind of method are the Fourier method [8] and the COS method [10]. A second class of
methods uses the Feynman—Kac theorem to write the value of an option as the solution
of a partial differential equation (PDE), which can be computed with finite difference or
Monte Carlo methods [8].

Although some of these methods can calibrate option prices fast, they become slower
as the number of dimensions increases. The slowing is due to the exponential growth of
the number of grid points with the number of dimensions: this is the so-called curse of
dimensionality (CoD). Furthermore, for each set of model parameters, the option price
has to be calculated again.

A promising alternative are neural network algorithms. Neural networks do not suf-
fer from the CoD, since they do not use a grid. Alternatively, neural networks sample
randomly from the domain to train matching each set of input variables to the correct
output. Once a neural network finished training, the output is an analytical function
of the input. The price of an option for certain input variables can therefore be calcu-
lated fast. Furthermore, the number of input variables can be increased without making
the network much slower. Therefore, neural network algorithms are suitable for high-
dimensional problems. It is even possible to add the model parameters as input vari-
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ables to the neural network. Then the neural network is able to compute the option
price for random model parameter choices.

Neural networks received increasing attention in recent years. Some recently devel-
oped applications of neural networks are computing model-free price bounds for finan-
cial derivatives [23]; optimal control for stochastic optimal control problems [5, 26] and
approximating derivative prices under Lévy-processes [17]. Neural networks can solve
high-dimensional PDEs in financial applications such as credit valuation, portfolio allo-
cation [15, 16], the Hamilton-Jacobi-Bellman PDE, the Burgers equation, option pricing
PDEs, the Fokker-Planck equation, systemic risk and mean field games [5, 27].

This research develops neural networks-based algorithms for option pricing. We price
the options in the Black-Scholes model, where the analytical solution exists, and the
lifted Heston model, a stochastic volatility model without an analytical solution. In both
models, we derive the characteristic function and use the COS method to compute the
option prices. Furthermore, we derive the option pricing PDEs and use neural network
algorithms to solve these PDEs.

We use two different but related algorithms. The first algorithm is the Deep Galerkin
Method [27]. The second algorithm is the Time Deep Nitsche Method (TDNM) [14].
Originally, the TDNM could only be applied to a limited class of problems. However,
we design a splitting method so that it can be applied to solving option pricing PDEs.

The structure of this report is as follows. Chapter 2 covers background theory about
the models that are used in this research. Chapter 3 explains the methods to price the
options. Chapter 4 presents the results of pricing the options with these methods. The
report ends with the conclusions in Chapter 5.



THEORY

This chapter describes the theoretical knowledge required before we start our research.
Section 2.1 explains what options are and which methods there are to price options. Sec-
tion 2.2 describes the COS method, the numerical method to help price options. Sec-
tion 2.3 explains how to price options in the famous Black-Scholes model. Section 2.4
expands to the more complicated Heston model and its rough variant. Section 2.5 de-
scribes the lifted Heston model, which is the model we will use in the following chapters.

2.1. OPTION PRICING

An option is a contract which gives the owner the right, but not the obligation, to buy or
sell an asset at a specified price on or before a specified date. If the option gives the right
to buy, it is a call option. If the option gives the right to sell, it is a put option. If the op-
tion can only be exercised at the maturity, it is European. If the option can be exercised
at any time before or at maturity, it is American. The specified price is the strike price
and denoted by K. The specified date is the maturity and denoted by T.

There are many options. The most popular options are stock options. In this re-
search, we consider options where the asset is a single stock. If a stock option is on
multiple stocks of the same type, we only need to multiply the price in our model with
the number of stocks.

If at exercise time, the stock price S is higher than the strike price K, the owner can
buy the stock for K and earn S — K. If at exercise time, the stock is worth less than the
strike price K, the owner can do nothing and earn 0. This pay-off is summarized in the
function @4, (S) = (S—K)*. Similarly, for a put option, the pay-offis ®,,,(S) = (K- S)*.

In this research, we will use two methods for pricing options. The first method uses
a partial differential equation (PDE) and is explained in Subsection 2.1.1. The second
method uses the conditional characteristic function and is explained is Subsection 2.1.2.
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2.1.1. PARTIAL DIFFERENTIAL EQUATION

The first method for option pricing is to rewrite the option price as the solution of a PDE.
This can be done with the Feynman-Kac theorem. Let (Q2, %,P) be a probability space.
LetF = (&) tej0,1) be afiltration of the sigma algebra &. Let (S, Z) be a measurable space
and X : [0, T] xQ — S astochastic process. Then the process X is adapted to the filtration
F if the random variable X; : Q — Sis an (%, X)-measurable function for all ¢ € [0, T]. Let
W be a Brownian motion adapted to the filtration.

Definition 2.1. An It6 process is an adapted stochastic process that can be written as the
sum of an integral with respect to a Brownian motion and an integral with respect to time:

t t
Xt=X0+f adeS+f usds, (2.1)
0 0

for a predictable and W -integrable process o and a predictable and integrable process L.

Ifo, € L2([0, T] x Q), i.e. fy E[lo/|?]dt < oo, then [ o sdW for t € [0, T] is a martin-
gale with respect to the filtration F [20]. The differential form of equation (2.1) is

Xt:,utdt+atth. (22)
Definition 2.2. Let0=1t) <t <...< t, =t be a partition and h = tj — ty_1 = % the mesh
size. The covariation of two processes X and Y is

n
(X,Y); = lim Z (th - th—l) (Ytk - Ytk—l)'
h_'okzl

The quadratic variation is the covariation of a process with itself.
For a Brownian motion, the quadratic variation is [20]
n 2 n
(W, W), =1lim > (W, =W, ) =lim ) tr—t3_; =limr=t,
h—0 {2} h—0 {2} h—0
while for time ¢
n
tty,=lim Y (t;—tr_1)? =lim th=0.
(6,0 h*f’l;( &~ tk-1) lim

More generally, an Itd process of the form (2.1) has quadratic variation

t
(X, X); = f o2ds.
0

For It6 processes the famous It6’s formula [24] holds.

Lemma 2.1 (Ito’s formula). Let X be an R% -valued It6 process and f : RY — R a €2-
function. Then

df(X,) = i O 4xi i ’f ——ax},x)). (2.3)
' iz10X] j=1 6X’6XJ " ‘
If f depends on t as well, then
1
df(t,Xt)— dt+z X+ Z —fd<Xl,X]>

i= 10 l] 16X’6X’
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Substituting equation (2.2) in (2.3) gives

d 0 1 d 62
df(X) =) —= / (utdt+adW’) !

— _oioldr
i= laX l] 16Xl0X]

Definition 2.3. The infinitesimal generator o/ of X; is
aff—hm ([E[f(Xz)IXo =x]-f(x).

Suppose the function f is a ¢2-function. So it has a Taylor expansion:

of o*f
f= f(x)+Z(yl x;) l+2”21(y, xi)(yj = x’)axiaxf

Then the infinitesimal generator is [20]

5 el ) x/ )| a7

ij=1 6xl-0xj

of 1
— i _
Af= h}%}t(Z[E[X xl]axi >

L Lo 5 0°f
=L H fax, ,;lafafa xi0x;

So we can rewrite d f (X;) = «f fdt+martingale. </ is used in the following version of the
Feynman-Kac Theorem [24].

Theorem 2.1 (Feynman-Kac Theorem). Let X be an R*-valued Ito process and < the
infinitesimal generator of X. Then u satisfies the PDE

P
o u=ru, (tx)€l0,T]xRY,
ot (2.4)

u(T,x) =d(x), xe€ R4

ifand only if
u(t,x) = e "I OE[@(X7) X, = x]

In an arbitrage-free market, there is no risk-free profit. Therefore, the price of a Euro-
pean option V (¢, S) that pays ®(S7) at maturity should at time ¢ be equal to the expected
pay-off under the equivalent martingale measure at maturity discounted at the risk-free
rate r: V(t,S) = e”"T=OE[®(S7)|S, = S]. Thus, the price of a European option satisfies
PDE (2.4) with &/ the infinitesimal generator of the stock and r the risk-free rate.

AMERICAN OPTIONS

The price of an American option satisfies almost the same equation as the European op-
tion. Since the option can be exercised at any time, it has two values: the continuation
value, that the European option has as well, and the intrinsic value. The continuation
value is the value of the option if we do not exercise and let the stock continue following
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the PDE. The intrinsic value is the value of the option if we exercise, which is ®. Com-
bining these values gives the following free boundary problem [22]:

max[%—‘; +AV -1V, 0(8)-V(t,9)| =0,
V(T,S) = (S).

This problem is equivalent to

W4+ dV-rv=o,

V(1,5) = ®(S),

V(T,S) = ®(S),

(3¢ +av-rv)vas)-es)=o.

(2.5)

If the stock does not pay dividends and r = 0 the best exercise strategy for an American
call option is to wait until maturity. Therefore, the price of an American call is the same
as a European call. The same property holds for an American put option if r < 0 [22].
A non-dividend paying stock and a nonnegative interest rate are not unusual stylized
assumptions. We will assume these two properties and only consider American put op-
tions.

2.1.2. CHARACTERISTIC FUNCTION

The second method for option pricing is computing the conditional characteristic func-
tion of the stock price. We can then use the conditional characteristic function to com-
pute option prices using Fourier-based methods such as the COS method, as will be ex-
plained in Section 2.2. For affine models, it is relatively easy to compute the conditional
characteristic function.

Definition 2.4. AnR?-valued processX is affine if it has the dynamics
dX, = BX)dt+01(X)dB; +02(X,)dB,
where B; and B#‘ are two independent Brownian motions, and
BX)=b)+ 1 X1 +...+BaXa

01X)o1X) T+ 02X X)) T = a®) + a1 Xy + ... + g Xy

We can use the following Theorem to compute the conditional moment generating
function for affine models [11].

Theorem 2.2. Suppose X is an R? -valued affine process. Then the conditional moment
generating function of X is of the form

E [e(u,XT) |9t] = P T- LWy (T-1wXy)
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withu e R? ifand only if and ¢ and vy satisfy the Ricatti equations

WY — (y(2,u), Bi) + 2w (L, w), @z (1, w),

gli(O,u) =u;, 2.6)
LW — ¢y (t,w), b(T - 1) + Ly (t,w), a(T - Oy (t,w),

$(0,u) =0.

Proof. Denote the conditional moment generating function of X by
M( t) — e(P(T— )+ (T-r1u),X;) .

We know e?Ow+wOwXy) [e®X1)| 7] = X1 So ;(0,u) = u; and ¢(0,u) = 0. De-
note 7 = T —t. Then It0’s formula gives

daM(t 1
M(E‘)) = (=0:¢(r, W) = 0,y (r, W, X)) dt + (y(r,w),dX,) + Ewl(r,u), Xy (T, ) =

1
0 (7, = Ory (T, W), Xy} + (y (7, 0), X)) + 5 (v(r,w),01X)o1 X))+

+ 02X)02X) Ty (r,w))dt + (w(r,0),01X)dB; + 02(X)dB}) =
(-0:¢(r,0) — Oy (T, W), Xy) + (W(T, W), b(8) + f1 X1 + ... + BaXa)+

1
+§ (y(,w, () +a1 X1 +...+ @z Xz) ¢(r,w) | dr+martingale.

Since M(t) is a martingale, the drift term should be 0. This should hold for all X;. Sepa-
rating the coefficients of these terms results in Equation (2.6).

Conversely, if Equation (2.6) is satisfied, M(¢) is a martingale. Furthermore M(T) =
WX o E [eMXTZ, ]| = E[M(T)|F] = M(1). O

The conditional characteristic function is the conditional moment generating func-
tion, substituting iu for u. For Fourier-based methods, it is not as simple as for PDE
methods to expand to American options. This pricing method is therefore not consid-
ered in the case of American option.

2.2. COS METHOD

In this section, we explain a recent method to price options from the conditional char-
acteristic function called the COS method [10]. The method is based on Fourier-cosine
expansions. Consider the density function f(x) and its characteristic function ¢(x) re-
lated by

dw) = f e f(x)ydx, f(x)= 1 f e Y p(w)dw. 2.7
R 27 Jr

For a function on [0, 7r] the cosine expansion is

(o) , V3
fO) =) Agcos(kf), Aj= % f £(0)cos(k0)de,
k=0 0




8 2. THEORY

where ¥ means that the first summation term is divided by two. For a function on a
general interval [a, b] we apply the change of variables

The cosine expansion then becomes

S x—a 2 b xX—a
f(x):Z Akcos(kmﬂ), Ak:mj,; f(x)cos(kmn)dx.

k=0

We are interested in the price of a European option
V(£,9) = e "TIE[@(ST)IS, =S| =e T f DY) f(YIS: = S)dy,

with f(y|S;) the probability density of St given S; = S. Since this density decays to zero
as y — oo, we truncate the integration range

b
V(t,9) = e*”“’f DY) f(YIS: = S)dy.
a
Next we substitute the cosine expansion:

Y

b x —a
V(t,S) = e’r(T’t)f D(y) Y Ak(S)cos (k—n) dy=
k=0 b-a

a

0, b -
eIy Ak(S)f D(y) Cos(ku”) - _(b e 7Y Z Ak(S) Vi
k=0 a b_a k=0

with

b
y—a
— @ k~——rm|dy,
b—afu (y)cos( b—an) ¥,
the cosine series coefficients of the pay-off function ®(y). Since the coefficients are de-
caying, we truncate the sum and obtain

Vi =

V(t,S) = —(b a)e”"T-0 Z AL V.
k=0

Since the integrands in the Fourier transform (2.7) have to decay to 0, the truncated in-
tegral approximates the characteristic function well

b .
<Z>(w|$)=f e“‘”‘f(xIS)dx:fe”"xf(xIS)dx=<p(w|S).
a R

Then

Ar(S) = f F(xIS) cos (k%n) f F19)% (e i7) dix =
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2 | km _ikar 2 kn _ikan
b—a%((ﬁ(b—a)e bﬁa)Nb—agZ(d)(b—a)e h)

Thus, the COS formula is

N_lr k ikam
Vi, e T Y @(fp( ” )e‘ﬁ)vk.
k=0
If we denote y =log (S—KT), then

(D(ST):(QK(ey_l))+’ a:{l’ for call,

-1, forcall.

The cosine series coefficients of 1 are

d : d—a : c—a\| b-a
y—a [sm(knm —sin(kn{=2)| =2, k#0,
k(c,d):f cos|lkn=——|dy=
¢ c ( b—a) Y (d-c), k=0.
The cosine series coefficients of eV are
d
y—a d-— d —a)\ c
— 4 — —
Xk(c,d)—[c e cos(knb_a)dy— 2 cos(knb_ )e cos(kn _a)e+
1+(H
k d- k -
+ b_nasin(knb_;l)ed—b_”asin(an_Z)ec .

Thus, the cosine series coefficients for the call and put option are
veall = iK( (0,b) =y« (0, b))
k = b—a XU, Y0, ’

2
Vkput = b— aK(_Xk(a!O) +17l/k(d,0))-

For the truncation boundaries we choose a = —Lv/T and b = LV/T for time to maturity T
and truncation parameter L.

2.3. BLACK-SCHOLES MODEL

The most famous model for option pricing is the Black-Scholes model. In this section,
we apply the two methods from Section 2.1 to the Black-Scholes model. In this model,
the dynamics of the stock price S is a geometric Brownian motion:

dSt:rStdt+UStth, So >0, (2.8)

with o a parameter indicating how much the stock fluctuates, called the volatility. One
of the reasons the model is so popular is that an exact solution of the option price exists.

Subsection 2.3.1 explains how to derive the option pricing PDE. Subsection 2.3.2 ex-
plains how to derive the conditional characteristic function of the (logarithm of the)
stock price.
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2.3.1. BLACK-SCHOLES PDE

We apply the theory from Subsection 2.1.1 to derive the option pricing PDE in the Black-
Scholes model with dynamics (2.8). Let f :R— Rbea %?2-function. ¢S; € L([0, T] x Q).
Then by [t6's formula

10°f
2087

0
S 4S50S0 = er;+——f0 $2|dt+martingale.

af
= W
df(St) (I‘S dt+0'Std t)+ 5 352

So by the Feynman-Kac Theorem the price of a European option V with pay-off ®(St) at
maturity T satisfies the Black-Scholes PDE:

ov 1, , 0%V oV
57 T390 Siggz *Sigg —rV =0 V(I,S7)=0(Sy). 2.9)

0S
This PDE has an exact solution [24]:

Veari(8,S) = SH (dy) — Ke™"* A (dy),

r (2.10)
Vipur(t,8) = Ke™"" N (~dy) = SN (~dy).

with A the standard normal distribution function, r = T — ¢ the time to maturity,

log(£) + (r + %)T
oVT

The free boundary problem for the American option does not have an exact solution.

We can approximate the solution using a finite difference method, stepping backwards

through time and at each iteration taking the maximum of the continuation value and
the intrinsic value.

dl— and dzzdl—O'\/?,

2.3.2. BLACK-SCHOLES CHARACTERISTIC FUNCTION

We apply the theory from Subsection 2.1.2 to derive the characteristic function of the
stock price in the Black-Scholes model (2.8). To apply the theory, we need an affine pro-
cess. The S; with dynamics (2.8) is not an affine process. To make the process affine, we
transform to the log-domain. Define X; =1og(S;). Then using It6’s formula

1 1-1 1
dX,=— (rSdt+0S;dW)) + = —0°Sidt = (r - -02) dt+odW;.
S; 2 82 2

So the process X; is affine with b(¢) = r - —a , =0, a() = 02 and « = 0. The Ricatti
equations therefore are

W0

w(0) =u,

g—(/t) =(r —02)1;/ + %Uzwz,
¢(0) =

The solution to these equations is

{w(t w=u

¢(t,u) —(r oHut+3o?ult
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Thus, by Theorem 2.2 the conditional characteristic function of the log-price in the Black-
Scholes model is equal to

E

; S 1 2V, 1.2 2.
etuXTlgt] :elu(r 308)1-50%u t+luXt. @2.11)

2.4. (ROUGH) HESTON MODEL

Despite its popularity, the Black-Scholes model is inconsistent with market data. Look-
ing at the price of options in the market, we can use Equation (2.10) to compute the
implied volatility o resulting in this price. It turns out that this implied volatility is not a
constant, but varies for different S and ¢. This results in the so-called implied volatility
surface presented in Figure 2.1

Implied Volatility Surface

Implied Volatility o(T, M)

Time to Matutity T’ Monevness M = ﬁ_

Figure 2.1: The implied volatility surface [4].

This problem can be solved by introducing stochastic volatility models where the
volatility is not a constant but a stochastic process as well. The Heston model is a stochas-
tic volatility model with dynamics

dS[ertdt+ vV VtStth, S()>O,
thZK(G—Vt)dt"rn\/ thBfr V0>O.

Here V is the volatility process, B a Brownian motion correlated to W with correlation
p, and x,0,n € R,. The Heston model can fit the implied volatility of an option at a spe-
cific time well. However, using estimated parameters to generate other option prices
requires difficult modifications, such as making the parameters time dependent. Fur-
thermore, the Heston model is not accurate for times close to maturity.
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A rough fractional stochastic volatility model is able to reproduce the implied volatility
surface with few constant parameters [7, 13]. In the rough Heston model, the Brownian
motion in the volatility process becomes a fractional Brownian motion

dStertdt+\/ VtStth, S >0,

t (2.12)
Vi=g() +[ K(t-ys) (—xlvsds+n\/ VSst),
0

-1

with the fractional kernel K(¢) = FEH—i), gy=V +fOtK(t— $)0(s)ds, LeR, and H €
2

(0, %) the Hurst parameter. Although the process (S, V) mimics the real world data well,

V is not a semimartingale. Moreover, due to the integral the process depends on all

previous states instead of only the current state, meaning the process is not Markovian.

Therefore, the Feynman-Kac Theorem cannot be applied anymore, giving trouble pric-

ing options in the filtration generated by (W, B).

2.5. LIFTED HESTON MODEL

The lifted Heston model is a Markovian approximation of the rough Heston model [2,
3]. The lifted Heston model converges to the rough Heston model, and option prices in
the lifted Heston model converge to the option prices in the rough Heston model. The
essence of the model is rewriting the kernel as a Laplace transform and approximating
this kernel with a discretization.

Define cy = m and measure p(dx) = cHx_H_%dx. Then

[eS) oo 00 _g-1 1
f e_”,u(dx)chf e_“x_H_%dx=ch e ¥ (E) * Zdu=
0 0 0 t t

o R H-1r (1
cyt' 2 e "u 2du=cyt’ 2T E_H =K(1).
0

So K(t) is written as the Laplace transform of u. In the lifted Heston model, we replace u
by a finite sum of Dirac measures. The approximate kernel is

n
n _ n_ —-vyit
K"(0)=)_ cle i,
i=1

@-D(1+3) (-wi 2-a
r r l-ar; %=1 j1-2 1
L L = 1 r, 2, and a=H+E.

INa)I'2-a)

n

n_(pl-a_q i  E—
¢ (rn ) i Z—ar,ll“"—l

)

Theoretical results suggest taking r, = 1+ 101", Numerical results suggest that n = 20
and r, = 2.5 gives a good approximation to the rough Heston model [2]. Replacing K(¢)
by K" (¢) in (2.12) gives

dS} =rS}dt+,\/V]'S}dW;, Sy>0,

t n n .
v/ =g"(1) +f Y e it (—/IVS”ds+n Vs"st) =g" )+ v,
0 i=1 i=1
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with
n o ) ¢

g =Vo+ Y f e 199 (9)ds, and V" = f e 19 (< AVeds +ny/VidBy).
i=1 0 0

The last term can be recognized as the solution of an Ornstein-Uhlenbeck process [12]
with dynamics:

v == (yIv e avy)deenyVidB, vy =o.

Indeed, applying It6’s Formula to the function f (th’i, t) = Vt”’ie?’?” gives

0 0 ;
df:a—];dH s —dV" +

1 0°f
ovmio 2

i) d<th'i’ th'i> =yrvrieritder+elitavt =
o(v)

eY?‘f(—Avthn\/thWt).

Integrating from 0 to ¢ gives

- : Lon
th'le}’[ r_ Von’l :f eli’ (—A,VSdS'FT]\/ Vsst) ==
0

t

. . n L n
Vo Y fo ¢TI0 (<AVads +71y/VedBy).

We choose 8(¢) = 01 as this makes computations easier without changing the essence of
the problem [2].







METHODOLOGY

This chapter explains the methods to price options in the lifted Heston model. Section
3.1 derives the partial differential equation (PDE) of the option price in the lifted Heston
model. Section 3.2 derives the characteristic function of the lifted Heston model. Sec-
tion 3.3 explains the necessary variational calculus related to the pricing PDE. Section
3.4 explains the new splitting method to rewrite PDEs. Section 3.5 explains the neural
network algorithms to solve the PDEs.

3.1. LIFTED HESTON PDE

In this section, we derive the option pricing PDE in the lifted Heston model. We apply
the theory for deriving an option pricing PDE from Subsection 2.1.1 to the lifted Heston
model from Section 2.5. Consider the lifted Heston dynamics that were derived in the
previous chapter:

dSy =rSjdt+,/V/'S}dW,;, Sp>0,
Vi=g"O+LL, v, 3.1)

av) == (ypvr e avy)deen, [VidB, vy =o.

Let f(S?,Vt"'l,...,Vt”’") :R**! — R be a ¢2-function. Denote fs = % and fyi = %.

Then [t0’s formula gives

n . 1 n
af (st Vi) = fsdSE+ Y fad Vi + SIICHEAEDY Fovid(SEVM )+

i=1 i=1

#3 X Susd (VLU ) = firstan= Y fo (yiVR AV ) dee s fosvi (81 dee
ij=1 =

n 1 n
+) feyinpV/'Stdt+ > Y fyivin®V{'dt + martingale.
i=1 ij=1

15
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Then the Feynman-Kac Theorem gives that the price of a derivative V with payoff ®(S7)
satisfies
ov

T -V =ru, V(T)=d(Sy),

with

2

df:—rSf5+Z(yl V’+)Lv")fv,——v S2 fos — npv"stSV,—%v S fois.
i=1 i,j=1

Switching to time to maturity 7 = T — t gives

ov
E+,Q¢V+ ru=0, u(0)=7ao(Sy), (3.2)

In contrast to the Black-Scholes PDE (2.9), this PDE does not have an exact solution. Fur-
thermore, for n = 20 the problem has 21 dimensions, making a finite difference method
infeasible. We will solve this PDE using neural network algorithms, as is explained in
Section 3.5.

3.2. LIFTED HESTON CHARACTERISTIC FUNCTION

In this section, we derive the characteristic function in the lifted Heston model. We apply
the method to derive a characteristic function from Subsection 2.1.2 to the lifted Heston
model (3.1). To apply the method from Subsection 2.1.2, we need an affine model. The
S; with the lifted Heston dynamics (3.1) is not affine. As in the Black-Scholes case in
Subsection 2.3.2 we transform to the logarithm of the stock price. Defining X[ = log(S})
transforms (3.1) to

ax!=(r—3V)de+,/V'aw;,, XoeR,
V=gl (O +XL, v, (3.3)
avl == (ypv e Avp) den viaB, v =o.

Since W; and B; are two Brownian motions with correlation p, we can write W; = pB; +
V1-p dBl with Bl a Brownian motion independent of B;. In matrix notation, (3.3)
becomes

dX;=d| ', | =BpX)dt+0o,(X,)dB; +02X;)dB,
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with
r——( "O+EE, kvtkn)’
Ynan ( (”"‘Zk . ndn)
X, = ,
_annn (g”(t)+ZZ:1 CZVtk,n)
[0y/g" 0+ XL, v
n()+ XL, V"
o1(X;) = n\/g =1 , and
n\/g”(t)+zl 1 anll’l
V1= Ng"(mzl LV
02(Xy) = .
0
Then
BX) = b(0) + Bo X+ LV + .+ BV,
o1X)o1X) T +02X)o2 X)) = a(®) + X!+ a1 VP + .+ @, VI
with
_len _Llen
r__ ([) 2-1 2%n
—)ng(t) —yi=Act —Ac}!
b(t) = : , Bo=0, P1= —Acy yeer B = : )
i : —Ac
_ n n
e ~Aef T
a()=g"(0%, ap=0 and a;=c¢'Y for i=1,.,N,
where
1 17,;) ng
3 ne n |
U S

So the process X; is affine. Then by Theorem 2.2 the moment generating function of the
lifted Heston models is

E[eX1)| 7, ] = 0T~ 1w+ (Tt X

where ¢ and v satisfy the Ricatti equations. For

Oy (1)

at :07 u/()(Oru):uO e UIO(t; u)=u0-
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Thenfori=1,..,.N

oy;(t,u)

1
Y =—ylyi(t,u) - Ac]' Zu/](t u)——c Up+c} (2u0+uonp2w1(tu)+

j=1 j=1

2 2 n
+L (Z vilt, u)) )=—y?wi(t,u)+ci"F(uo,Zu/,-(t,u)), vi(0,u) = u;,

j=1 j=1
with
L 772 2
F(u,v):E(u —u)+[unp—)t)v+?v.
Then finally
00(t, u)
(pat rug+g"(T-nF uo,Zw](tu)) ¢0,u)=0
j=1

To compute derivative prices, we solve these ordinary differential equations with the
Runge-Kutta method and then obtain the price from the characteristic function by the
COS method as in Section 2.2.

3.3. CALCULUS OF VARIATIONS

In this section, we explain the variational calculus which will be used in the Time Deep
Nitsche Method (TDNM) in Subsection 3.5.2. Calculus of variations is a technique to
solve nonlinear problems by rewriting them as minimization problems [9]. Let u(x;, ..., X4) :
Q — R be a sufficiently smooth function and denote u; = g_JZ‘ Suppose we have the PDE

Zu=0, inQ,
{ (3.4)

u=g, onoQ
We try to find an energy functional I such that £ u = I'[u]. Then PDE (3.4) rewrites to
I'lu] =0,
which is finding critical points of I. Now assume the energy functional has the form

Iu] :f L(uy, ..., g, U, Xy,..., Xq) dx.
Q

The operator L:R"” x R x Q — R is the Lagrangian. Suppose # minimizes I and let v be a
smooth function that is 0 on 0Q. Consider the function

i(r):I(u+TU):fL(Vu+TVv,u+Tv,x)dx, TeR.
Q

Since u minimizes [ and u +7v = g on 0Q, T = 0 minimizes i. So

ov OL
f Z—(Vu+TVv,u+rv,x) +—Nu+tVou+t1v,X) vdx
Q] 0x; Ou

t 7=0

ov 0L
f —(Vu ux)—+—(Vu,ux)vdx
a5 0 ou
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Using integration by parts gives

-

Since this equality must hold for all v, u satisfies the PDE

vdx.

i 9 (OL (Vuux))+6L(Vuux)
= 0x; \Ou; ’ 0

Z ( oL ) oL o
10x; \Ou; ou
This equation is the Euler-Lagrange equation. Suppose £ is of the form
Lu=-V-(AVu) +ru. (3.5)
Then defining
1
=3 ((Vu) AVu+ru )
gives

d ¢ (AL) OL
— | — |+ —=Zu.
-1 0% (au,-) ou “

However, the Black-Scholes PDE (2.9) and the Lifted Heston PDE (3.2) do not have the
form (3.5). It is possible to transform the Black-Scholes PDE to the heat equation with
the following theorem [8].

Theorem 3.1. Definey =log (%), 7=30%(T-1), =2,

c—le (1( -1 +(1( -D%+ ) )>0
=g &p|5(@-Dy+|;(q qlt

W(t,y)=CV(t,S) and g(t,y)=CO(Ke’).
V satisfies the Black-Scholes equation (2.9) if and only if W satisfies
2

0 0
—W(T V) - 3y2 TS Wa,y)=

Furthermore, V satisfies the free boundary problem (2.5) for the American option in the
Black-Scholes case if and only if W satisfies

{( “W(T,y) - W(T y)) W,y -gTy)=0, LW,y- W(T ¥) =0,
W(t,y) =z g(r,y), w(0,y) =g(0,y).

Proof.
2

3 9 T V(1,5
—W(T y) TW(T y) ((Z(q—l) +q) V(t,S)-F—T)_

19 (e p( (g-1Dy+
—Z Z lex _
¥ y

l( 1%+ r)(l( -1V, S) +
A q 5 )

OV(t,S))) 3
oy B
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av(t,s) 1 ) ov(t,S) 8°V(t,S)
a7 4(q DV(E,S—-(g-1) 3y 52 )

c((i(q—l)%q) V(t,S)+

The term without C is equal to

Vi g VS0t L OV(ES)0S 0%V (1,8) (@)2 _0V(1,9) 0°S _
gy or or 1 3s oy a2 \ay 3S ay2
ov(t,S) 2 av(tS) 0>V (1,5)
V(t,S) - At 2 ke — 1) g2 2y _
A P B T T

2 (dV(t, v(t, 1 2v(t,
2 (0 (tS)HSa (tS)+_02820 (t,S)

AT s T2 352 _rv(t'S))‘

Since — I?—gz # 0, the first part of the Theorem holds. More specifically, — I?—gz <0, so

aW(T ) — o W )>0<=>6V+1023262V+rsav—rv<0
ar Y T Y= or T27 % sz Tps TV ET

The rest of the second part follows by multiplying each side of the (in)equality sign by
C. O

If we for instance have a European call option, the initial condition becomes:
1 1 1 .
W(,y) = P E(q— 1)y|V(T,Ke¥) =exp E(q— Dyl -1
1 1 *
=|exp E(q+1)y —exp E(q—l)y. .

In the heat equation Lu = —227’2‘. This operator is of the same type as (3.5) with A=1€R

and r = 0. So the Lagrangian corresponding to the heat equation is L = %I% 2.
For the lifted Heston model, such a transformation method is not possible. We there-
fore use another method, as explained in the next section.

3.4. SPLITTING METHOD

In this section, we explain how to apply the calculus of variations technique to a more
general operator. This allows us to apply the TDNM to more general problems than in
[14]. Suppose we have the general operator

d . d ..
=) Blui- Y a’ujj+ru. (3.6)

i=1 ij=1

For most values of 8 and a this operator cannot be rewritten in the form (3.5). Therefore,
we split the operator into two parts. A symmetric part that can be written as equation
(3.5) and an asymmetric part containing all other terms of the operator. Using the chain
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rule, we can rewrite (3.6) to

d . a 5
A=) Plu- ) —( ”u) Z —ul+ru
i=1 i=10%; ij=1 0Xj
d . a §all a 5 .
=) [+ —)u-— —(a" ui| +ru.
£ 850 g e
Define b’ = ﬁl+Z] 1%‘;] Then
o =Lu+F(u)

with £ asin (3.5) and

d .
F(u) = Zb’ui =b-Vu,
i=1

for
al a2 g bl
a2 a2 . g b2
A=| . . . . and b= . |.
ald d2d = add

We apply this splitting method to the Black-Scholes PDE (2.9) in Subsection 3.4.1 and to
the Lifted Heston PDE (3.2) in Subsection 3.4.2.

3.4.1. BLACK-SCHOLES MODEL
First, we apply the splitting method to the Black-Scholes PDE (2.9). Switching to time to
maturity 7 = T — t, the Black-Scholes PDE is

v, -1 ZSZaV—rSaV+rV 0, V(0,S)=d(S)
! 052 S B
Applying the chain rule gives
d (1 oV % oV
0=V, ——|=0%S8*— ) 028— 18— +rV =V, + LV +F(V),
as( 3s as  as T V)
with
= (0%~ r)sa_v 3.7)
B as '
and a (1 oV
LV =- 0?8 — ) V.
as( as) "
The corresponding Lagrangian is
1 vy 1
L=—0282(—) +-rVZ2 (3.8)
4 as) 2

In Section 4.2 a comparison of the splitting method and the transformation method
based on Theorem 3.1 is presented.
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3.4.2. LIFTED HESTON MODEL

Second, we apply the splitting method to the lifted Heston PDE (3.2). Applying the chain
rule gives

2
0= rSu5+Z()/l vigve )uv,——v S2uss—npV; SZ ugyi =TV i+

i=1 2 i,j=1

n

1
+V/"Sug— > Y (mpV/!'Suyi)g+
$

L . 1
+ru=u; —rSug+ E (y;’V‘ +7LV[‘) Uyi — (EVt”Szus
i=1

i=1

n

1 n 1 n 172
+=npVI Y uyi—= Y (npV/'Sus)yi + = npSZc us— Y. (—V[’uvi +
2 i=1 23 i=1 i,j=1 2 Vi
772 n 1 n
+— Z c Uyi +TU=Ur + Vt”S—rS+§npSZci us+Z(Y, Vit AV + an”
i,j=1 i=1 i=1
nZ n 1 ) 127 12
?Zc (EthS ug) _EZ npV/'Suyi)g EZ npV/'Sus),,
j=1 N i=1 i=1
n 772
-y (—Vt”uvi) +ru=u;+LV+F(),
ij=1\2 vi
with

LV =—(a"us)s- Zn:(a uv,) i(a us) i (aijuvi)vj+ru,

i=1 i=1 i,j=1
n .
Fw=b"us+ ) buy:. (3.9)
i=1
and
a%=1yng?,
2V,

aO:a =1inpV/'s,

all =TV},

b’ = (V”—r+2npzl L ch)s,

- n
bl = ()/”V’”+)LV" 2an"+ i= lc]”)

The corresponding Lagrangian is

1 noo noo
L:E(a°0u§+22 auyiug+ Y. a”uviuw—+ru2). (3.10)
i=1 i,j=1
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3.5. NEURAL NETWORK ALGORITHMS

This section explains the neural network algorithms that we use to solve the option pric-
ing PDEs. A neural network is a graph consisting of layers, a collection of vertices, that
are chained together like neurons in a brain, hence the name. A schematic overview
of a neural network is in Figure 3.1. The input travels through the layers and results in
the output. Each edge has a weight, making each vertex a weighted sum of all vertices
from the previous layer. Furthermore, each layer has an activation function which allows
nonlinearity. The number of layers of the graph is the depth. The number of neurons per
layer is the width. The parameters of the network are all weights and biases and denoted
by 6. The activation function is a hyperparameter.

N N7/
%:g’f’: SRR

AW AW
e E=

Figure 3.1: Schematic overview of a neural network [28].

—

The aim is to train the neural network such that for each set of input variables x, the
network returns the correct output. Training the neural network means we update the
parameters 0 such that we minimize a loss function L(6;x) determining the performance
of the network.

The most used approach for minimizing a loss function is stochastic gradient de-
scent [5]. We start with an initial guess 6y and compute the gradient of the loss function
at that point. This gives the direction with the largest increase in loss function. Gradient
descent updates 8 by moving away from that direction: 8,,4+1 =0, — @, V9 L(6;X). The hy-
perparameter «a, is the step-size of our update, called the learning rate. Often these loss
functions involve an integral, making it computationally expensive to compute. Stochas-
tic gradient descent means randomly sampling points x; from the domain and applying
a Monte Carlo approximation of L.

An overview of the neural network algorithm is in Algorithm 1. In the third step, we
take random points from the domain instead of grid points that finite difference meth-
ods use. Therefore, neural network algorithms do not suffer from the curse of dimen-
sionality like finite difference methods. In this research, we use two different neural
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Algorithm 1 Neural network algorithm

1: Initialize 6.

2: for each sampling stage do

3 Generate random points x’ for training.

4 Calculate the cost functional L(8,,;x’) for the sampled points.
5 Take a descent step 8,41 =6, — @, VoL(0,;x5).

6: end for

network-algorithms. First is the Deep Galerkin Method (DGM) explained in Subsection
3.5.1. Second is the TDNM explained in Subsection 3.5.2. The implementation details of
the neural network-algorithms are in Subsection 3.5.3

3.5.1. DEEP GALERKIN METHOD
The first neural network algorithm to solve PDEs we consider is the DGM [27]. Suppose
we have the following PDE:

0r+Au(t,X)=0, (1,X)€[0,T]xQ,
u(0,X) =0X), XeQ, (3.11)
u(t,X)=g(,X), (t,X) el0,T]x0Q.

The goal is to approximate the function v with a neural network f(¢,X;0) with parameter
set 8. The DGM approach is to define a loss function measuring how well the neural
network satisfies PDE (3.11):

LO; t,%,w,7,2) = | 0r + ) f (1,50 [{g 1y + | £ O, 0;0) = (w) |5,
+ ||f(T!Z;9) _g(T’Z) ||?0,T]><OQ'

For a u satisfying the PDE (3.11) the loss function is 0. Applying a Monte Carlo approxi-
mation to the integrals, we define the loss functional

- 1M 1 M
LO; 11, %0, wi, 1,20 = — Y (01 + ) f(t1, x50))* + — 3 (£(0, w;;0) — D(wy))?
Ny i=1 Nr i=1
(3.12)
1 s 2
+— ) (fi,zi;0) - g(1i,2)",
Np i=1

with N; the number of samples on the interior domain, Nt the number of samples on
the terminal domain and Np the number of samples from the boundary domain. The
DGM algorithm is to apply Algorithm 1 with loss functional (3.12).

3.5.2. TIME DEEP NITSCHE METHOD

The second neural network algorithm to solve PDEs we consider is the TDNM [14]. We
develop a new version of the TDNM by combining it with the splitting method from
Section 3.4 so that it can solve option pricing PDEs. Instead of using time as an input
variable for the neural network, we train a neural network for each time step. The neural
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network for the previous time step is then a good initial guess for the neural network in
the current time step, reducing the number of training stages necessary. In the first step
the neural network then approximates the initial condition which is a known function
not needing differentiation of the network.

Again, consider PDE (3.11). Using the splitting method, we write «/u = Lu+ F(u),
with Lu=-V-(AVu) + ru and F(u) the rest term. Divide [0, T] in N; intervals (#_1, ti]
with h =ty — g1 = NL, We seek approximations f*(X;0) such that

—fk_hfk_l +$fk+F(fk_1) =0.

We use %! in F to avoid applying gradient descent to the nonlinear function F. Using
the theory from Section 3.3 this goal is equivalent to minimizing

—||w FEN2, g + (fQL(wHF(fk‘l)wdx),

with L the Lagrangian corresponding to Z. For the boundary condition, we add the
following terms [14]:

—IIw e 72 + (LL(W)-FF(fk_l)wdx—fagn'AVw(w—g)ds+

+f Z(w—g)zds),
0 2

with penalty parameter y. Applying a Monte Carlo approximation to the integrals, we
define the loss functional

L®; xl,zl)-—z (FEei0- f’f‘l(x,-))2+h(L(xl~)+F(f’“—1(x,-))f’c(xl-))]
M i (3.13)

, 100 3k TN . Y (ke 2
oIy X | AV (230) (/4 (21:0) - g1, 20) + - (£ (2i:60) 1,20 ]

with N; the number of samples on the interior domain and Np the number of samples
on the boundary domain. For the penalty parameter, we choose [14]

10QINTAGIV 1 ()12
|QNB|V f5=1(x;)

yi = rrgaxSOO

An overview of the TDNM is in Algorithm 2.
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Algorithm 2 Time Deep Nitsche Method

1: Initialize 6.
2: Initialize a neural network approximating the initial condition

%= min ||w DXz, )-

weH (Q
3: for each time step k=1,..., Ny do
4:  Apply Algorithm 1 with initial parameter guess 9(’)‘ = 0%~ and loss function L from
(3.13).
5: end for

3.5.3. IMPLEMENTATION DETAILS

We use the following neural network architecture [27]:

=0 (W'x+b'),
az(Uz’lx +wlsly pal), I=1,..L,
og(Ug'x+Wg’lSl pe!), 1=1,..,L,
=0 (U x+ WSt b, I=1,.,L,  (3.14)
ag(Uh'lx+Whl(Sl®Rl) b™), I=1,..L,

s =(1-6')oH'+ 204, 1=1,..L,

F(t,x0) =0, (WS + 1),

with L the number of layers, o; an activation function and © denoting element-wise
multiplication. We use a depth of 3 and a width of 50 [27].

We take 600 samples for every variable of the neural network [14]. So if we take 600d
samples on the interior domain for the DGM, we take 600(d — 1) samples on the terminal
and boundary domain and for the TDNM 600(d — 1) samples on the interior domain and
600(d — 2) samples on the boundary domain.

We use 100,000 sampling stages for the DGM. For the TDNM, we take the number of
intervals N; = 100. So for a fair comparison, we use 100,000 sampling stages on the initial
network and %’?QO = 1000 for the subsequent networks. The training was performed on
supercomputer Delft Blue [1].

The last hyperparameters we have to choose are the activation functions and the learn-
ing rate. For the activation functions [27] used 0; = 02 = 03 = tanh and no 04. A new
and promising activation function is the Gaussian Error Linear Unit (GELU) [18]. We test
replacing each of the o; by the GELU to determine which network to use.
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For the learning rate, [27] proposed the following schedule:

1074, 5000 = 7,
5x107%, 5000 < 1 < 10000,
1073, 10000 < 7 < 30000,
@, =145x107%, 20000 < n < 30000, (3.15)
1076, 30000 < 72 < 40000,
5x 1077, 40000 < n < 45000,
1077, 45000 < 7.

[5] and [14] used a larger learning rate. Therefore, we compare learning rate schedule
(3.15) to the same learning rate schedule but with every learning rate multiplied by ten:

1073, 5000 = 7,
5x107%, 5000 < 1 < 10000,
1074, 10000 < 7 < 30000,
@, =45x%107°, 20000 < 7 < 30000, (3.16)
1072, 30000 < 72 < 40000,
5x 1078, 40000 < 1 < 45000,
1078, 45000 < 7.

The results of these hyperparameter comparisons are in Section 4.1.

After choosing the right hyperparameters, we apply both neural network-methods to op-
tion pricing. The output of the neural network is the option price. In the Black-Scholes
model, the input variables are S and ¢ for the DGM and only S for the TDNM.

Considering the moneyness % instead of the stock price S, will return the relative
option price IZ( So we can compute the option prices for all combinations of S and K
with only one parameter. In all computations, we substitute the moneyness for the stock
price and keep the notation S.

We wish to test our models for time to maturity ¢ between 0 and 1 and moneyness
S between 0 and 2. When training, we sample ¢ uniformly between 0 and 1 and S uni-
formly between 0 and 3 for call options and between 0 and 2 for put options [5].

After training the model for a fixed r and o, we add o and r to our input variables
[21]. Then we can train the neural network to model option prices for random o and r
instead of training the network for each set of combinations of ¢ and r. We sample r
uniformly between 0.0 and 0.1 and ¢ uniformly between 0.01 and 1 [21]. The results for
the Black-Scholes model are in Section 4.3.

In the lifted Heston model, the input variables are S, ¢t and V"' for the DGM and S
and V"™ for the TDNM. The sampling of the V"' is explained below. The results for the
lifted Heston model are in Section 4.4.

To help the algorithm to converge, we can add boundary conditions imposing what
the limiting behavior should be. As the moneyness becomes large, the probability that
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the put option becomes worth money goes to zero. Therefore, we add the boundary con-
dition V), = 0 at the upper S-boundary. Using the put-call parity, V,4;; = S—Ke'’ at the
upper S-boundary. Similarly, V4;; =0 and V), = Ke™" ! — S at the lower S-boundary.

SAMPLING OF VARIANCE PROCESS

Although the variance process V" should remain nonnegative, some factors might be-
come negative [2]. In Figure 3.2 we plot a Monte Carlo simulation of the individual and
total variance processes. Indeed, the individual factor become negative while the total
variance process always stays nonnegative.

Time Time

(a) The factors V20 of the variance process. (b) The total variance process V20,

Figure 3.2: Monte Carlo simulation of the variance process for H=0.1,1=0.3,7=0.3, 6 =0.02 and V = 0.02.

In Figure 3.3 we plot 10 samples of a Monte Carlo simulation for V2%! and V2020,
The V™! become larger than V™", because y/' is smaller than y”. In Figure 3.4 we plot
the maximum of V2% and V> until time T = 1 in 100 Monte Carlo simulations against
i. The maximum decreases almost linearly with i.

—0.104 —0.10

—0.15 T T T T —0.15 T T T T
0.0 0.0

(@) 20,1 (b) 120,20

Figure 3.3: Monte Carlo simulation of the first and last factor of the variance process for H=0.1,4=0.3,71=0.3,
6 =0.02 and V =0.02.

We choose to sample V! uniformly between -0.5 and 0.5 and decrease these bound-
aries linearly with i until % and 075 for V'*". We then calculate V" and discard all
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Figure 3.4: The maximum of the Monte Carlo simulation of V'»! until T = 1 against i for H = 0.1, 1 = 0.3,

1=0.3,0=0.02 and Vp = 0.02.

combinations which give negative V. Empirically more than half of the samples gives
nonnegative V" leaving enough samples to train the neural network.






RESULTS

This chapter presents the results of pricing options using the methods explained in the
previous chapter. Section 4.1 selects good choices for the hyperparameters of the model.
Section 4.2 compares the splitting method to the transformation method in the Black-
Scholes model. Section 4.3 presents the results in the Black-Scholes model and Section
4.4 in the lifted Heston model.

4.1. HYPERPARAMETERS

Before we use our model, we test what good choices for the hyperparameters are. In
Subsection 4.1.1 we test what a good activation function is. In Subsection 4.1.2 we test
what a good learning rate is.

4.1.1. ACTIVATION FUNCTION

The first hyperparameter that is important to our model is the activation function. We
test replacing each of the standard activation functions o, = 0, = 03 = tanh and no g4
in (3.14) by the GELU to determine which network to use. We train the Deep Galerkin
Method (DGM) with only 1000 sampling stages and compute the error compared to the
exact solution of a Black-Scholes call option. We use fewer sampling stages so that the
errors are larger and the comparisons clearer. The results are in Table 4.1. Using only
GELU activation function gives the lowest error.

In Figure 4.1 we plot the DGM solution for the standard activation functions and only
GELU activation functions together with the exact solution. We can see that the DGM
with the optimal activation functions is indeed closer to the exact solution than with
the standard activation functions. Therefore, we choose to use only GELU activation
functions.

4.1.2. LEARNING RATE
The second hyperparameter that is important to our model is the learning rate. We com-
pare small learning rate (3.15) to large learning rate (3.16). In Figure 4.2 we present the
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RESULTS

o1 tanh GELU
o3 |, 92 | tanh | GELU | tanh | GELU
4
tanh none 1.61 0.77 1.15 1.35
GELU 45.28 1.20 4527 | 45.25
none 0.70 0.76 2.12 0.85
GELU GELU 0.64 1.15 1.90 0.37

Table 4.1: Total absolute error of the DGM using only 1000 sampling stages with different activation functions
compared to the exact solution for the European call option in the Black-Scholes model for r = 0.05 and o =
0.25. The results are evaluated on 41 evenly spaced points on the domain S =0 to S = 2 for times to maturity
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Figure 4.1: Comparison of the DGM with standard activation functions as in [27] and optimal GELU activation
functions to the exact solution for a European call option in the Black-Scholes model with r = 0.05 and o = 025.
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result of pricing a European call option using the DGM with both learning rates. The
larger learning rate (3.16) gives values closer to the exact solution.
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Figure 4.2: Comparison of the DGM with large learning rate (3.16) and the small learning rate (3.15) to the exact
solution for a European call option in the Black-Scholes model with r = 0.05 and o = 025.

In Figure 4.3 we plot the loss values at each time step for both learning rates. Al-
though the large learning rate is fluctuating more, the loss values eventually become
lower compared to the small learning rate. Therefore, we use learning rate (3.16).

4.2. SPLITTING METHOD

In this section, we compare the two methods for dealing with the asymmetry in the
Black-Scholes model: the splitting method from Section 3.4 and the transformation to
the heat equation based on Theorem 3.1. This comparison for a European call option is
in Figure 4.4. Sampling small values of S leads to large negative values in the y-domain,
which gives unstable results in the training of the neural network. Therefore, we choose
to split the partial differential equation (PDE).
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Figure 4.3: Loss values of the large learning rate (3.16) and the small learning rate (3.15) using the DGM algo-
rithm.
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Figure 4.4: Comparison of the two methods for dealing with asymmetry for a European call option in the Black-
Scholes model with r = 0.05 and o = 0.25.
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4.3. BLACK-SCHOLES

In this section, we test the performance of our neural network methods in the Black-
Scholes model. We substitute the Black-Scholes PDE (2.9) in the loss function (3.12) for
the DGM and the Black-Scholes nonsymmetric function (3.7) and Lagrangian (3.8) in
the loss function (3.13) for the Time Deep Nitsche Method (TDNM). For European call
options, we compare the neural network performance with the exact solution (2.10) and
the COS method applied to the Black-Scholes characteristic function (2.11). For Amer-
ican put options, we compare the neural network performance with a finite difference
method.

First, we test the performance of our neural network methods on a European call op-
tion in the Black-Scholes model. We apply the DGM and the TDNM to the Black-Scholes
PDE (2.9). r =0.05 and o = 0.25 gives as a result Figure 4.5. The DGM is indistinguish-
able from the exact solution. The TDNM is indistinguishable for small times, but has a
larger error for larger times.
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Figure 4.5: Relative European call option prices in the Black-Scholes model against the moneyness of the stock,
computed using the COS Method with N =128, L =30 for £ = 0.01 and L = 10 for the other times and the two
neural network methods, compared to the exact solution for four different times to maturity. r = 0.05 and
o =0.25.
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Second, we test the performance of our neural network methods on an American put
option in the Black-Scholes model. We choose o = 0.5 to enlarge the difference with a
European option and keep r = 0.05. This choice gives Figure 4.6. The DGM is indistin-
guishable from the finite difference method.
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Figure 4.6: Relative American put option prices in the Black-Scholes model against the moneyness of the stock,
computed using the DGM compared to finite difference method with 10000 steps for four different times to
maturity. r =0.05 and o = 0.5.

Third, we test the performance of our neural network methods on a European call
option in the Black-Scholes model with bonus variables o and r. The results are in Figure
4.7. The DGM is indistinguishable from the exact solution for any ¢, o and r. The TDNM
performs almost as good for small ¢ and o, but is off for large t and o.

4.4, LIFTED HESTON

In this section, we test the performance of our neural network methods in the lifted He-
ston model. We substitute the lifted Heston PDE (3.2) in the loss function (3.12) for the
DGM and the lifted Heston nonsymmetric function (3.9) and Lagrangian (3.10) in the
loss function (3.13) for the TDNM. We compare the neural network performance with
COS method applied to the lifted Heston characteristic function from Subsection 3.2.
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Figure 4.7: Relative European call option prices in the Black-Scholes model against the moneyness of the stock
computed using the COS Method with N = 1028 and L = 20 and the two neural network methods compared to
the exact solution for different times to maturity, interest rates and volatilities.
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First, we test the performance of our neural network methods in the Lifted Heston
model with n = 1, which is equivalent to the regular Heston model. We apply the DGM
and the TDNM to price a European call option. We choose r = 0.0, H =0.1, 1 = 0.3,
1n=0.3, p=-0.7,0 =0.02 and V, = 0.02 [2]. This choice of parameters gives Figure 4.8 as
aresult. The DGM is indistinguishable from the COS method. The TDNM is a little off
for larger times.

t=0.01 t=0.34
1.0 1.0
— CO5
081 ... DGM 0.8
i ---- DNM R
2 0.6 = (XS]
= 04 = 04
S a2 [SEENY
0.0 1 0.0 1
—0.2 -0.2
0.25 050 0.5 100 125 150 1% 200 025 030 055 100 1.2% 150 175 200
Moneyness Moneyness
t=0.67 t=1.00

10

0.6 06

Option Price
Option Price

0.0 4 0.0 1

-0.2

T T T T T T T —0.2 T T T T T T T
025 0350 07 100 125 150 175 200 025 050 075 100 135 150 1% 200

Moneyness Moneyness

Figure 4.8: Relative European call option prices in the lifted Heston model with n = 1 against the moneyness
of the stock computed using the COS Method with N =512, L =30 for ¢t = 0.01 and L = 10 for the other times
compared to the two neural network methods for different times to maturity, r =0.0, H=0.1, A =0.3,7=0.3,
p=-0.7,0 =0.02 and Vj =0.02.

Second, we test the performance of our neural network methods in the Lifted Heston
model with n =5. We keep r = 0.0, H=0.1, 1 =0.3, n=0.3, p = —0.7, 8 = 0.02 and
Vo = 0.02. This choice gives Figure 4.9 as a result. The neural networks perform similar
asforn=1.

Third, we test the performance of our neural network methods in the Lifted Heston
model with n = 20. We keep r =0.0, H=0.1, A =0.3,7=0.3, p = -0.7, 8 = 0.02 and
Vo = 0.02. This choice gives Figure 4.10 as a result. The DGM is less accurate than in
lower dimensions. The TDNM is still accurate for small ¢ but inaccurate for larger ¢.
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Figure 4.9: Relative European call option prices in the lifted Heston model with n = 5 against the moneyness
of the stock computed using the COS Method with N =512, L =30 for £ = 0.01 and L = 10 for the other times
compared to the two neural network methods for different times to maturity, r =0.0, H=0.1, A=0.3,7=0.3,
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Figure 4.10: Relative European call option prices in the lifted Heston model with n = 20 against the moneyness
of the stock computed using the COS Method with N =512, L =30 for ¢ = 0.01 and L = 10 for the other times
compared to the two neural network methods for different times to maturity, r =0.0, H=0.1, A =0.3,7=0.3,
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CONCLUSION

In this research, we considered neural network-algorithms for option pricing. We used
two different models for the stock price. First, the Black-Scholes model, for which an
analytical solution exists. Second, the lifted Heston model which is a Markovian ap-
proximation of the rough Heston model, a stochastic volatility model. We applied two
different methods to price options. First, we derived the option pricing partial differ-
ential equation (PDE), which we solved with a neural network. Second, we derived the
conditional characteristic function of the stock price which lead to the option price with
the COS method.

Once trained, the output of a neural network is an analytical function of the input, al-
lowing fast option pricing even in high dimensions. We considered two neural network-
algorithms. First, the Deep Galerkin Method (DGM), which uses a loss function measur-
ing how well the neural network satisfies the option pricing PDE. Second, the Time Deep
Nitsche Method (TDNM), which uses variational calculus to rewrite a PDE as a mini-
mization problem. Initially, the TDNM could only be applied to symmetric PDEs. We
extended the TDNM by splitting the PDE operator in a symmetric part and an asymmet-
ric part. This splitting allows applying the TDNM to the option pricing PDE.

When training the neural network, we chose a learning rate decaying from 1073 to 1076,
As activation function, we chose the Gaussian Error Linear Unit. We found that this com-
bination gave the best results.

We compared our splitting method to transforming the Black-Scholes option pricing
PDE to the symmetric heat equation. We found that the splitting method was more sta-
ble.

We used the neural networks to price options in the Black-Scholes model. The DGM
can predict both European and American options prices perfectly. When r and o are
added as variables to the neural network, it remained accurate. The TDNM can pre-
dict European option prices perfectly for small times to maturity and volatilities, but has
larger errors for large times to maturity and volatilities.

We used our the neural networks to price options in the lifted Heston model as well.

41
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The DGM can predict European options prices perfectly for n = 5, but has larger errors
for n =20. The TDNM can predict European option prices perfectly for small times to
maturity, but has larger errors for large times to maturity and volatilities.

Some improvements on the research are still possible. First, for the sampling of the vari-
ance processes in the lifted Heston model, we sampled uniformly between two bounds.
However, the variance processes are denser around 0 than at larger values. Furthermore,
the variance increases with time. A better sampling method can be considered.

Second, the constants chosen in the lifted Heston model to approximate the rough
Heston model are not optimal. Better estimates exist, enabling even better modelling of
reality [6]. These estimates require smaller 7 for the lifted Heston model to be as close to
the rough Heston model as the standard estimates that we used. As the constants do not
change the essence of the research, we did not consider the optimal choices here.

Third, the hyperparameters of the model were optimized for DGM. For TDNM, other
hyperparameters might be better, improving the fit. However, theoretically the activa-
tion function should not matter and in general the method converges as long as the
learning rate drops over time.

Fourth, in the splitting method, we use the previous neural network for the asym-
metric part. To be accurate, it is therefore important that the previous network does not
differ too much from the current network. Therefore, it might help to take more intervals
so that we have a smaller time step.

For further research, there are several interesting possibilities to explore. First, in the
lifted Heston the parameters r, , H. A, p, 8 and V; can be added as variables to the neu-
ral network. Then we can train the neural network to model option prices for random
parameter choices, as we successfully did in the Black-Scholes model.

Second, it is interesting to see if the TDNM can be extended to free boundary PDEs.
Then, we can use the algorithm to solve American option prices as well.

Third, it might be interesting to model implied volatility as well, besides the option
price. Many people and institutions trading assets are interested in the implied volatility
of the options they trade, as this enables them to hedge the risk they are exposed to.
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