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a b s t r a c t 

State observer techniques are investigated for the assimilation of three-dimensional velocity measure- 

ments into computational fluid dynamics simulations based on Reynolds-averaged Navier–Stokes (RANS) 

equations. The method relies on a forcing term, or observer, in the momentum equation, stemming from 

the difference between the computed velocity and the reference value, obtained by measurements or 

high-fidelity simulations. Two different approaches for the forcing term are considered: proportional 

and integral-proportional. This technique is demonstrated considering an experimental database that de- 

scribes the time-average three-dimensional flow behind a generic car-mirror model. The velocity field is 

obtained by means of Robotic Volumetric PIV measurements. The effects of the different forcing terms 

and the spatial density of the measurement input to the numerical simulation are studied. The state 

observer approach forces locally the solution to comply with the reference value and the extent of the 

region modified by the forcing input is discussed. The velocity distribution and flow topology obtained 

with data assimilation are compared with attention to the object wake and the reattachment point where 

the largest discrepancy is observed between the different approaches. The results show that the integral 

term is more effective than the proportional one in reducing the mismatch between simulation and the 

reference data, with increasing benefits when the density of forced points, or forcing density, is increased. 

© 2020 Published by Elsevier Ltd. 
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. Introduction 

The advances of computational fluid dynamics (CFD) coupled 

ith the increasingly affordable comput ational power have made 

FD one of the main tools for aerodynamic study and design op- 

imization for industrial problems [40] . The computational cost 

f high-fidelity simulations (i.e. LES, DNS), instead, remains rel- 

tively high for their use in optimization studies, especially for 

igh Reynolds number flows. As a result, CFD analysis makes most 

ften use of the simplified approach offered by the Reynolds- 

veraged Navier-Stokes (RANS) formulation [ 1 , 8 ]. Considered to be 

he workhorse in aerodynamic engineering for many years to come 

40] , RANS solvers model the entire turbulent spectrum, achiev- 

ng lower computational cost and higher robustness with respect 

o mentioned higher fidelity models. The cost of the amount of re- 

uired modelling is the aforementioned lower accuracy [5] . Several 

ources of uncertainty are presented in literature; those stemming 

rom the choice of the turbulence model and its parameter, nowa- 
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045-7930/© 2020 Published by Elsevier Ltd. 
ays based mainly on expert judgment, are reported to often dom- 

nate the overall uncertainty of the simulation [40] . 

Conversely, the experimental approach offers accurate measure- 

ents, directly from scaled models. When flow quantities are ob- 

ained such as velocity or pressure, the measurements usually suf- 

er from limited spatial range and spatio-temporal resolution. For 

his reason, it should be retained in mind that the sole experiment 

s often insufficient for the analysis of the flow problem, which 

enders the simulations necessary for a complete description of the 

erodynamic behaviour. Experimental data is often used “offline”, 

o verify the validity of a given simulation, or more specifically, 

he adequacy of turbulence models parameters (also referred to as 

calibration” [ 6 , 27 ]). The latter approach is often iterative and sev- 

ral simulations are conducted until model calibration is achieved. 

In order to overcome the above limitations, direct integration 

f experimental data within CFD simulations has been considered. 

he resulting process is called data assimilation (DA). The aim of 

his approach is to produce a more accurate flow simulation, which 

s compliant with the data gathered during an experiment. 

Originally introduced in the fields of meteorology and oceanog- 

aphy, as reviewed by Navon [24] , DA has seen a growing number 

f applications in fluid mechanics [11] . Among the DA method- 

https://doi.org/10.1016/j.compfluid.2020.104827
http://www.ScienceDirect.com
http://www.elsevier.com/locate/compfluid
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compfluid.2020.104827&domain=pdf
mailto:e.saredi@tudelft.nl
https://doi.org/10.1016/j.compfluid.2020.104827
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logies presented in the literature, three main categories have 

merged: variational methods ([ 9 , 35 ]; among others), Kalman fil- 

er (KF; [ 17 , 18 ]) and state observer methods (reviewed in [11] ). 

Variational methods are based on the application of optimal 

ontrol theory to find the minimum of the error function between 

he simulation and a reference, herein represented by the experi- 

ental data. The calculation of the adjoint and the need to solve 

n optimization problem entails a relatively large computational 

ost. KF and state observer techniques are sequential algorithms, 

hich means that the result of the previous iteration is used at 

ach following iteration. The solution of the assimilated simulation 

s expected to asymptotically converge to the reference along the 

imulation [11] . A comparison between a variational method and a 

F application can be found in Mons et al. [23] . If the equations

f state observer and KF are compared, a certain similarity can be 

oted [36] . KF can be considered a type of state observer method 

oo, but designed for stochastic systems, while state observer tech- 

iques are typically applied to deterministic systems. While in a 

eterministic system, the variables of interest are represented by 

 scalar or a vector at each point, in a stochastic system they are

epresented by probability density functions, with a correspondent 

ean and standard deviation. Between the three of them, state 

bserver methods require both a computational cost and an im- 

lementation effort that are significantly lower compared to vari- 

tional methods, making them attractive for aerodynamic design 

nd optimization [11] . 

The state observer algorithm, originally proposed by Luenberger 

20] is nowadays a key concept of the control theory, based on a 

eedback term in the modelling equation. The intensity of the feed- 

ack is a function of the difference between the model results and 

he reference (viz. experimental) data multiplied by a gain factor. 

he latter is usually tuned to maximise convergence rate. The de- 

ign of the feedback and its law of application is the key point of 

 state observer algorithm [11] . Hayase and Hayashi [12] applied a 

tate observer algorithm to improve the simulation of a fully de- 

eloped turbulent square duct. The authors modified the pressure 

oundary conditions at the inlet and the outlet with a proportional 

aw in order to reduce the error between the simulation and the 

round truth, which in that case was a pre-calculated numerical 

olution performed on the same mesh with a different initial con- 

ition. The application of the feedback gave an accelerated conver- 

ence of the simulation and a reduction of one order of magnitude 

n the final error across the whole domain. This approach alleviates 

he errors given by the erroneous boundary conditions but is not 

ble to tackles the error given by the approximation performed in 

he turbulence modelling. 

Imagawa and Hayase [13] performed a Measurement-Integrated 

MI) simulation for the turbulent flow along a square duct and ap- 

lied a feedback by means of a body force term in the momentum 

quation. The forcing term was linearly proportional (DASOP) to 

he difference between the velocity returned by the unsteady sim- 

lation and that from a reference simulation performed with the 

ame numerical schemes on the same grid but with different ini- 

ial conditions. The application of the feedback led to a reduction 

f the steady state error by four orders of magnitude when all the 

elocity components were forced at all the grid points. However, 

nterrupting the assimilation during the simulation caused the sys- 

em to convergence again towards the non-assimilated solution. 

he authors also considered the case of a limited density of forcing 

oints, forcing from one plane every four down to only one plane. 

hey concluded that, with their forcing term, tuning the gain fac- 

or, it was possible to obtain the same error reduction consider- 

ng one plane every four. Furthermore, disabling the forcing term 

t a quarter of the total running time, the simulation was natu- 

ally converging towards the not assimilated simulation, with the 

ffect of the forcing term effect that was vanishing. This shows a 
2 
ypical behaviour of a proportional controller, with the efficacy of 

he forcing term that reduces when the error reduces. Neeteson 

nd Rival [25] applied the state observer algorithm to the Karman 

ortex shedding problem at Re = 10 2 , using a computational refer- 

nce. They introduced a Proportional-Integral-Derivative (PID) con- 

rol in the pressure equation, which was formulated as feedback 

aw. The latter was more elaborate than the sole proportional law 

sed in most previous works and aimed at solving the reduction 

f effectiveness of the forcing term at the low error stages. The 

pplication of the PID control law (DASOPID) improved the results 

ompared to those given by the sole proportional feedback law, re- 

urning a vortex shedding behaviour closer to that of the reference 

ata in terms of shedding frequency. The state observer algorithm 

as been used also with experimental data as a reference. Yama- 

ata et al. [39] studied the unsteady behaviour of the Karman vor- 

ex street behind a truncated cylinder at Re = 1 . 2 × 10 3 perform- 

ng a MI simulation with planar PIV data input. The assimilation 

llowed reproduction of the large-scale unsteadiness which are not 

btained by ordinary simulations. 

The discussion above shows that the state observer data assimi- 

ation has been considered to enhance the accuracy of RANS-based 

FD simulations, mainly in the unsteady flow regime and at low 

e number. However, many applications of industrial aerodynamics 

re primarily concerned with the accuracy of the steady-state flow 

olution. Moreover, many relevant problems involve high Reynolds 

umber flows and a fully turbulent regime for which many ques- 

ions about the applicability and the potential of DA remain unan- 

wered. 

This study considers steady-state simulations of the flow 

round a wall-mounted bluff obstacle, representing the geom- 

try of a simplified car mirror presented by de Villiers [37] . 

he problem is studied at Re = 8 × 10 4 . The reference time- 

veraged velocity field is obtained from experiments that make 

se of Robotic Volumetric PIV [15] . Two formulations of the State 

bserver forcing term are considered, namely Data-Assimilation- 

tate-Observer-Proportional (DASOP) and Data-Assimilation-State- 

bserver-Proportional-Integral (DASOPI). Moreover, the work in- 

estigates the extent of the regions affected by the forcing point, 

ith the aim of identifying a criterion for optimum data assimila- 

ion forced points density. Finally, a metric is introduced to quan- 

ify the effect of DA methods and parameters on the accuracy of 

he assimilated solutions with respect to the reference velocity. 

. State observer data assimilation for RANS 

Reynolds-averaged Navier-Stokes (RANS) equations are consid- 

red here as the framework for the numerical simulation of in- 

ompressible turbulent fluid flows. The baseline simulation is in- 

ended as the process leading to a solution ( baseline solution ) with 

o use of a-priori information from the experiments. The working 

rinciple of data assimilation is to introduce a certain amount of 

eference data, indicated here as u ref , and force the simulation to 

omply with it. In this work, the resulting process is called the as- 

imilated simulation, which returns the assimilated solution . The ob- 

ective is to drive the assimilated solution towards a more correct 

valuation of the relevant features present in the flow field (e.g. 

ow topology, separation, reattachment, pressure gradient distri- 

ution, aerodynamic loads and forces), thus minimising simulation 

rrors, such as the ones associated with the turbulence modelling. 

The underlying concepts and equations of data assimilation 

hrough a state observer (DASO) algorithm are recalled here. Ap- 

lying Reynolds decomposition and time averaging, the dynamic 

ehaviour of a steady, incompressible, viscous and turbulent flow 

an be described by the RANS equations, formed by the combina- 

ion of the conservation of mass and momentum, respectively: 

 · ū = 0 (1) 
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Fig. 1.. Side view (top) and top view (bottom) of the experimental setup. The 

dashed green line schematically represents the total measurement volume. The 

shadowed green region indicates the instantaneous measurement volume for a 

given robot position. (For interpretation of the references to color in this figure leg- 

end, the reader is referred to the web version of this article.) 
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 ̄

u · ∇ ) ̄u = − ∇ ̄p + ν�ū − ∇ · R (2) 

mposing consistent initial conditions (IC) and boundary conditions 

BC) and where R i j = u ′ 
i 

u ′ 
j 

represents the Reynolds stress tensor. 

ue to the incompressible flow condition, p represents the static 

ressure divided by the constant density. As shown by Imagawa 

nd Hayase [13] , the assimilation of the data through a state ob- 

erver algorithm is achieved by introducing a body force term f 

nto the momentum equation: 

 ̄

u · ∇ ) ̄u = − ∇ ̄p + ν�ū − ∇ · R + f (3) 

Under the hypothesis of steady flow conditions, in the following 

iscussion the overbar indicating the time-average has been omit- 

ed, although all the quantities are meant to be time-averaged. The 

elative strength of the body force term represents the feedback 

nd it is proportional to the local difference e between the simu- 

ation and the experimental time-averaged velocities: 

 = 

(
u 

∗
ref − u 

)
(4) 

here u 

∗
ref 

= P( u ref ) , with P being the operator that projects ve- 

ocity information from the experimental grid to the computational 

rid. Further information on P are given in Section 4.1 . 

In this work, two different forms of the feedback term have 

een considered: data assimilation based on state observer with 

roportional feedback (DASOP) and on proportional-integral feed- 

ack (DASOPI). The feedback control law used in the DASOP 

ethod reads as: 

 DASOP = 

K p 

D 

e ◦ | e | (5) 

here K p is the proportional feedback gain, the symbol ◦ rep- 

esents the Hadamard product [34] and | e | is the component- 

ise absolute value of the error | e | = [ | e x | , | e y | , | e z | ] T . The forc- 

ng term for the DASOPI method reads as: 

 DASOPI = 

K p 

D 

e ◦ | e | + 

K i 

D 

N−1 ∑ 

n =1 

e n ◦ | e n | (6) 

here N is the current iteration and K i is the integral feedback 

ain and e n is the local error vector at the iteration n . While state 

bservers are typically applied to unsteady systems and act in the 

ime domain, in the methodology here proposed the state observer 

cts in the iteration domain, for the determination of a steady-state 

olution. The gains K p and K i are scalars as they are assumed equal 

or each component of the error and constant along the simula- 

ion and spatially in the entire simulation domain. The values cor- 

esponding to cells where u 

∗
ref 

is not available are set to 0, thus 

isabling the forcing term. The quadratic term implemented in 

oth the proposed feedback terms resembles an error-squared con- 

roller, as proposed in Shinskey [32] . Its advantage is that the forc- 

ng term is strengthened with respect to a linear controller when 

he error is large, penalizing the regions where the difference be- 

ween the reference and the simulated velocity are lower. 

The results obtained at the end of the simulation represents the 

ssimilated solution. The presented methodology implies the usage 

f a single simulation to reach the final assimilated solution, con- 

rary to ensemble Kalman filters and variational methods, which 

equire multiple simulations to reach the final assimilated solution. 

. Setup of the reference dataset experiment 

.1. Wind tunnel and model 

Experiments are performed at the TU Delft Aerodynamics Lab- 

ratories in an open-jet open-circuit low-speed wind tunnel (W- 

unnel). The tunnel features a 4:1 area contraction, after which the 
3 
ir flow reaches the free-stream velocity U ∞ 

= 12 m/s in a cross- 

ection of 60 × 60 cm 

2 . A flat plate 1.5 m long is installed at 10 cm

eight above the bottom edge of the exit ( Fig. 1 ). The plate has

 sharp leading edge and is equipped with a zig-zag tripping de- 

ice at 5 cm past the leading edge that forces the boundary layer 

o the turbulent regime. The model is a half cylinder of diameter 

 = 10 cm topped by a quarter sphere ( Fig. 1 ) with a total height

f 15 cm, as that used in the investigations of de Villiers [37] . The

eynolds number based on the model diameter is R e D = 8 ×10 4 . 

his geometry represents a benchmark for automotive aerodynam- 

cs for the study of the flow around appendices and in particu- 

ar the side mirror. It reproduces the essential features of junc- 

ure flow and bluff body aerodynamics, including horseshoe vor- 

ex, sharp separation at the back, and large-scale fluctuations of 

he wake and of the reattachment location [37] . 

.2. Robotic Volumetric PIV 

The three-dimensional velocity field is measured by Robotic 

olumetric PIV [15] . An illustration of the system configuration 

uring the experiments is shown in Fig. 1 . The system is composed 

f a coaxial volumetric velocimeter (CVV), containing 4 high-speed 

ameras, and laser illumination through optic fiber. The CVV is in- 

talled on a robotic arm, UR5 from Universal Robots. The robot 

otion sequence is programmed through the proprietary software 

oboDK and operated through the LaVision software DaVis 10 . Syn- 

hronization of illumination and image acquisition is made through 

 programmable timing unit (LaVision PTU 9 ). Helium-Filled-Soap- 

ubbles (HFSB) are used as flow tracers ([ 3 , 28 ]; among others). 

he bubbles are nearly neutrally buoyant with a median diame- 

er of approximately 0.3 mm [7] . A rake composed of 10 verti- 

al elements hosting 200 bubble generators [4] is installed in the 

ettling chamber of the wind tunnel. Soap, air and helium supply 

s controlled through a LaVision fluid supply unit (FSU). The flow 

s seeded at a concentration of approximately 0.3 bubbles/cm 

3 . 

able 1 summarises the experimental parameters. The reader is 

eferred to the works of Jux et al. [15,16] and Schneiders et al. 

30] for a deeper discussion of the working principles of this 
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Table 1 

Characteristics of the Robotic Volumetric system and the experimental parameters. 

Seeding Neutrally buoyant HFSB, ~300 μm diameter 

Illumination Quantronix Darwin-Duo Nd:YLF laser 

(2 × 25 mJ @ 1 kHz) 

Recording Device LaVision MiniShaker Aero system: 

4 x CCD cameras 

(640 × 452 @ 857 Hz) 

4.8 μm pitch 

Imaging f = 4 mm, f # = 8 

Acquisition frequency f TR = 857 Hz 

Pulse separation time Time-resolved: �t = 1/ f TR = 1.17 ms 

Magnification factor M ~ 0.01 at 30 cm distance 

Number of recordings per region N = 20,000 
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Table 2 

Boundary and initial conditions of the simulations for velocity and pressure. 

Velocity Pressure 

Inlet X/D = [-10,20]; 

Y/D = [-10,10]; 

Z/D = [0,1] 

Dirichlet, u = (12,0,0) 

m/s 

Neumann, ∂ p 
∂x 

= 0 

Outlet X/D = [-10,20]; 

Y/D = [-10,1]; 

Z/D = [0,1] 

Neumann, no backflow 

∂u 
∂x 

= 0 

Dirichlet, p = 0 Pa 

(atmospheric pressure) 

Object surface no-slip condition 

Bottom wall Z/D = 0 no-slip condition 

Lateral walls 

Y/D = [-10,10] 

slip condition 

Top of the domain 

Z/D = 10 

slip condition 

Velocity Pressure 

Initial condition 

(entire domain) 

u = (12,0,0) m/s p = 0 Pa 

Fig. 2. Computational mesh around the object along the symmetry plane of the 

simulation domain. 
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s

A
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fi

easurement technique. Here the experimental procedure is dis- 

ussed. Prior to the measurements, a calibration of the robot po- 

ition w.r.t. the measurement domain (wind tunnel, plate and ob- 

ect) is performed. Each measurement volume spans approximately 

0 × 20 × 40 cm 

3 . At each robot position, 20,0 0 0 recordings 

re acquired in time-resolved mode at a frequency of 857 Hz ( T rec 

23 s). The time elapsed from one position to the subsequent 

s approximately 270 s. The overall measurement encompasses 15 

iews, where the measurement system is directed by robotic arm 

anipulation. At the end of the measurements, the raw data fea- 

ures a coverage of the measurement domain, with the datasets 

btained from each viewing position. The procedure for data pro- 

essing and reduction is discussed in the next section. 

.3. Data processing and reduction 

The raw images are pre-processed to reduce background reflec- 

ions using the Butterworth high-pass filter [31] . The tracer motion 

nalysis is performed with the Lagrangian particle tracking algo- 

ithm Shake-The-Box [29] . Tracks containing more than six appear- 

nces of the particle tracer are accepted as valid. At each record- 

ng, a sparse measurement of the tracers’ velocity is obtained in 

he sub-volume. 

The measurements from different robot positions are merged 

nto a single dataset using the robot calibration data. The result- 

ng domain is interrogated within cubic voxels (or bins) of 15 mm 

ide length. Within each bin, the tracers’ velocity is ensemble- 

veraged, yielding the time averaged velocity vector distribution 

n a Cartesian grid. The averaging process inside the bin follows 

 spatially weighted algorithm with respect to the centroid of the 

in. A Gaussian weighting function (with a width of half the bin 

ize) is applied, following Agüera et al. [2] . Partial overlap by 3:4 

f neighbouring voxels yields velocity vectors spaced by 3.75 mm. 

he result is rendered in a domain of 55 × 30 × 25 cm 

3 ( Fig. 1 )

ith a grid of 151 × 84 × 69 data points describing the time- 

verage velocity u ref for use in the data assimilation procedure. 

. Numerical simulations 

Both baseline and assimilated simulations are based on a RANS 

olver using the open-source C ++ toolbox OpenFoam 1706 [14] . 

qs. (1 ) and (2) are discretised using the finite volume method 

n a collocated grid and solved using the SIMPLE algorithm [26] . 

or the baseline simulation, the steady solver simpleFoam imple- 

ented in OpenFoam is used. For the assimilated simulations, the 

eedback term is included within an in-house developed version 

f the same solver. Turbulence modelling is based on the k - ω SST 

odel [22] . The computational domain is a square cuboid with di- 

ensions 30 × 20 × 10 diameters. The object is placed along the 

entreline of the domain, with the origin of the coordinate system 

osed at the intersection between the rear surface of the car mir- 
4 
or and the ground. The orientation of the coordinate system is 

hown in Fig. 1 . An inlet condition is imposed at X/D = −10 and

n outlet condition is imposed at X/D = 20 . No-slip condition is 

mposed at the ground floor and the object surfaces, whereas slip 

onditions are applied to the top and side faces of the domain. 

 summary of the boundary and initial condition is reported in 

able 2 . The same hexahedral mesh is used for both the baseline 

nd the assimilated simulations, formed by ~18.5 M cells and cre- 

ted with the commercial software CFMesh + . The region close to 

he surface of the object ( −7 < X/D < 15 and −7 < Y/D < 7 ) is re-

ned at several stages, as shown in Fig. 2 , where the cell dimen-

ion reduces from 10 mm to 0.78 mm, corresponding to y + < 5. 

ll the simulations advance for 50 0 0 iterations and convergence is 

erified by reaching a relative variation of the averaged drag coef- 

cient of the object | ̄C d , n − C̄ d , n −1 | below 10 −3 , where the average 
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Fig. 3. Section at Y = 0 of the forced region. Crosses represent the points forced to 

evaluate the response function presented in Sec. 5.3 . 
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Fig. 4. Visualization of the normalized time-averaged streamwise velocity 

u_ref/U_ ∞ with superimposed streamlines, measured by Robotic Volumetric PIV: 

(top) at the symmetry plane and (bootom) at Z/D = 0.5. 
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s performed in the interval [ n -500…n ]. The same interval is used 

o average the velocity field to take out numerical oscillations. 

.1. Assimilation procedure 

After conducting the baseline simulation , several assimilated 

imulations are run to investigate the effects of assimilation. The 

nalysis presented here aims at determining the effect of sparse 

orcing varying the concentration of forced cells. The latter is rep- 

esented in terms of the normalised mean distance between neigh- 

ouring forcing cells γ = λ/D , where λ is the mean distance be- 

ween neighbouring forcing points. In order to evaluate λ, the fol- 

owing equation is used: 

= 

3 

√ 

4 

3 πC 
(7) 

here C = N f /V , with N f equal to the number of forced cells, se-

ected randomly, and V the total forced volume. 

The small positional mismatch between cells where forcing is 

pplied and the locations where experimental data is available is 

ccommodated by linear interpolation to the closest experimental 

ata points, obtaining the velocity field u 

∗
ref 

. This operation is then 

ully justified in cases in which the expected interpolation error 

re negligible, as in the case considered in this work. Furthermore, 

n order to damage the assimilated solution, outliers have to be 

emoved from u 

∗
ref 

before the interpolation step. In the other cells, 

oth the values of u 

∗
ref 

and e are set to zero. At each iteration of

he assimilated simulation , the velocity field u 

∗
ref 

is compared with 

he velocity field u 

n −1 of the previous iteration and the error field 

 is explicitly constructed according to Eqs. (5 ) and (6) , respectively 

or the DASOP and DASOPI feedback law. The limited spatial reso- 

ution of the ensemble-averaged PIV velocity data close to the wall 

eads to prescribed reference velocity u 

∗
ref 

too high and not com- 

atible with the no-slip condition assigned to the walls of the sim- 

lation. For this reason, PIV data closer than 3 cm (two averaging 

ub-volumes in the PIV analysis) have not been considered to build 

he forcing term f . In relation to this, Fig. 3 shows a section along

he symmetry plane of the regions where the forcing term was ac- 

ivated, with different forcing cell density, depending on the choice 

f γ . 

. Results and discussion 

.1. Reference flow field 

The measured velocity field u ref is visualized in Fig. 4 , where 

he streamwise velocity component u ref is shown at the symmetry 

lane and in a wall-parallel plane at a height Z/D = 0.5. The po- 

ential flow region in front of the object is visible, where the flow 

ecelerates and eventually stagnates at the obstacle due to the ad- 

erse pressure gradient ( Fig. 4 - bottom). The boundary layer that 

as developed along the plate is also visible in section Y = 0 ( Fig. 4

 top). Acceleration atop the obstacle is consistent with the stream- 

ines curvature that follows the object head ( Fig. 4 - top). The local
5 
elocity in this region exceeds the free-stream value by approxi- 

ately 20%. The boundary layer developing along the object sur- 

ace separates abruptly due to the sharp truncation of the object 

t the trailing edge. Within the separated zone, a reverse flow re- 

ion is formed. This feature has been observed past a number of 

all-mounted obstacles and reported frequently in the literature 

[ 21 , 37 , 38 ]; among others). The separated region terminates down- 

tream with a ground-reattachment line with its most downstream 

osition at X R in the symmetry plane. In the present experiment, 

he length of separation is observed to be X R /D = 2 . 4 . 

At the edge of the shear layer and the backflow region, from 

ig. 4 (bottom) is also possible to visualize two counter-rotating 

ortices from the streamlines pattern. The correspondent foci are 

abelled F 2 and F 3 in Fig. 4 and in the rest of this work. As reported

y de Villiers (2006) [37] , these are part of a U-shaped structure 

hat appears in the time-averaged velocity field, positioned upside- 

own w.r.t. the object and tilted towards the back surface of the 

irror. The point in which this structure crosses the symmetry 

lane is detectable in Fig. 4 (top) by the foci named F 1 . 

The analysis of the vorticity field, illustrated in Fig. 5 , provides 

urther insights on the reference flow topology. The adverse pres- 

ure gradient at the front of the object causes the boundary layer 

o detach from the ground and form the horseshoe vortex [33] , 

hich develops around the object, eventually aligning streamwise 

nd further develop downstream of the object wake. The develop- 

ent from the front of the object of the horseshoe vortex is shown 

n Fig. 5 by the two portions of the iso-surface where the magni- 

ude of the streamwise vorticity | ω x | > 200 Hz. As described by de 

illiers [37] , the time-averaged separation region is bounded by an 

rc-like free shear layer, which develops downstream and bounds 

 region of flow recirculation that also features arc-like shape. 
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Fig. 5. Iso-surface of vorticity magnitude | ω| = 200 Hz, coloured by streamwise 

vorticity ω x . 

Fig. 6. Streamwise velocity contour obtained by the baseline simulation with over- 

lapping streamlines: (top) at the symmetry plane and (bottom) at Z/D = 0 . 5 . 
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Fig. 7. Colour-contours of streamwise velocity from the baseline solution and over- 

lapping isolines of the reference velocity field (dashed contour lines for negative 

values). Symmetry plane (top) and at Z/D = 0 . 5 (bottom). 

Fig. 8. Relative error ε of the baseline simulation: (top) at the symmetry plane and 

(bottom) at Z/D = 0 . 5 . 
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.2. Baseline solution 

The flow field topology returned by the baseline simulation , as 

hown in Fig. 6 , largely follows the flow pattern observed in the 

xperiments. The boundary layer development under the adverse 

ressure gradient caused by the obstacle is visible, with the forma- 

ion of a small recirculation ahead of the object (head of the horse- 

hoe vortex) at approximately X/D = -0.8. The overall flow decel- 

ration ahead of the object and subsequent acceleration towards 
6 
he trailing edge are also visible by regions at a velocity exceeding 

he free-stream value. In the region upstream of the object, the re- 

ult obtained by the baseline simulation complies rather well with 

he reference, as visible in Fig. 7 . This is expected being RANS able

o predict accurately flow feature in potential flow regions. A no- 

able exception is instead the region close to the ground, where 

he simulation is not forced. The topological differences are dis- 

ussed in the remainder. The flow separation at the sharp trailing 
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Fig. 9. Region of influence of DASOPI for points in the external flow (left); inside the shear layer (middle) and in the separated region (right). Coarse distribution of forcing 

points γ = 0 . 5 (distance of 5 cm). 
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dge is also well reproduced. Whereas the most significant dis- 

repancy with respect to the reference velocity field is produced 

n the separated flow region and the reattachment region in par- 

icular. The RANS data predict a longer wake, as clearly visible in 

ig. 7 , with a reattachment occurring at X R /D = 3 . 1 , along the

ymmetry plane. This behaviour has already been reported in pre- 

ious works ( [19] , among others), where RANS simulations tend 

o overestimate the length of the wake of a bluff body. Together 

ith the elongation of the wake behind the object, other topologi- 

al features in the wake are distorted. As visible in Fig. 6 , combin-

ng the information obtained by the two sections, it is possible to 

nfer the presence of the arc-shaped vortex. The latter has, how- 

ver, a pronounced offset (judged from the location the two foci at 

/D = 0 . 5 ) from X/D = 1.25 of the reference data, to X/D = 1.85.

n the symmetry plane instead, the focus F 1 is located closer to the 

round ( Z/D = 0 . 8 in the simulation, compared to Z/D = 1 . 05 of

he reference data). The resulting arc-vortex in the baseline simu- 

ation is more elongated in the streamwise direction and with a 

ower position of its top portion. The latter is also visible consider- 

ng the region of reverse flow (in Fig. 7 by the dashed line of the

eference data is superimposed to the baseline simulation) appear- 

ng flattened towards the ground. 

Further small differences are the upstream separation forming 

he head of the horseshoe vortex, a small recirculation region at 

he free end of the object and a small region of accelerated flow 

lose to the object trailing edge ( Fig. 6 ). These features are, how-

ver, not captured within the experiments due to the limited spa- 

ial resolution of the measurements. 

An L-2 metrics is introduced to quantify the discrepancy be- 

ween the baseline simulation and the reference data. The follow- 

ng relative error normalised with the free stream velocity U ∞ 

has 

een used: 

 = 

√ 

( u − u ref ) 
2 + ( v − v ref ) 

2 + ( w − w ref ) 
2 

U ∞ 

(7) 

The reference data is available on a grid that does not coincide 

ith that of the numerical simulations. The value of ε is there- 

ore obtained by linear interpolation of the numerical simulations 

nto the grid of the reference data. The spatial distribution of ε at 

he symmetry plane is shown in Fig. 8 . The relative error distribu- 

ion can be clustered in four different regions. The widest region 

f error can be found for X/D > 2 around the centerline, where 

 > 0 . 3 is reached. The source of this error lies on the length of

he wake, having the reference flow already recovered momentum 

t that stage compared to the simulation. Another region of high 

elative error is centred at X/D = 1 . 25 and Z/D = 0 . 55 . This is re-

ated to the height of the backflow region. Since the simulation 

redicts a backflow region shorter in height with respect to the 

eference, this causes a deficit of momentum and an increase of 

 in that flow region. Furthermore, ε peaks in the close proximity 
7 
f the object. This is due to the lack of resolution for the exper- 

mental data previously mentioned. Because the discrepancies in 

he latter region cannot be ascribed to the numerical simulations, 

n integral evaluation of the relative error will exclude the regions 

lose to the object surface and the ground wall. 

.3. Assimilated simulations 

Before presenting the results of the assimilated simulations, 

he local response to the forcing function at individual points is 

iscussed. The effect of the forcing is expressed through the re- 

ponse function H = | ( u bas − u ) / ( | u bas − u 

∗
ref 

| ) | , where u bas repre-

ents the baseline solution and u the assimilated solution. The 

nalysis is performed on cells widely separated spatially ( γ = 

λ
D = 0 . 5 or 5 cm distance between forced cells), as illustrated in 

ig. 3 . This is done to consider the result only dependent on 

he local forcing, with no interference among neighbouring forced 

oints. For each forced cell with center X c = ( X c , Y c , Z c ) , a 5 ×
 × 5 c m 

3 cube is considered, with its center on X c , and dis- 

retized with 101 × 101 × 101 elements. For each cube, the 

ffect of the forcing is averaged over a local coordinate system 

 

∗ = ( X − X c , Y − Y c , Z − Z c ) permitting the alignment of results 

mong different points. The parameter H is evaluated around X c . 

Because the forcing term is introduced in the momentum equa- 

ion, the extent and shape of the region affected by the forcing 
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Fig. 11. Streamwise velocity contours of DASOP (left) and DASOPI (right) assimilated simulation . Contours of reference data are superimposed (dashed lines for negative 

values). Y/D = 0 in the top row; Z/D = 0.5 in the bottom row. Forcing density by γ = 0 . 03 . 
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5

s expected to follow local diffusion and convection. To assess the 

egion of influence of the forcing, three flow regimes are consid- 

red, namely: a) the outer (potential) flow at approximately free- 

tream velocity; b) the shear layer emanating from the object trail- 

ng edge; c) the recirculating flow inside the separated region. 

Fig. 9 shows the spatial distribution of H for the three consid- 

red regions obtained applying DASOPI. The local effect of the forc- 

ng algorithm extends to a region with length not exceeding 2 cm 

0.2 D ). Such localised effect of the forcing has been also observed 

n previous works, namely, in the study by Imagawa and Hayase 

13] . This result suggests in advance that data assimilation at val- 

es of γ > 0 . 2 may result in localised rather than global modifica-

ions of the simulation result. 

The extent and shape of the region neighbouring the forced lo- 

ation appear to be affected by the local flow properties. In the 

uter flow region, the effect of the forcing is comparatively weak 

nd highly elongated along the convection direction. In the regions 

f lower local velocity and high turbulent diffusion, such as the 

hear and the recirculation regions, the spatial response function is 

lose to isotropic. In Fig. 9 , also the local value of the turbulent ki-

etic energy k normalised by the local kinetic energy is presented. 

he extent and shape of H follow that of k . A similar analysis per-

ormed with the DASOP method yields no visible change in veloc- 

ty, with values of H typically below 0.1%. 

In the remainder of this work, the location of the forcing points 

s chosen randomly with a distribution controlled through the den- 

ity parameter γ = [0.01…0.45]; the corresponding mean distance 

between forcing points varies between 4.5 cm (0.45 D ) and 

 mm (0.01 D ). 

Before comparing the results obtained by the two proposed al- 

orithms, the effect of the two parameters K p and K i is investi- 

ated. The study has been performed using the DASOPI algorithm 

or the case of γ = 0 . 03 . In order to evaluate the effectiveness of

he chosen values of K p and K i , the error ε has been averaged in 

he volume where experimental data were available; the symbol ε̄ 
ndicates the result of this operation. Since the results have been 

ound to be mostly insensitive to the value of K p , Fig. 10 shows 

he obtained ε̄ varying K i and averaging the results obtained for 

 . 001 < K p < 10 . The bars at each data point represents the vari-

tion obtained varying K p for a given K i . The results show a de- 
8 
ay of ε̄ when K i is increased. This is expectable, since when K i is 

ncreased, the integral part of the forcing term becomes stronger, 

ith a subsequence stronger correction towards the bias errors of 

he simulation. When K i = 1 , while the simulation results exhibit 

 lower error with respect to the reference, artificial edge effects 

tart to appear at the boundary of the forced region. For values 

f K i > 1 , the simulations show numerical instability and diverge. 

or this reason, it has been decided to set the parameters as K p = 1

nd K i = 0 . 1 for all the simulations presented in the remaining part 

f the manuscript. 

Fig. 11 shows the results obtained by both the forcing methods 

ASOP and DASOPI when γ = 0 . 03 . As for the baseline simulation ,

n the potential flow region, both DASOP and DASOPI assimilated 

esults agree well with the reference measurement. Larger differ- 

nces between the two forcing methods are found in the wake 

egion. The application of the proportional forcing term (DASOP) 

oes lead to a reduction in the length of the recirculation region, 

nd furthest point of the reattachment line is moved to X/D = 2 . 9 ,

loser to the reference than that of the baseline simulation . The 

eight of the backflow region, however, remains lower compared 

o the reference as it can be seen in the section at Z/D = 0 . 5 in

ig. 11 ; furthermore, the backflow is underestimated by more than 

0%. 
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Fig. 13. Streamwise velocity contours of DASOP (left) and DASOPI (right) in the assimilated simulation . Contours of reference data are superimposed (dashed lines for negative 

values). Y/D = 0 in the top row; Z/D = 0.5 in the bottom row. Forcing density γ = 0 . 01 . 
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The use of the DASOPI algorithm visibly improves the fidelity of 

he velocity field obtained by assimilation. The reattachment point 

pstream to X/D = 2 . 4 , practically matching the reference data. The 

ASOPI result also recovers the topology of the recirculation region 

iven in the reference data for what concerns the position of the 

oci ( Fig. 12 ). 

The effect of further refining the density of forcing points (the 

istance between forcing points is reduced to 0.01 D) is illus- 

rated in Fig. 13 . In this case, all grid cells in the selected volume

re forced. The DASOP algorithm with a greater number of forced 

oints yields some improvement in terms of similarity to the refer- 

nce data. While in the potential flow region no dramatic changes 

re visible, the length of the wake is shortened, with the reattach- 

ent point found at X/D = 2 . 28 at the symmetry plane. The short-

ning of the wake is also coupled with an increase of the backflow 

ith respect to the simulation obtained by DASOP with γ = 0 . 03 .

owever, at the plane Z/D = 0 . 5 , the backflow magnitude peak is

till underestimated with respect to the reference. 

For what concerns the comparison between DASOP and DASOPI, 

ig. 13 confirms the trend observed with γ = 0 . 03 , with DASOPI 

verperforming. In the region where the forcing is applied, the 

ontour lines of the assimilated solution with DASOPI overlap with 

he ones representing the reference. It is noticed, however, that the 

imulation attempts to converge everywhere to the reference data, 

ven where the latter is affected by outliers. This behaviour can 

e noticed in the top-left corner of the symmetry plane of Fig. 13 .

urthermore, when this density of forcing point is used, the exten- 

ion of the volume where the forcing is activated becomes directly 

isible in the velocity field, with artefacts at its edges. 

The global behaviour of the error relative to the reference data 

s quantified for both algorithms with its spatial average ε defined 

n Eq. 7 . The variation of ε̄ as a function of the forcing density 

is represented in Fig. 14 . In order to capture the most relevant 

ource of error shown in Fig. 8 , the average has been obtained tak-

ng into consideration only the volume downstream of the body 

hown in Fig. 3 . The result given by the baseline has been plotted

ith a dotted line as reference. The assimilated simulations appear 

o be too coarsely forced as long as γ ≥ 0 . 1 . Under this condition,
9 
oth DASOP and DASOPI methods produce an error comparable to 

he baseline solution . The distance between the forcing points is too 

igh to have a global reduction of the error compared to the base- 

ine and the effect of the forcing remains local. When γ < 0 . 1 , the

ehaviour of the two methods differs. DASOP method is not able to 

educe the error until γ < 0 . 05 . If γ is further reduced, the error

educes, reaching ε̄ = 0 . 06 when γ = 0 . 01 . Compared to the base-

ine error , an error reduction of 28% is obtained. 

The DASOPI algorithm becomes effective for γ < 0 . 1 . As also 

hown in Figs. 10 and 12 , DASOPI is more effective than DASOP, 

ielding lower error values in a wider range of values for γ . When 

= 0 . 05 , the relative mean error becomes ε̄ = 0 . 055 . Further re-

ucing γ to 0 . 01 , yields ε̄ = 0 . 023 , corresponding to a reduction

f 72% compared to the baseline. 

The reduction of ε̄ at decreasing γ can be explained by the re- 

ponse function shown by Fig. 9 . When γ decreases, the amount 
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Fig. 15. Local relative error ε ( Eq. (7 )) at the symmetry plane Y = 0 for: (first row) DASOP and DASOPI with γ = 0 . 1 , left and right respectively (second row) DASOP and 

DASOPI with γ = 0 . 03 , left and right respectively (third row) DASOP and DASOPI with γ = 0 . 01 , left and right respectively. 
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f the flow field that is affected by the assimilation increases. 

he dimension of the volume affected by the forcing proportional- 

ntegral forcing term shown in Fig. 9 explains the behaviour of ε 
or what concerns DASOPI . The majority of the source of ε is con- 

entrated in wake of the object. Since the average volume of effec- 

iveness can be represented as a sphere with diameter ~O(1 cm), 

he method starts being effective when such volumes start over- 

apping, corresponding to the condition γ < 0 . 1 . 

Fig. 15 compares the spatial distribution of the relative er- 

or ε for the baseline simulation , DASOP and DASOPI, with γ = 

 0 . 1 , 0 . 03 , 0 . 01 ] . The spatial distribution of ε illustrates that the er- 

or is confined in specific regions of the flow: in close proximity 

f the object; around the reattachment region; within the recir- 

ulating flow. For γ = 0 . 1 , the spatial distribution of ε presented 

y the assimilated simulations is close that given by the baseline , 

ith a small reduction shown by DASOPI in the recirculation re- 

ion and the far wake. When γ is reduced to 0.03, both DASOP 

nd DASOPI yield a reduction of ε compared to the baseline . While 

ASOP still shows areas characterized by ε > 0 . 2 in the recircu-

ation region and the far wake, DASOPI achieves ε < 0 . 05 every-

here except in proximity of the object and in the shear layer 

lose to separation. Finally, for γ = 0 . 01 , a further reduction of 

is noticed in the entire field. It can be noted that, for what 

oncerns DASOPI, some regions of high error outside the forcing 

rea arise, as introduced in the previous paragraph. The optimi- 

ation of the location of the forcing points to minimise the er- 

or of the assimilated simulation will be investigated in future 

orks. 

Overall considerations on the effect of data assimilation to the 

ow topology can be done considering the horseshoe and the arc- 

ortex axis lines, alongside the specific velocity contour u = 0 at 

 / D = 0.5 ( Fig. 16 ). 
10 
Considering the horseshoe vortex, none of the simulations re- 

roduces the path showed by the reference. With a larger sepa- 

ation distance [10] , the horseshoe vortex showed by the simu- 

ations presents an offset toward negative X values with respect 

o the reference. The assimilation, both through DASOP and DA- 

OPI, does not influence the path of the horseshoe vortex before 

/D < 1 . It must be noted that, being the horseshoe vortex close 

o the ground, it lays outside the region where the forcing is ac- 

ive, as represented by Fig. 3 . For X/D > 1 , the assimilation through

ASOPI of the flow above the vortex influences its path, reducing 

ts distance with respect to the reference. The continuous line in 

ig. 16 represents the contour line u = 0 at Z/D = 0 . 5 . At this lo-
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Fig. 17. Number of iterations required to reach convergence as a function of the 

forcing spacing γ . 
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ation, inside the forced region, the assimilations performed both 

ith DASOP and with DASOPI reduces the distance between simu- 

ation and reference. As shown by Fig. 14 , DASOPI overcomes DA- 

OP in reproducing the wake shape of the reference. The shorten- 

ng of the wake brought by the assimilation causes also a reduction 

n the distance between the foci F 2 and F 3 between reference and 

ssimilated simulations, foci that are represented by the crosses in 

ig. 16 . 

The assimilation has also an effect on the convergence rate of 

he simulation. A simulation has been considered converged when 

he moving standard deviation (kernel equal to 500 iterations) of 

he model drag coefficient C d falls below a threshold value chosen 

qual to 10 −3 . Fig. 17 shows the number of iterations required to 

each convergence with respect to the relative mean forced point 

istance γ . For both DASOP and DASOPI, the amount of iterations 

or convergence is lower than in the baseline simulation (dashed 

ine in Fig. 17 ). Also in this case, decreasing γ has a positive ef-

ect, yielding a reduction of the number of iterations required. It 

ust be noted however that for γ < 0 . 03 , the number of iterations

eeded by DASOPI does not decrease anymore, which is ascribed to 

he appearance of the aforementioned edge effects. 

. Conclusions 

In this study, a data assimilation framework based on a state 

bserver algorithm has been presented. Two forcing terms, propor- 

ional (DASOP) and integral-proportional (DASOPI), have been con- 

idered. The performances of the proposed algorithms are based on 

n experimental dataset consisting of the time-average 3D velocity 

eld around a simplified car mirror geometry. The measurements 

ave been conducted with Robotic Volumetric PIV. 

Both the forcing terms proposed are functions of the difference 

etween the simulated velocity and the reference experimental 

ata. The local response function of the forcing term has been eval- 

ated, confirming the results of Imagawa and Hayase [13] , where 

he effect is limited to the region close the forced location; the 

hape and extent of the affected region depending on the local 

onvection and diffusion. 

The data assimilation of the entire domain of interest is 

arametrised with respect to the spatial concentration of forced 

oints or forcing density γ . Both DASOP and DASOPI produce a re- 

uction of the error compared to the baseline simulation . DASOP 

equires γ < 0 . 05 to produce significant effects, DASOPI yields a 

omparable error reduction at already γ = 0 . 1 , as a result of the
11 
igher strength, given the integral formulation of the forcing term. 

or γ < 0 . 1 , DASOPI reduces progressively the error of the assimi- 

ated simulation. The maximum error reduction is obtained at the 

aximum forcing density ( γ = 0 . 01) , where the error of the as-

imilated simulation is approximately 25% of the one of the base- 

ine simulation. 

The topological analysis based on the reattachment point, the 

rc-vortex and horseshoe vortex axes confirms that the data as- 

imilation by DASOPI produces a realignment of the simulation 

owards the experimental reference, also in those regions where 

he forcing is not applied locally. The latter suggests that the 

onvective-diffusive nature of the forcing mechanism may extrapo- 

ate the effects of the assimilated region beyond the domain where 

xperimental data is available. 
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