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Abstract

Multi-pedestrian tracking in camera networks has gained enormous interest in the industry because of
its applicability in travel-flow analysis, autonomous driving, and surveillance. Essential to tracking in
camera networks is camera calibration and, in particular extrinsic camera calibration. Extrinsic camera
calibration incorporates the 3D position and orientation of the cameras in the camera network. Current
methods for extrinsic calibration require special operators to place calibration objects in sight of all
cameras in the network, which is impractical and limits the ease of tracking in camera networks.

In this thesis, an automatic extrinsic calibration model is proposed to calibrate the extrinsic camera
parameters from the image data of all cameras in a network. The proposed method utilizes deep
learning algorithms for feature extraction and matching. The feature extraction step is a human-pose
estimator, extracting the key points of humans such as joints, eyes, and feet. The matching algorithm
is a re-ID algorithm using an affinity-based feature extractor.

Two camera network datasets have been used to evaluate the proposed model. A four-camera fully
overlapping dataset SALSA [1], and a more challenging seven-camera partially overlapping dataset
WildTrack [6]. The calibration accuracy of the model on both datasets is calculated by comparing
the ground truth value with the calibrated extrinsic camera parameters. On dataset WildTrack, the
model could calibrate three of the seven cameras, whereas the model had a near-perfect calibration
on dataset SALSA. Dataset SALSA achieved a root mean squared error in translation of 0.02 meters
and 0.0 radians in orientation, compared to the ground truth values.

The final product of this research is an automated extrinsic camera calibration model that eases the
camera calibration in camera networks. The proposed model could not calibrate all datasets, but the
model provides a baseline upon which future research can be done.
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Abbreviations

CCTV Closed-circuit television

DLT Direct linear transform

DOF Degree of freedom

FOV Field of view

fps Frames per second

GPU Graphical processing unit

mAP  Mean average precision

MPT  Multi-pedestrian tracking

NMS Non-maximum suppression

OSNet Omni-scale network

R-CNN Region base convolutional neural network
Re-ID Re-identification

RGB Red-green-blue

RMPE Regional multi-person pose estimation
RMS Root mean squared

SALSA Synergetic social scene analysis
SIFT Scale-invariant feature transform

SSD  Single shot multi-box detector

SVD Singular value decomposition

YOLO You only look once

Symbols

E Essential matrix

e Epipole

F Fundamental matrix
H Human-pose 3D point
h Human-pose 2D point
1 Epipolar line

N Affinity feature vector

Rotation matrix

Vi

Nomenclature



viii Nomenclature

S Corresponding point pairs
t Translation vector

X Corresponding point

T Epipolar plane

0 Threshold parameter between 0 and 1
C Camera

c Confidence parameter

E Reprojection error

F Value for frame skip

s Scale

u Horizontal pixel coordinate

v Vertical pixel coordinate
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Introduction

Multi-Pedestrian Tracking (MPT) is a computer vision task that detects and tracks pedestrians over RGB
video streams. It has gained interest from the industry in the last decade because it has a multitude of
applications, for example, surveillance, autonomous driving algorithms, and traveler flow analysis.

This research was initiated by Siemens Mobility stating the objective: “Design a real-time multi-camera
MPT algorithm used for crowd-density estimation and travel-flow analysis”. The motivation for this ob-
jective originated from current solutions in tracking. The current hardware used for tracking is top-down
stereo sensors, using RGB data and depth, while in parallel to these top-down camera sensors, CCTV
cameras survey the same scene. Moving this automated tracking task from stereo sensors to an al-
ready available infrastructure of CCTV sensors could drop costs by easing the implementation.
Thanks to the advancement in MPT, numerous trackers exist solving the multi-camera MPT, for ex-
ample, the works of [7], [13]. These trackers use a fast object detection algorithm for detecting and
tracking the pedestrians in 2D pixel locations for all cameras in the network. Tracks of these pedes-
trians are then transformed into real-world coordinates so that the data association step of the tracker
could assign global labels to the pedestrians. Transformation of 2D pixel coordinates into real-world
coordinates requires a homography matrix, and this is the camera calibration information and must be
available for multi-camera multi-person tracking [7]. An example of perfect camera calibration is given
in Figure 1.1.

Camera calibration information consists of the intrinsic and extrinsic camera parameters. The difference
between intrinsic and extrinsic camera calibration parameters is those intrinsic camera parameters are
camera specific and independent of position in the world, whereas extrinsic camera parameters are
not. Intrinsic parameters are focal length, center point, and distortion parameters. Extrinsic camera
parameters are the position and orientation of the camera in the real world. Calibrating the extrinsic
camera parameters is, therefore, more challenging because it requires calibration on site, done by a
trained operator [19]. The operator creates feature points in the camera network that are easily recog-
nizable on the images. Later, the operator matches the pixel coordinates of all viewing angles regarding
the created feature points, called correspondence points. Another camera calibration challenge occurs
when the camera’s orientation or position changes. Even small changes in the extrinsic parameters
require recalibration of the entire camera network, which is highly impractical [27]. These two charac-
teristics lower the ease of adoption of MPT-tracking algorithms in CCTV camera networks.

A solution to these limitations are automated calibration models such as: [26], [19], [27]. These auto-
calibration models use the intrinsic camera parameters and the RGB-video streams to determine the
extrinsic camera parameters and the human-pose estimation for correspondence points. Human pose
estimation determines the 2D pixel locations of human-pose key points, such as limbs, eyes, hands,
and feet (Figure 1.2).

The works of [26], [19] used a single human in a controlled environment for their calibrations. Having
a single human in the camera network makes the calibration significantly easier because all detected
human-pose key points belong to the same person, mitigating the feature point matching step in the
typical calibration techniques.
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Figure 1.1: The public dataset WildTrack [6] is shown here with its calibration precision visualized. The two images on the left
display the initialization points depicted in blue. These two points are projected to a single 3D point using the camera calibration
information and triangulation. The four images on the right show the same object (the nose of a shoe) but from varying viewing

angles. When the 3D point is back-projected to 2D pixel coordinates (using the camera calibration information of that camera
angle) it shows the 2D point on the same object, only in other viewing angles. These back-projected points are shown in red.

Figure 1.2: The human-pose estimation visualized on the dataset WildTrack [6] using the algorithm: AlphaPose [9].

The authors of [27] were able to create a robust automatic calibration model in an uncontrolled envi-
ronment; the authors proposed a method by finding the center line of the pedestrians from the human-
pose estimation step. Matching the center lines happened using a brute-force algorithm comparing the
tracks of the pedestrians. Matching these tracks by this brute-force algorithm was only possible when
the tracks of the pedestrians were long. Otherwise, it could not calculate a stable extrinsic calibration.

Both the works of [26] and [19] address the extension of their method to calibration using multi-person
human-pose estimations, creating more correspondence points that cover a more significant part of
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Figure 1.3: Re-identification across multiple datasets using OSnet [34]

the environment, therefore, increasing the accuracy of the extrinsic calibration [26] [19].

The matching step is problematic when using multi-person human-pose estimations for the calibration.
The authors of [34] proposed an Omni-scale re-identification algorithm, OSNet-AIN, which extracts dis-
tinctive re-ID features from pedestrians’ bounding boxes. OSNet-AlN is trained on multiple datasets,
and due to its architecture, it could do accurate re-identification on datasets it has not trained on (cross-
domain re-ID). Its ability to match pedestrians could solve the feature matching step in human-pose-
based automated calibration models. An example of OSNet-AIN is given in Figure 1.3.

1.1. Goal

The objective stated by Siemens was to design an MPT algorithm for camera networks. However,
the introduction described the difficulty of implementing CCTV-based tracking in camera networks due
to camera calibration. This research proposes an automatic extrinsic calibration model to ease the
implementation of CCTV-based tracking in camera networks. This research aims to investigate the
characteristics of the proposed auto-calibration model.

1.2. Research questions

The main research question is: How accurate is an automated extrinsic camera calibration model, us-
ing the human-pose estimation as features extractor and an automatic re-identification algorithm when
comparing the extrinsic camera parameters to the annotated calibration information?

This research question can be divided into three sub-questions:

* When assuming that re-identification across frames is correct, how does a single-person human-
pose estimation versus a multi-person human-pose estimation affect the calibration accuracy and
is the accuracy affected by the number of human-pose key points?

+ In automatic re-identification, what is the effect of evaluating each subsequent frame versus skip-
ping frames on the calibration accuracy, and how are mismatching errors handled?

» Does automated re-identification negatively affect the calibration accuracy compared with cali-
bration using annotated re-identification?

1.3. Contributions
This research’s main contributions to the camera calibration field are summarized below.

» This research improved human-pose-based calibration by expanding the single-person calibra-
tion to multi-person calibration. Increasing the calibration accuracy of these models.

* A re-ID algorithm for a camera network is proposed, using an existing affinity-based feature ex-
tractor. This re-ID algorithm can handle mismatching errors, thanks to its temporal filter.

» The first automatic multi-person full human-pose calibration model is proposed in this research,
achieving near-perfect calibration accuracy on dataset SALSA.
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1.4. Outlook

This research assignment is structured as follows, Chapter 2 discusses the related work, finds the
research gaps, and ends with the contributions of this research. In Chapter 3, the methodology of
this research is described. This chapter provides an extensive overview of the model’s architecture
in the automated calibration model and the experimental design. Chapter 4 describes the results and
discusses the implications and limitations of the experiments from the methodology chapter. Chapter
5 will conclude this research by answering each research question and presenting directions for future
work in the recommendations.



Related work

In this chapter, the literature for this research is presented. This chapter elaborates on the conventional
ways of camera calibration and the automatic calibration models with their sub-components. Section
2.1 the conventional method for camera calibration is described. Section 2.2 explains the automated
extrinsic calibration models.

The sub-components of the proposed auto-calibration model from Section 1.1, are explained in object
detection in Section 2.3, the human-pose estimator in Section 2.4, and the automatic re-ID is described
in Section 2.5.

Section 2.6 examines public datasets of camera networks with (partially) overlapping fields of view.

In Section 2.7 the found research gaps in the literature are discussed.

2.1. Conventional calibration

The most commonly known method for calibrating a network’s intrinsic and extrinsic camera parameters
is Zhang’s method [32]. This method requires skilled operators that show at least two orientations of
a planar pattern to the camera’s field of view. An example of a planar pattern is a checkerboard with
known dimensions, shown in Figure 2.1. After this calibration procedure, both intrinsic and extrinsic
camera parameters are retrieved.

One major downside to this technique is the need for a skilled operator to be on-site for the calibration
or when the cameras have to be re-calibrated.

EEEEEEEEN
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Figure 2.1: The checkered pattern used in the works of [32].
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Figure 2.2: SIFT feature matching of the Notre Dame [25]

2.2. Auto-calibration models

Scale-invariant feature transform (SIFT) [18] is an algorithm capable of extracting features, with a
difference-from-Gaussian function, from images and is widely used in automatic calibration. Corre-
spondence points are created by matching features of two frames from two different camera angles.
Extrinsic camera parameters are calculated using these correspondence points. A disadvantage of
using SIFT feature matching is the limitation of a small baseline between two cameras. The SIFT fea-
ture matching is only possible when the baseline between the two cameras is relatively small. A small
baseline between cameras creates almost the same image (Figure 2.2). With the slight variation in
images, it is possible to find the same features in the image by SIFT feature matching and calculate
the extrinsic camera parameters.

Other auto-calibration methods use temporal signatures to compute the extrinsic camera parameters
using epipolar geometry. These temporal signatures are extracted from the motion of detected objects
in the 2D pixel coordinates. The works of: [3], [4], [10] all used these temporal signatures, called mo-
tion barcodes. Motion barcodes test the epipolar geometry in the scene, and these methods omit the
use of re-identification methods in their approach, which is a huge advantage. One downside of us-
ing auto-calibration models with motion barcodes is that they cannot be deployed in planar scenarios.
Motion barcodes rely on the depth of moving objects to find epipolar lines. Limiting this method only to
non-planar scenarios.

The last category in automated calibration is human-pose based calibration [20], [26], [19]. These
methods are comparable with SIFT, whereas SIFT extracts features with the difference-of-Gaussian
function, using the extracted key points from the humans-pose estimator. These key points are a hu-
man’s joints, eyes, hands, and feet. The matching step of this auto-calibration model in these papers
[20], [26], [19] is non-existent because they all use datasets containing a single human in a controlled
environment. These methods gained interest because the accuracy of human-pose estimation has
increased massively with the use of deep-learning algorithms.

The last auto-calibration category uses the human-pose estimation as the primary source for features
but processes it as a vertical stick. This work [27] tracks these vertical sticks and matches them when
they are long enough. The matching step uses a brute-force method, matching all tracks of vertical
sticks and using them for calibration. The best calibration with the lowest relative re-projection error is
chosen as the valid calibration.
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2.3. Object detection

Due to the surge in deep-learning-based algorithms, object detectors have increased their performance
significantly, leading to remarkable breakthroughs in object detection [35]. Faster R-CNN [23] was the
first object detector that neared real-time speeds and achieved state-of-the-art accuracy. It uses two
separate networks for object detection, the region proposal network suggesting a location of interest
and an image classifier classifying the location of interest. Combining these two steps explains why
they are called double-staged object detectors.

The other category in object detection is the single-staged object detector. Two of the most popular
detectors in this category are: YOLO [22], and SSD [16]. Both algorithms skip the region proposal
network and use handcrafted locations of interest, like anchors [21]. Dropping the region proposal
network leads to faster than real-time detection. An example of the output of an object detector is
shown in Figure 2.3.

2.4. Human-pose estimators

Human-pose estimation is extracting human key points from bounding box coordinates on the image.
These bounding box coordinates come from the object detector stage. The current state-of-the-art in
the field of human-pose estimation is the deep-learning algorithm AlphaPose [9]. The works of Alpha-
Pose achieved its best mean average precision (MAP) when the object detector Faster R-CNN, based
on ResNet-152 [12], was used as the human detector, in combination with the pose estimation algo-
rithm PyraNet [30]. It achieved state-of-the-art results through its regional multi-person pose estimation
framework (RMPE).

This RMPE framework is later improved by the authors of [29]. It added novel techniques such as
PoseFlow builder and PoseFlow NMS to the RMPE framework. These additions made it able to track
the human-pose estimation over multiple frames. The overall human-pose tracker is called PoseFlow
and significantly outperforms the state-of-the-art on human-pose tracking datasets [29].

2.5. Re-identification algorithm

Person re-identification (Re-ID) is a retrieval problem, finding a person with the same features across
different non-overlapping datasets. Due to the increasing demand for public safety and an increasing
number of surveillance systems, the research on person re-ID has surged [31]. Unfortunately, real-
person re-ID is still not solved and has its challenges, and one of the largest ones is the large domain
gap between re-ID datasets. Re-identification algorithms are deep-learning algorithms, which makes
the performance of these algorithms dependent on their training regime. The problem with these re-ID
training datasets is that they are too varied in luminescence, background, and viewing angle, resulting
in re-ID algorithms overfitting their training data [34].

OSNet-AIN is one of the first re-ID algorithms capable of learning domain-generalized features, miti-
gating the effect of overfitting. It learns these generalizable features by cross-dataset learning. The
training regime of OSNet-AIN is pre-trained on the image classifying dataset imageNet [8], and after
this, it is fine-tuned on three other source datasets. The three re-ID datasets are: Duke [24], Mar-
ket1501 [33], CUHKO3 [15] for training and tested on the unseen dataset MSMT17 [28] as validation
[34]. OSNet-AIN reaches state-of-the-art results on cross-domain re-ID, is exceptionally lightweight,
and is open-source code.

2.6. Public datasets

Public dataset SALSA [1] is a dataset created to study free-standing conversational groups, analyzing
in a multi-modal approach. Four low-resolution, static surveillance cameras collect video data, and
each participant wears a badge that includes an accelerometer, Bluetooth, a microphone, and infrared
sensors [1]. The dataset contains two scenarios, a cocktail party and a poster session (Figure 2.4), in
a room of approximately 100 m?, with 18 participants. Both scenarios are 50 minutes long, and the
intrinsic and extrinsic camera parameters are annotated.

WildTrack [6] is a dataset using seven static surveillance cameras on a public square in Zurich, Switzer-
land (Figure 2.5). The authors of WildTrack created this dataset because, in real-world scenarios,
camera networks often have overlapping fields of view, and the authors found a lack of good quality
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Figure 2.3: From the original YOLO paper [22]. The YOLO object detector runs on simple artwork and images from the
internet. There is one error in classification, the second image from the bottom row classifies a person as an airplane.

Figure 2.4: Dataset SALSA [1], displaying both the poster session (top four images) and the cocktail party (bottom four
images). Around the participants are boxes drawn by HJS-PF tracking.

datasets that have this quality. Object detectors could benefit from the partially overlapping FOVs, by
using the different viewing angles for tracking, for example, in heavily occluded scenarios. The authors
of WildTrack suggested that prior to WildTrack, no large-scale and high-quality dataset met these re-
quirements.

WildTrack has a high resolution of 1920x1080p and a length of over 60 minutes at 60 frames per sec-
ond. Of those 60 minutes, 400 frames have annotated global labels. These 400 frames are shot at 12
Hz, spanning just over 30 seconds. Both the intrinsic and extrinsic camera parameters are available,
as well as the distortion coefficients. Over the entirety of the dataset, roughly 300 individuals pass the
square over an area of 500 m?.

2.7. Research gaps

In this section, research gaps are discussed from two works: [19], [27]. The work of [19] investigated
the single-person human-pose calibration method, showing promising results for further research in
human-pose-based calibration. The research gap in this work is the extension to multi-person human-
pose calibration, which the author mentioned in their future work section. The other recommendation
comes forth out of multi-person calibration. Recommendations concerning matching the multi-person
human poses for correspondence points and handling mismatching errors.

The other research gap came from the work [27]. The authors proposed an auto-calibration model
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Figure 2.5: The seven views of the WildTrack dataset [6]. The top four images are shot with a Go Pro hero 3 and the bottom
three are shot with a Go Pro hero 4, explaining the shift in image quality.

that does calibrate scenarios using multi-person human-pose estimation. However, instead of the total
human-pose estimation, it uses a processed version of the human-pose estimation with two corre-
spondence points. This processed version is called a vertical stick and is the maximum and minimum
value in height of the pedestrian (in pixel coordinates). It has some limitations, such as the brute-force
method for re-identifying pedestrian tracks. When paths are too short, this method cannot match the
vertical sticks over all cameras in the network. The research gap of this method is the influence of the
number of human-pose key points on the accuracy of a human-pose calibration model.

The research gaps found in the literature are summarized below and are the inspiration for the re-
search questions from Section 1.2.

* Is there a difference in the calibration accuracy between single-person versus multi-person human-
pose calibration?

» Does calibration accuracy increase if the human-pose estimation step has more key points ex-
tracted?

* When using multi-person calibration, how is the re-ID step handled, and how are mismatching
errors discarded?

2.8. Summary

In this chapter, the related work gave an overview of the relevant literature of this research. The chapter
elaborates on conventional calibration and automated calibration models, elaborating on their sub-
components.

Section 2.1 discusses the conventional calibration method, Zhang’s method [32]. Zhang’s method can
calibrate the intrinsic and extrinsic camera parameters.

Automated calibration in Section 2.2 explains all models that do an automatic calibration. These auto-
calibration models are SIFT [18], models using motion barcodes, and human-pose-based calibration
are presented.

The first Section of the sub-components of human-pose-based calibration is object detection in Section
2.3. Both double-staged and single-staged object detectors are discussed in this Section. In Section
2.4, the human-pose estimator AlphaPose and human-pose tracker PoseFlow are presented. Section
2.5 discusses the affinity-based feature extractor OSNet-AIN.

In Section 2.6, public datasets of camera networks are presented. These are datasets SALSA [1] and
WildTrack [6].

Section 2.7 discusses the research gaps found in the works of [19] and [27].






Methodology

This chapter explains the methodological approach to answering the main research question and its
sub-questions. In Section 3.1 the auto-calibration model’s architecture is described on a high level.
Section 3.1.1 tracks of human-pose estimations are generated. In Section 3.1.2, re-identification, two
re-ID methods are proposed that assign labels to the human-pose tracks consistent over the camera
network.

In Section 3.1.3, epipolar geometry, the first step in the structure-from-motion technique is set by cal-
culating the intrinsic projection geometry. In Section 3.1.4 the first camera pair is calibrated, and Sec-
tion 3.1.5 triangulates the first 3D human-pose points from this calibrated camera pair. Section 3.1.6,
perspective-N-points, matches the 3D real-world points with the 2D pixel-points and calibrates the re-
maining camera’s extrinsic camera parameters. In Section 3.1.7 the extrinsic camera calibrations from
the perspective-N-points step are optimized using bundle adjustment.

Section 3.2, explains the alignment of the calibrated extrinsic parameters with the ground truth. The
last three sections explain the experimental design for answering each research sub-question from the
research questions in Section 1.2.

3.1. Design

Creating an algorithm capable of extracting the extrinsic camera parameters from image data is the
desired output of this auto-calibration model, and this section will describe the design choices. Figure
3.1 visualizes the design on a high level.

The input of the auto-calibration model is both the intrinsic camera parameters and video data of all cam-
eras in the network. The human-pose tracker extracts human-pose key points over time and assigns
local labels to the tracked humans. The re-ID node matches pedestrians’ local tracks of the human-
pose tracker over all cameras in the network. The matched pedestrians’ human-pose key points are
then used as correspondence points and fed into the epipolar geometry node. The epipolar geome-
try computes the best initial camera pair to start the calibration and calculates the first 3D points of
the camera network with triangulation. The Perspective-N-Points node calibrates the remainder of the
cameras in the network, using 3D human-pose points and the 2D human-pose key points as input.
When all cameras in the network are calibrated, the bundle adjustment step optimizes the result by
minimizing the reprojection error.

3.1.1. Human-pose tracking

PoseFlow [29] is the human-pose tracker used in this research. PoseFlow uses the state-of-the-art
human-pose estimator AlphaPose with its RMPE framework and improves upon it by adding tracking.
The pose estimation step generates k = 136 different key points. The first 26 key points describe the
human-pose estimation (Table 3.1), whereas the other 110 key points describe the hands and face. In
the calibration step, only the 26 human pose key points are used for calibration.

Tracking of PoseFlow is per camera, meaning that it does not assign labels that are true for all cameras
in the network. For the remainder of this research, tracking in a single camera is called local tracking,
with local label [, and tracking in a camera network is called global tracking, with global label g.

11
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Figure 3.1: The block diagram of the proposed automated extrinsic calibration model.

The output of PoseFlow is: h¢ry; = [ucski Verki Copre]- The indices in he gy, stand for camera number:
C, frame length: f, key point: k, and local label: L.

Not all human-pose key points are equally hard to find. Ankles, for example, are currently the most
complex key points to find for a human-pose estimator. The certainty of the human-pose estimator is
quantified in the confidence parameter ccsy;. A threshold parameter detection accuracy (6,,) filters
out false detections (cci; < 84q)- This filtration ensures that good quality human-pose estimations are
used for calibration.

Index key point  Index key point Index key point
0 Nose 9 Left wrist 18 Neck
1 Left eye 10 Right wrist 19 Hip
2 Right eye 11 Left hip 20 Left big toe
3 Left ear 12 Right hip 21 Right big toe
4 Right ear 13 Left knee 22 Left small toe
5 Left shoulder 14  Right knee 23 Right small toe
6 Right shoulder 15 Left ankle 24 Left heel
7 Left elbow 16 Right ankle 25 Right heel
8 Right elbow 17 Head - -

Table 3.1: This table shows the human-pose key points according to PoseFlow. The tracker does detect extra key points from
the hands and face, making up 136 key points in total, but these extra points are left out in this research.

3.1.2. Re-identification

Re-identification transforms the local tracks generated by PoseFlow into global tracks. Matching is
done by comparing the pedestrians’ affinity features with all other detected pedestrians’ features in the
camera network. When a match is found, the matched local tracks (hcsy,;) in two cameras get the same
global label assigned (h¢ sy 4). The affinity-based feature extractor OSNet-AIN [34] is used for matching
the pedestrians in this algorithm.

In Section 1.2, the second research question mentioned the handling of mismatching errors in auto-
mated re-ID. Mismatching errors are bound to occur due to ID switches in the tracker of PoseFlow, or
a mismatch from the feature extractor OSNet-AIN. Therefore, two re-ID methods are proposed. The
two methods are called naive re-ID and filtered re-ID. The difference between the two methods is a
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temporal filter in the filtered re-ID method, designed to capture mismatching errors and discard them.
The filtered re-ID method is an extension of the naive re-ID method, and therefore it is depicted as one
flowchart in Figure 3.2. The dark tone orange blocks are the added nodes belonging to the filtered
re-ID, which are ignored in the naive re-ID method. The remainder of this section will be a step-by-step
explanation of both re-ID methods. First explaining the naive re-ID and later elaborate on the filtered
re-ID method

The input of both re-ID methods is the human-pose tracks and the RGB-image streams of the camera
network. After the first decision node, “found detections?”, in Figure 3.2, comes the feature extraction
and comparing step of the re-ID models. OSNet-AIN extracts affinity-based feature vectors N from all
detected bounding boxes of all cameras. When all features are extracted, the matching step of the
process begins. Matching both re-ID methods is a complex step because all feature vectors from one
camera viewpoint must be compared with all feature vectors of the other camera viewpoint. The rea-
son for this inconvenience is that there is no information about the scene. Each time a new camera is
added to the network, this matching problem becomes more complex.

The output of OSNet-AIN is a 512-D feature vector, and the authors of this feature extractor use the
cosine distance to compare the similarity between feature vectors [34]. Cosine distance (Equation 3.1)
outputs a scalar value between zero and one, and if this value is higher than the threshold parameter
Orep, then these feature vectors are considered a match.

NN

1—cos(NyN)=1—- —3
v IN: 1IN I

(3.1)

When a match is found between two feature vectors, the local labels [ of both human-pose estimations
(h¢yy;) are changed to global label g. Because the local labels are assigned to a human'’s track, all
local labels belonging to that track are changed to global labels. If one of the labels in the match al-
ready has a global label because, for example, it is seen by three cameras’ FOV, then only the local
label changes. If there are still more frames in the RGB-image stream, this process is repeated until
all frames are evaluated.

The second method adds filters to the naive re-ID method for catching mismatching errors because
mismatching errors add noise to the system and negatively influence the accuracy of the calibration.
There are two problems with re-ID, ID-switching and mismatching the affinity features. ID-switching is
the switching of labels between two humans, and this could happen when pedestrians are occluded by
walking past each other. Mismatching the affinity features happens when two pedestrians are similar in
appearance in one frame but are not the same person. Catching these mismatches is done by two dark
shaded orange process blocks in Figure 3.2. The first process block checks the global tracks. Each
time a pair with the same global label is detected, the cosine distance is calculated again to check if the
affinity features are still similar. When this value is lower than 6,,.,.xs, the global labels are changed
back to local labels for the remainder of both tracks. Notice that parameters 0,,-,.1s and Ozg;p are both
threshold parameters for matching affinity features but will not have the same value. The threshold for
matching 8zg;p is always higher than 6;,,.xs. Therefore, easier to remain a global track and harder to
match local tracks.

The second block only changes the local labels of tracks in global labels for future frames, whereas the
naive re-ID method changes a track’s local label in the past and the future. Changing local labels in
already evaluated frames could pose a problem. If the track switches from a pedestrian, due to an ID
switch, in frames prior, then the re-ID method could not correct that anymore because it only corrects
for frames in the future. Therefore, only local tracks with frames in the future will be changed to global
labels.

Most video data is shot with a frame rate of 30 Hz or even 60 Hz, which means that looking for matches
in each subsequent frame could be excessive since there is little change in the scenery. Therefore,
the last addition is proposed; instead of reviewing every frame. Frame skip parameter F is introduced,
and this parameter determines how many frames are skipped before evaluating again. By introducing
frame skip, more data could be evaluated with the same number of computations, potentially increasing
the model’s accuracy.
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Figure 3.2: The flowchart of the filtered re-identification method. The trapezium blocks are the input and output nodes of the
system. The diamond-shaped nodes are decision nodes and are always followed by an arrow with yes or no. The square
nodes are process nodes divided into two tones. The lighter shade of orange is for both naive and filtered re-ID. The darker

shade node

is only for the filtered re-ID, and ignored by naive re-ID.
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Figure 3.3: Epipolar geometry between two cameras visualized by [2]. The lines I and I’ are the epipolar lines defining the
epipolar plane m. Multiple epipolar lines will intersect, and this intersection is the epipole. An epipole defines the location of the
other camera’s center point.

3.1.3. Epipolar geometry

Following the processes of Figure 3.1, the next step is the epipolar geometry. The epipolar geometry
is independent of scene structure and is the intrinsic projective geometry between two views [5]. It
is called intrinsic projective geometry because it only depends on the camera’s intrinsic parameters.
Correspondence points are used to calculate the projective geometry between two views. These cor-
respondence points are pixel coordinates in two views that point at the same object in 3-dimensional
space. Correspondence points are depicted in Figure 1.1.

The intrinsic projective geometry is defined in three parameters: the epipoles (e), epipolar lines (1)
and epipolar plane (r), visualized in Figure 3.3. Epipoles are the cameras’ center points, an epipolar
plane is a plane with one edge being the baseline of the two cameras, and the epipolar line is the
intersection of the image plane with the epipolar plane. The desired output is the relative position of
the cameras and one matrix that encapsulates all this information called the fundamental matrix [11].
The fundamental matrix is a matrix F € R3*3 of rank two that satisfies Equation 3.2. Here the x’ and
x are corresponding points in homogeneous coordinates. Correspondence points are the matched
human-pose key point pixel coordinates. The normalized 8-point algorithm needs a minimum of eight
corresponding points to compute the fundamental matrix and is the simplest method that performs well
[11]. The simple normalization in translation and scaling is done to improve stability; the normalization
is a translation so that the corresponding points’ centroid is at the origin and the root mean squared
(RMS) distance is equal to V2 [11]. The work of [19] used the normalized 8-point algorithm as well and
found by the empirical observation that this algorithm was more robust when the observation noise was
large. In human-pose-based calibration, observation noise is high because it is hard to determine a
single pixel location for a human-pose key point like the ankle. Observation noise is not the only source
of the noise. When the re-identification algorithm [34] is used for labeling the pedestrians, mismatch
errors are bound to occur. Camera calibration methods, like SIFT [17], deal with noisy data with ran-
dom sample consensus or RANSAC. The RANSAC algorithm calculates multiple fundamental matrices
by forming multiple samples of correspondence points of size n = 8. Each subset of correspondence
points is fed to the normalized 8-point algorithm, which calculates the fundamental matrix F. All corre-
sponding points will be tested for each F matrix by Equation 3.2, corresponding point pairs that satisfy
x'Fx < Er.p, Will be considered an inlier. E,, is the reprojection error of the fundamental matrix, and
this error term is hand-picked. The F matrix with the most inliers is considered the true fundamental
matrix, and all its inliers are stored in S;,;;iers-

fin fiz fis||w
x'TFx = [u;v{l] far faz fas||vi[=0 (3.2)
f31 faz fazf|1
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Figure 3.4: The cheirality check is visualized by [11]. A and B are the center points of the camera, the line out of the center
point is the viewing angle, and the line perpendicular to that line is the image plane. The black dot represents the triangulated
point from all four possibilities. When the black dot is in front of both cameras, as in scenario a, the cheirality check is over, and
the correct extrinsic camera parameters are found.

3.1.4. Initial extrinsic calibration

The relative pose of the first camera pair will be determined by the decomposition of the essential matrix
E. The essential matrix between two cameras is the specialization of the fundamental matrix (Equation
3.3), requiring the initial camera calibration parameters (K.) of both cameras. This decomposition is
only possible with the essential matrix because it has fewer degrees of freedom (DOF). The fundamen-
tal matrix has seven, and the essential matrix has five DOFs and is singular.

The camera poses can be extracted from the essential matrix, but only up to a scale and with a four-fold
ambiguity [11]. The first cameras picked for the initial calibration are the camera pairs with the most
inliers from the epipolar geometry block. The first extrinsic camera parameters are initialized as P[I|0]
and according to the authors of [11], the singular value decomposition (Equation 3.4) decomposes the
parameters needed for the second extrinsic camera parameters P’ which is relative to P[I|0]. Equation
3.5 shows the four-fold ambiguity, u; is the third value of U and is the translation vector. This transla-
tion vector could be positive or negative. The rotation matrix is determined by the product of uwv’ or
UW'V’. The only way to check which of the four configurations in Equation 3.5 is valid is by a cheirality
check. A cheirality check triangulates a point with all four possible configurations. The configuration is
considered the valid extrinsic camera parameters when the 3D point from the triangulation step is in
front of both cameras (returns a positive depth value). This process is shown in Figure 3.4.

1,0,0 1,0,0
E=U|0,1,0|/V" =U|0,1,0| (WU'R) (3.4)
0,0,0 0,0,0
P = [UWV'| + u;] or [UWV' | —u;] or [UW' V7| + u3] or [UW' V7| — u;] (3.5)

3.1.5. Create 3D points

Once the first pair of cameras is found, all human-pose key points h.s,, could be projected onto the
3D world coordinate scene as Hy,,. Projecting pixel coordinates to real-world coordinates is done
via triangulation and is mostly known from stereo vision. This process is displayed in Figure 3.5. The
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Figure 3.5: Triangulation visualized by [11]. x and x’ are the corresponding pixel coordinates in two image planes. X is the 3D
world coordinate in [xy,c, Ywe Zwel

homogeneous Direct Linear Transform (DLT) is used for triangulating the 3D world coordinate Hy,, €
R**1_ Notice the drop of camera index C, which is no longer necessary because it is a real-world
coordinate now, independent of camera angle. Triangulation starts by forming two equations using the
corresponding human-pose key points: h and h' (all other parameters f,k,g are equal) and camera
matrices P and P’. The two equations are then: h = PH and h' = P'H, and when combined it is written
to a form: AH = 0. Solving H is done by a singular value decomposition (SVD) A = usv’, finding the
smallest singular vector corresponding to the smallest singular value of matrix A [11]. Eventually, this
leads to the answer where H is equal to the last column of V from the SVD.

All 2D human-pose key points (h¢yy,) from the inliers (S;y,;.,s) are now be converted to points in 3D
Hf, . Itis limited to only the inliers; otherwise, the outliers that contain noise are triangulated to 3D
world points H, hurting the perspective-N-points step in the next section.

3.1.6. Perspective-N-Points

Perspective-n-points is finding the tomography between 2D pixel coordinates and 3D real-world loca-
tions. Homography is, in this research, the extrinsic camera calibration parameters. In the previous
section, 3D points were triangulated from calibrated cameras. When adding a new camera to the
calibrated camera network, all the human-pose key points (h¢, ) belonging to the new camera are
compared with the 3D points (Hy,,). A match is found whenever parameters [f, k, g] are equal. The
number of matches is stored, and all calibrated cameras undergo this process. The camera angle with
the most matches is chosen for the perspective-N-points step.

The algorithm used for perspective-N-point is called the EPnP algorithm [14], and it is in combination
with RANSAC, known from the fundamental matrix estimation in Section 3.1.3. EPnP is a non-iterative
approach that is both accurate and stable. The authors of [14] combined their proposed algorithm
EPnP with RANSAC to filter out erroneous correspondence points. In this application, the erroneous
correspondence points are likely to be mismatched errors from the re-identification step. RANSAC
calculates the best extrinsic camera parameters with the lowest reprojection error 6p,,,. Setting this
error term high will cause the RANSAC algorithm to converge faster to a solution, reducing calibration
accuracy.

Table 3.1 shows that the node, creating new 3D points, loops back to the perspective-N-points step.
When the perspective-N-points step finds new extrinsic camera parameters, it adds more 3D points
by triangulation. More 3D point projections mean more chance that a newly introduced camera has
2D point projections that correspond, and so add the new camera in the same coordinate frame. This
process is done when the number of cameras equals the number of intrinsic camera parameters K. or
if all possible camera pairs have been reviewed.
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3.1.7. Bundle adjustment

The final step of the methodological framework is the optimization step of the design. Bundle adjust-
ment refines the camera matrices’ initial estimation using an objective function. In this case, it is the
reprojection error. This error is an error in pixel distance between the pixel location of the human-pose
key points and the reprojected 2D pixel coordinates of the 3D world coordinates. This process is visu-
alized in Figure 3.6. The 3D points are triangulated human-pose key points from Section 3.1.5. The
pixel coordinates are calculated by Equation 3.6.

u x P Cx||T1 Tz Tz 4 )Y(
slvl=[0 £ cyf|r21 12 T3 t 7 (3.6)
1 0 0 s||rzq 132 T33 t31
1 N
Luse (. f () = 3 )y = P @.7)
i=1
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Luar f0) = % Iy = F@) (3.8)
i=1
1
s =fe)? if [y = fe)| <6
Lhuber(y:f(x)"s) - {5((}2} —f(x)) _ %5) otherwise (3-9)

Three loss functions could be used to calculate the reprojection error. These functions are the mean
squared error (Equation 3.7), the mean absolute error (equation 3.8) and the Huber loss function (Equa-
tion 3.9). The main disadvantage of the mean squared error is its sensitivity to noise. Outliers are
squared in the mean squared error function, increasing its influence. The mean absolute error, on the
other hand, ignores these errors by dropping the quadratic term. The Huber loss is a compromise
between the two loss functions, and the § term determines the threshold of when to use which loss
function. For the reason that the data could contain plenty of noisy data, the Huber loss function is
used as the loss function for the reprojection error.

The optimization algorithm is the Levenberg-Marquardt least squares algorithm and is often used in
bundle adjustment, like in these works [26] [19]. It finds the minimum of a function that is non-linear, in
this case, the translation and orientation of the cameras within the camera matrices. The rotation matrix
within the extrinsic camera parameters is written to a rotation vector and, together with the translation
vector, resulting in a 6-dimensional optimization problem.

3.2. Evaluation

Each research question compares the calibrated extrinsic camera parameters with the ground-truth
data from the dataset. An issue with comparing the ground truth to the calculated extrinsic camera
parameters is that the output of the auto-calibration model is relative. The parameters are in relative
coordinates because there is no additional information about the scene’s dimensions, which means that
scaling, translating, and rotating are necessary for evaluation. This section explains the data prepara-
tion needed to compare the ground truth with the calculated extrinsic camera parameters.

The first step is translation, both the ground truth and the calculated extrinsic parameters their cen-
ter coordinates are translated to the origin, making it possible to align them with rotation. The next
step in aligning the camera networks is by calculating the scale. Here the magnitudes of all camera
translation vectors t are compared in Equation 3.10. For each camera C, scale s. is calculated. The
mean value of s is considered the overall scale of the camera network. The extracted camera network
is then multiplied by the scale factor s.

s; = Jlti;round truth|/\/|tgalibrated| (310)
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Figure 3.6: The red dots represent the human-pose key points used for triangulating the 3D real-world dot in blue. The green
dot is the pixel location of the reprojected 3D world point back onto the image, and the black line between the two pixels is
called the reprojection error.

After scaling, the orientation of the camera network is adjusted. The vectors of both camera networks
are aligned using a Kabsch algorithm (Equation 3.11), by minimizing L(R) using the root mean squared
deviation between the two rotation matrices R.

Multiplying this rotation matrix with the extracted camera network returns a network with almost the
same scale and orientation. The difference between the ground truth extrinsic camera parameters and
the calibrated camera parameters are calculated using the root mean squared (RMS) error function.
This calculation is done per the camera’s rotation matrix and translation vector. The RMS error values
are referred to as the calibration accuracy.

n
1 .
LR) = > E ||tgalibrated _ geground truth 2 (3.11)
i=1

3.2.1. Human-pose calibration

The first experiment concerns the first research sub-question from Section 1.2. This experiment com-
pares single-person human-pose-based calibration with multi-person human-pose-based calibration
and the influence of the number of key points used for calibration. Matching the human-pose estima-
tions in multi-person calibration is done by the annotated re-ID, in this experiment. Annotated re-ID is
done by the maker of a dataset, annotating global labels to pedestrians by hand.

Firstly, the experiment of single- versus multi-person human-pose-based calibration is executed. The
single-person calibration picks the pedestrian with the longest path in the dataset. The multi-person
calibration has no limit on the number of pedestrians is picks for the calibration. The comparison be-
tween the two calibrations is made by reviewing their calibration accuracy.

The second test examines whether increasing the number of human-pose key points affects the cali-
bration accuracy. This test will examine the calibration score for four configurations, visualized in Figure
3.7. Three configurations use the human-pose key points (Full, Simple, Vertical stick), configuration
full has 26 key points, configuration Simple has five key points, and Vertical stick has two key points.
The fourth configuration is added to examine when zero key points are found. Instead of key points, it
uses the four points from the bounding box.

3.2.2. Automatic re-ID

This experiment analyzes the automated re-ID models, naive and filtered re-ID. The re-ID methods
are added to the multi-person human-pose calibration, and their calibration accuracy is compared.
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Figure 3.7: The four configurations of the correspondence points used in this experiment. The first three configurations are
from the human-pose estimation, and the fourth configuration uses the bounding box coordinates confined by the human.

The first test examines if the automatic re-ID method suffers from mismatching errors by calculating
the calibration accuracy over multiple frame lengths. This test could show if the model suffers from
mismatching errors and if the filtered re-ID’s temporal filter can discard these mismatching errors.
The second test of the experiment examines frame skip. Frame skip is added to the re-ID models
because it tests the effect of evaluating each subsequent frame in re-ID versus skipping a pre-defined
number of frames for each evaluation. Four values for frame skip are tested, [0,10,25,50]. All four
calibrations are done with the same number of evaluations.

3.2.3. Automatic versus annotated re-ID

In this experiment, the automatic re-ID methods, including frame skip, are compared to the best anno-
tated re-ID calibration from Section 3.2.1.

This comparison answers the last research sub-question from the research questions if there is a de-
crease in calibration accuracy when adding automatic re-ID.

3.3. Summary

This chapter discussed the methodological approach of designing an automated human-pose-based
auto-calibration model capable of calibrating camera networks without needing a special operator on
site.

Section 3.1 gives a high-level overview of the proposed model, containing the human-pose estimator,
the re-ID algorithm, and the structure-from-motion technique [11].

The Section 3.1.1 discusses PoseFlow [29]. This human-pose tracker extracts the human-pose estima-
tion and tracks humans over time. Section 3.1.2 describes the re-ID methods and how they transform
tracks with local labels to tracks with global labels.

The Section 3.1.3 explains the first step in the structure-from-motion technique [11], computing the
fundamental matrix with the normalized 8-point algorithm. In Section 3.1.4 the essential matrix is cal-
culated and decomposed in the first pair of initial extrinsic camera parameters.

In Section 3.1.5 the first 3D human-pose points are triangulated for calibration.

Perspective-n-points in Section 3.1.6, adds new cameras to the calibration, using the EPnP algorithm
[14] in combination with RANSAC.

Section 3.1.7 optimizes the calibration by minimizing the reprojection error using the Levenberg-Marquardt
algorithm and the Huber loss function. This optimization technique is called bundle adjustment.

The evaluation Section 3.2 explains the calculation of the calibration accuracy by aligning the cali-
brated extrinsic camera parameters with the ground truth.

Experiment 1 in Section 3.2.1 describes the experiment of how to analyze the difference in single-
person and multi-person calibration, followed by a second test analyzing the calibration accuracy with
four key point configurations.

Experiment 2 in Section 3.2.2 explains the experiment where it compares the re-ID methods naive and
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filtered when used in a multi-person human-pose calibration model, including the addition of frame skip.
Experiment 3 in Section 3.2.3 describes the experiment automatic re-ID versus annotated re-ID.






Results

This chapter presents the results of the experiments proposed in the methodology in Section 3.2. Sec-
tion 4.1 explains the datasets used for evaluating the proposed calibration method, and Section 4.2
describes the testing setup by describing the hyper-parameters of the model one by one. In Section
4.3 the calibration accuracy between single-human-pose estimation and multi-human-pose is com-
pared, as is the effect of the number of human-pose key points on the calibration accuracy. In Section
4.4, the automatic re-ID methods are added to the calibration model and analyzed. In Section 4.5 the
difference in calibration accuracy between automatic re-ID and annotated re-ID in human-pose-based
calibration is examined.

4.1. Datasets

The datasets used for the evaluation step are publicly available datasets SALSA [1], and WildTrack [6].
The SALSA dataset consists of two social gatherings in one room of approximately 100 m? surveyed
by four cameras (Cy, C,, .., C,) with a resolution of 1024x768 pixels. All four cameras overlap in their
field of view and have their intrinsic and extrinsic camera parameters available. This dataset is chosen
as one of the evaluation datasets because it is publicly available, has two scenarios being 25 minutes
long at 15 fps, and has 18 participants entering and exiting the field of view of all cameras.

WildTrack is the second dataset and is a bit more challenging than the SALSA dataset. This dataset
is filmed outside by seven cameras (C;, Cs, .., C;) in a scene of approximately 500 m?, with a resolution
of 1920x1080 pixels. The challenging part is that not all cameras overlap in FOV. One of the advan-
tages over SALSA is that the annotation of global pedestrian labels is carefully done, therefore a useful
dataset to compare the naive and filtered re-ID methods to. The length of the dataset is an hour long,
and over this time, 300 participants cross the scene.

All information regarding the datasets is summarized in Table 4.1.

cameras overlap participants duration resolution area

SALSA [1] 4 full 18  50min  1024x768 100 m?
WildTrack [6] 7 partially 300+ 60min  1920x1080 500 m?

Table 4.1: Properties of datasets SALSA and WildTrack.

Both datasets suffer from lens distortion, and the parameters to correct this effect are present in the
known intrinsic camera parameters, called the distortion coefficients. Before calibration, all frames are
corrected from this distortion by using OpenCV.

23
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4.2. Testing setup

The experiments in this chapter were done on an Amazon EC2 G4 instance. The instance, G4dn.large,
was a single GPU with 16GiB of memory.

The extrinsic auto-calibration model used specific hyper-parameters. This section explains these pa-
rameters one by one. The detection accuracy of the human-pose estimation is set to 6, = 0.7 (Figure
A.1). The threshold for the OSNet-AIN feature extractor for matching local labels to global labels is set
to Orgip = 0.8 (Table A.1) and the filter parameter for deleting global tracks is set to 8;,4c1s = 0.7. The
maximum reprojection error when estimating the fundamental matrix is Esfy = 2.0 and the maximum
reprojection error in the perspective-N-points problem is set to Ep,p = 4.0. The threshold parameter
for the optimization with bundle adjustment is set to 8,,,,4;c = 0.5 (as in the works of [19]).

All human pose key point extractions are done with the human-pose estimator PoseFlow [9]. Other
information like the evaluation dataset or the frame length is described per Section.

4.3. Experiment 1: Human-pose calibration

The first experiment, in Section 4.3, investigates the research sub-question: “When assuming that
re-identification across frames is correct, how does a single-person human-pose estimation versus a
multi-person human-pose estimation affect the calibration accuracy and is the accuracy affected by
the number of human-pose key points? ”. The dataset for this experiment was WildTrack, using the
annotated global labels. Both tests are executed with the maximum number of frames for evaluation.

4.3.1. Single-person versus multi-person

The first test is the comparison between the single-person calibration and the multi-person calibration.
The expected outcome of this experiment is a better calibration accuracy for multi-person calibration.
This expected outcome is because the best result in the works of [19] was achieved when a single
participant covered most of the area. Instead of one participant covering a large area, this experiment
uses multiple participants for covering a large area.
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Figure 4.1: The area plot using dataset WildTrack, with frame length f = 300 and annotated re-ID. Single-person (in green) is
compared to multi-person (in red) is compared to the ground-truth calibration of WildTrack. The XY-plot has an equal range, but
the XZ-plot has not. Camera names of the multi-person plot are left out because they are close to the ground truth camera
names.
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WildTrack multi-person

WildTrack single-person

Translation error [m]

Rotation error [rad]

Translation error [m]

Rotation error [rad]

C, 0.019 0.0 3.928 0.005
C, 0.019 0.0 14.983 0.018
Cs 0.010 0.0 30.964 0.244
Cy 0.032 0.0 - -
Cs 0.012 0.0 8.492 0.028
Ce 0.025 0.0 0.632 0.015
C, 0.020 0.0 5.216 0.003
average 0.020 0.0 10.70 0.052

Table 4.2: This table shows the RMS error for translation and rotation for the configuration f = 300 over all seven cameras in
the network.

Figure 4.1 shows the translation vectors of the calculated extrinsic camera parameters, with f = 300.
It has only evaluated 300 frames instead of the maximum 400 annotated frames because the GPU
ran out of memory while calculating the human-pose tracks. Figure 4.1 draws three plots: the anno-
tated values, the single-person, and the multi-person calibration. This figure shows that single-person
calibration is significantly worse compared to the multi-person calibration in camera center point ap-
proximation. Table 4.2 depicts the calibration accuracy of both single- and multi-person calibration in
RMS errors. The single-person calibration was not able to find all cameras in the calibration. Camera C,
was not found for this testing setup. The calibration accuracy had an average RMS error of 10.7 meters
in translation and 0.052 radians in rotation, which is poor calibration accuracy. The accuracy gained
by including all people in the scene was significant, closely resembling the ground truth with an RMS
error in translation of 0.02 meters and 0.0 radians. These results are in line with the expected outcome.

4.3.2. Number of key points

The second test of this experiment investigates the influence of the number of human-pose key points
and the calibration accuracy. Four key point configurations are used in this experiment, with varying
numbers of key points. These four configurations are visualized in Figure 3.7. Three configurations
(Vertical stick, Simple, Full) use key points from the human-pose estimator, and one uses the Bound-
ing box configuration. The frame length is again the maximum frame length from the previous Section
f = 300.

The work of [27] used only the extremes of the human-pose (vertical stick configuration) for their ro-
bust auto-calibration model, with accurate extrinsic camera parameters as output. In the work of [19],
covering more area increased calibration accuracy. Increasing the number of human key points does
not increase the covered areas. Therefore, both works suggest that increasing the human-pose key
points will not necessarily increase calibration accuracy.

Figure 4.2 shows the area plots of dataset WildTrack with four configurations of human-pose key points.
The results are shown in Table 4.3. The bounding box coordinates do not supply good quality corre-
spondence points for the calibration, with the calibration method finding three cameras out of seven.
The three configurations using the human-pose key points do find accurate calibrations. Configuration
vertical stick finds six out of seven cameras with an average RMS error of 0.109 meters in translation
and 0.044 radians in rotation. Simple human finds all cameras in the network, but the calibration suffers
from the poorly calibrated fourth camera. The average RMS error of this configuration is 0.652 meters
in translation and 0.005 radians in rotation, meaning that the overall calibration accuracy is worse for
the simple human-pose configuration than the vertical stick configuration, albeit the simple configura-
tion could calibrate all the cameras. The best calibration is calculated when all human-pose key points
that determine the entire body are used for calibration. The configuration using the full human pose has
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Figure 4.2: The area plot using dataset WildTrack, with frame length f = 300 and annotated re-ID. Four key point
configurations are compared to the ground truth calibration of WildTrack. The XY-plot has an equal range, but the XZ-plot has
not. The camera names of the ground truth are shown, and of the configuration Simple in the XZ-plane.

a near-perfect calibration when considering rotation and the average translation error is 0.020 meters
in an area of 500 m2.

These tests conclude the first experiment. Multi-person human-pose calibration showed an increase in
calibration accuracy compared to single-person human-pose calibration. This accords with the work of
[19] that more correspondence points covering a larger area lead to better calibration. When calibrating
using the human-pose key points as correspondence points, it is beneficial to use more points of the
human pose instead of subsets defining the longest vertical line or a more straightforward representa-
tion of the human pose. These findings could improve the work of [27], assuming that their brute-force
matching algorithm could handle more human-pose key points.

There were two limitations found in this experiment. The first was that the extrinsic parameters were
not calculated in a controlled environment as [19]. Single-person human-pose calibration in this test
was done “in the wild” by picking the person who was recorded the longest. Therefore, it could not
conclude if such a boost in accuracy is found when single-person human-pose calibration is compared
to multi-person human-pose calibration in a controlled environment.

The second limitation was the GPU memory shortage. This experiment used the annotated re-ID and
had 400 frames available for calibration. However, the GPU was limited to 300 frame evaluations
before being killed.
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Vertical stick Simple human-pose

Translation error [m] Rotation error [rad] Translation error [m]  Rotation error [rad]

C; 0.007 0.0 0.281 0.003

C, 0.107 0.0 0.832 0.004

Cq 0.338 0.07 0.376 0.002

C, - - 0.261 0.003

Cs 0.058 0.001 1.965 0.022

Ce 0.012 0.0 0.791 0.001

C, 0.130 0.001 0.318 0.003
average 0.109 0.044 0.652 0.005

Full human-pose Bounding box

Translation error [m]  Rotation error [rad] Translation error [m]  Rotation error [rad]

(o) 0.019 0.0 5.006 0.887

C, 0.019 0.0 0.121 0.736

Cs 0.010 0.0 - -

(o 0.032 0.0 - -

Cs 0.012 0.0 - -

Ce 0.025 0.0 - -

C, 0.020 0.0 6.197 0.884
average 0.020 0.0 11.32 0.836

Table 4.3: Dataset WildTrack is used with frame length f = 300. Root mean squared error of the four configurations in
correspondence points. These configurations are Vertical stick, Simple, Full, and Bounding box.

4.4. Experiment 2: Automatic re-ID

In this experiment, both the re-ID methods are examined, naive re-ID and filtered re-ID. This experiment
examines the research sub-question: “In automatic re-identification, what is the effect of evaluating
each subsequent frame versus skipping frames on the calibration accuracy, and how are mismatching
errors handled?’. The naive and filtered re-ID methods are used for the re-ID step in the multi-person
human-pose calibration. This analysis does not require a challenging dataset like WildTrack. This
experiment examines the properties of the re-ID methods, so the smaller dataset SALSA is used.

4.4.1. Naive versus Filtered re-ID

The analysis of dataset SALSA is as follows, both re-ID methods are used for multiple frame lengths
from f = 100 to f = 1000 with incremental steps of 100. For each of the steps, the calibration accuracy
is calculated. The filtered re-ID method has a temporal filter against mismatching errors (Section 3.1.2).
Therefore it should be more resilient against mismatching errors from the re-ID algorithm OSNet-AIN.
The influence of these mismatches on calibration is shown by comparing the calibration accuracy of
the naive and filtered re-ID.

Figure 4.3 plots the RMS error of the translation and rotation over the number of frames used. The
RMS error remains constant over time for the filtered re-ID after f = 300. When using the naive re-ID
method for calibration, the calibration accuracy increases RMS error, in translation, from f = 800.

Figure 4.4 visualizes the case of f = 1000 and its results are depicted in table 4.4. The difference in
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Figure 4.3: This figure displays both re-ID methods, applied to multi-person human-pose calibration, with their RMS error of the
translation (top) and the rotation (bottom) plotted over their used frame lengths.
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has an equal range, but the XZ-plot has not.
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Naive re-ID Filtered re-ID
translation error [m] rotation error [rad] translation error [m]  rotation error [rad]
C; 14.206 0.669 0.042 0.002
C, 7.947 0.667 0.136 0.004
Cq 4,797 0.657 0.052 0.011
C, 12.271 0.06 0.004 0.002
average 9.801 0.513 0.059 0.005

Table 4.4: Root mean squared error of both naive and filtered re-ID from Figure 4.4. These results were gathered with dataset
SALSA for the case f = 1000

calibration accuracy between naive and filtered re-ID is significant. The average RMS error for naive
re-ID is 9.801 meters in translation and 0.513 radians in rotation. The filtered re-ID had an RMS error
of 0.059 meters in translation and 0.005 radians in rotation.

4.4.2. Frame skip

In this second part of this experiment, frame skip is added to both re-ID methods. Frame skip is set to
four values: 0, 10, 25, and 50. The number of evaluations is set to 200.

Expected is that the efficiency of the model increases. The efficiency increases because frame length
is enlarged, increasing the chance of correspondence points being spread out more, and the calibration
is done with the same number of evaluations. Another expectation is that both re-ID methods will have
similar calibration accuracies. This prediction is based on Figure 4.3, where it displays the difference
in calibration accuracy. The difference in calibration accuracy is low for evaluations below 800, where
this test will use 200 evaluations.

Table 4.5 shows the results of the re-ID methods with four values of frame skip. The expected increase
in efficiency is only seen in the filtered re-ID, which improved the calibration accuracy. The best cal-
ibration accuracy was achieved with F = 25, scoring an RMS error of 0.019 meters and 0.0 radians.
Another expected outcome was that both re-ID methods would not differ in calibration accuracy. How-
ever, this was only found for F = 50. The other values had RMS errors of multiple meters in translation,
suggesting that re-ID methods when using frame skip are more susceptible to mismatching noise.

These tests conclude the second experiment. The results of this section suggest that temporal fil-
tering in filtered re-ID mitigated mismatching noise well for up to f = 1000. The second test showed
that to increase calibration accuracy, not all subsequent frames of a dataset need to be evaluated if
a filter for handling mismatching errors is included. These findings answer the second research sub-
question.

The limitation of this experiment is that comparing two re-ID methods only shows that there is mis-
matching noise. However, this experiment does not show the origin of the mismatching errors, like if
they originate from ID switches in the PoseFlow tracker step or if the feature extraction step of OSNet-
AIN creates this noise.
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Naive re-ID
F=0 F=10 F=25 F=50
t[m] R/[rad] t[m] R[rad] t[m] R[rad] t[m] RIrad]
¢; 0.101 0.004 1.802 0.888 2.996 0.59 0.060 0.015
C, 0.303 0.006 1.585 0.889 3.941 0.594 0.044 0.002
C; 0.232 0.012 2.829 0.868 11.862 0.618 0.026  0.001
c, 0.023 0.003 3.236  0.507 4159 0.744 0.021 0.001
average 0.165 0.006 2.363 0.788 5.740 0.637 0.038 0.005
Filtered re-ID
F=0 F=10 F=25 F=50
t[m] R[rad] t[m] R[rad] t[m] R[rad] t[m] R[rad]
C; 0.038 0.331 0.042 0.001 0.010 0.0 0.058 0.015
c, 1.022 0.351 0.029 0.001 0.013 0.0 0.038 0.002
C; 0.961 0.332 0.019  0.002 0.019 0.0 0.025 0.0
c, 0481 0.316 0.033 0.001 0.035 0.0 0.020 0.001
average 0.626 0.333 0.031 0.001 0.019 0.0 0.035 0.005

Table 4.5: This table compares the influence of frame skip on both naive and filtered re-ID, using 200 computations on dataset
SALSA. For example, F = 50 evaluates till frame f = 10000 and F = 0 evaluates 200 frames.

4.5. Experiment 3: Automatic versus annotated re-ID

This experiment applies the auto-calibration method to the dataset WildTrack and compares auto-
matic versus annotated re-ID. The research sub-question for this experiment is: “Does automated
re-identification negatively affect the calibration accuracy compared with calibration using annotated
re-identification?”. Even though the last experiment (Section 4.4) concluded that the filtered re-ID
achieves better calibration accuracy compared to naive re-ID, both methods are used for the dataset
WildTrack, testing if this behavior is consistent over multiple datasets. The re-ID methods will be tested
with and without frame skip. In the annotated re-ID case, the best calibration result is chosen for com-
parison, multi-person human-pose calibration with f = 300 and the full human-pose configuration. This
configuration had RMS errors of 0.020 meters in translation and 0.0 in rotation.

4.5.1. Full evaluation

As in the previous section (Section 4.3), the calibration was limited due to a memory shortage. For the
calibration, only 100 evaluations were possible. Therefore the frame length is set to f = 100.

The dataset WildTrack has almost twenty times more participants than the dataset SALSA, which could
potentially compensate for only having 100 evaluations to calibrate with.

Calibration on dataset WildTrack, with the naive and filtered re-ID methods, showed poor calibration
accuracy. Figure 4.5 visualizes the difference in calibration between naive re-ID and annotated re-ID.
With an average RMS error of 30.28 meters and 0.7 radians, only six of the seven cameras were found
in the camera network. The auto-calibration model with the filtered re-ID method could not calibrate at
all.

4.5.2. Evaluation with frame skip
This test investigates if adding frame skip shows a rise in efficiency on the auto-calibration using Wild-
Track. Both tests are done by re-ID methods naive and filtered with a frame skip of F = 25. The
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Figure 4.5: The area plot of WildTrack, using f = 100 and the naive re-ID method versus the annotated re-ID. The annotated
re-ID plot does not have camera names plotted because it closely resembles the ground truth. Both plots do not have an equal

range.
Naive re-ID Filtered re-ID
translation error [m] rotation error [rad] translation error [m]  rotation error [rad]
C; 22.51 0.476 - -
C, - - - -
Cs 11.71 0.795 - -
(o 25.51 0.471 - -
Cs 84.16 0.827 - -
Ce 4.02 0.824 - -
(o 34.37 0.856 - -
average 30.38 0.708 - -

Table 4.6: Root mean squared error of the translation and rotation, on dataset WildTrack with frame length f = 100

maximum frame length for this test is set to f = 1000. After 1000 frames, the PoseFlow tracking algo-
rithm led the GPU to run out of memory.

The evaluation of dataset SALSA showed an improvement when frame skip was added to the auto-
calibration method with the same number of computations. However, the previous Section had 100
evaluations, and this test will have 40. Expected is that it will not significantly affect the calibration
accuracy.

In Figure 4.6 and Figure 4.7 the area plots are presented and the RMS errors are displayed in Table
4.7. The naive re-ID could calibrate all cameras in the network, although it suffered an increase in
average RMS error in the translation of 24 meters. The automatic calibration could output three extrin-
sic parameters with an RMS error of 0.022 in translation and 0.668 radians in rotation when using the
filtered re-ID method.
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Figure 4.6: The area plot of WildTrack, using f = 1000 and the naive re-ID method with frame skip F = 25 versus the
annotated re-ID. The annotated re-ID plot does not have camera names plotted because it closely resembles the ground truth.
Both plots do not have an equal range.
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Naive re-ID F = 25 Filtered re-ID F = 25

translation error [m] rotation error [rad] translation error [m]  rotation error [rad]

C; 63.55 0.695 0.033 0.589

C, 37.79 0.758 - -

Cs 5.643 0.751 - -

C, 34.73 0.591 0.034 0.569

Cs 36.25 0.881 - -

Ce 154.1 0.740 - -

C; 46.10 0.701 0.000 0.845
average 54.02 0.731 0.022 0.668

Table 4.7: Root mean squared error of the translation and rotation on dataset WildTrack for f = 1000, comparing the naive and
filtered re-ID methods when frame skip 25 is added.

These tests conclude the third experiment. In the full evaluation test of this experiment, naive and
filtered re-ID could not find the extrinsic camera parameters accurately. The second test applied frame
skip, but the improvement of the calibration was minor. The filtered re-ID in combination with frameskip
was the only calibration with accurate position estimates. Comparing these calibration accuracies with
the calibration accuracy of annotated re-ID showed that, with dataset WildTrack, this model was inca-
pable of calibrating the extrinsic camera parameters; this answers the third research sub-question.

This experiment clearly shows the limitation of the proposed auto-calibration model. When the auto-
calibration model is deployed on dataset WildTrack, it could not extract the full extrinsic calibration
information. A GPU memory shortage stopped the computation of the automatic re-ID step as soon as
100 computations, potentially being too little data for accurate calibration.

4.6. Summary

This chapter presents and discusses the results of the experiments designed in the methodology chap-
ter. The results will help to answer the research questions from Section 1.2.

Section 4.1 presented both datasets WildTrack and SALSA. Both are publicly available and are used
in the experiments as input data. In section 4.2 the hyper-parameters of the auto-calibration model are
described.

In section 4.3, two tests are done. The first test measures the calibration accuracy of the single-person
human-pose calibration versus the multi-person human-pose estimation, re-ID is done with the anno-
tators of the dataset. The influence, of the number of human-pose key points in four configurations, on
the calibration accuracy, is analyzed. These two tests answer the first research sub-question.

Section 4.4, experiment 2, analyzes the automatic re-ID methods, naive and filtered re-ID. The first test
examines their ability to discard mismatching errors by comparing the extrinsic camera parameters to
the ground-truth ones. The second test adds frame skip to the re-ID methods. Four values of frame
skip were used and compared calibration accuracy to each other. These two tests answer the second
research sub-question.

Section 4.5 is experiment 3 and compares the automatic re-ID with annotated re-ID. Two calibrations
are done, one with frame skip and one without, and their calibration accuracy is measured. These tests
answer the third research sub-question.






Conclusions

This research presented an automatic extrinsic calibration model, using human-pose estimation as a
feature extractor and an automated re-ID algorithm for matching these estimations.

With the experiments of the previous Chapter 4, the properties of this model were analyzed, and the
research sub-questions were answered. This chapter gives a summary of the results and concludes
the main research question. Section 5.1, discusses the human-pose-based calibration, without au-
tomatic re-ID. Section 5.2 examines the properties of the automatic re-ID methods. The comparison
between automatic re-ID and annotated re-ID is made in Section 5.3. Each research sub-question is
answered; thus, the following Section 5.4 concludes this research by answering the main research
question. Section 5.5 gives recommendations for future work.

5.1. Human-pose calibration

The first research sub-question was: “When assuming that re-identification across frames is correct,
how does a single-person human-pose estimation versus a multi-person human-pose estimation affect
the calibration accuracy and is the accuracy affected by the number of human-pose key points?”. This
research sub-question led to Experiment 1: Human-pose-based calibration (Section 4.3). In the first
analysis of this experiment, single-person human-pose calibration versus multi-person human-pose
calibration is compared on their calibration accuracy. Multi-person human-pose calibration is an exten-
sion to the works of [26], [19], which are both single-person human-pose calibrators. This test used the
person with the longest path in the dataset for the single-person case, and the multi-person case had
access to all people in the dataset WildTrack. The result of this calibration was a near-perfect calibra-
tion accuracy for the multi-person case (RMS errors of 0.02 meter and 0.0 rad) and a poor calibration
for the single-person case (RMS errors of 10.70 meter and 0.052 rad).

The second part of the first research sub-question analyzed the number of human-pose key points
and their influence on the model’'s accuracy. Four configurations of key points were proposed, Full
human-pose with 26 key points, Simple with five key points, Vertical Stick with two key points, and
Bounding box with zero key points. The Bounding box configuration uses the line’s center as corre-
spondence points, skipping the human-pose estimation.

The first test shows that including more people in the calibration model benefits calibration. The other
analysis showed that configurations including more key points contributed to better calibration accu-
racy, whereas the Bounding box configuration had the poorest calibration accuracy. These two results
answer the first research sub-question.

The limitation of this experiment is the difference between a controlled environment and the “in the
wild” environment. This experiment was an “in the wild” environment and therefore could not promise
the same boost in accuracy when expanding to multi-person in a controlled environment. A second
limitation was found when calibrating, the GPU ran out of memory after 300 frames during human-pose
tracking. This meant that not all 400 (annotated with global labels) frames were evaluated.
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5.2. Automatic re-ID

The second research sub-question was: “In automatic re-identification, what is the effect of evaluating
each subsequent frame versus skipping frames on the calibration accuracy, and how are mismatch-
ing errors handled?”. This experiment, Experiment 2: Automatic re-ID (Section 4.4), addresses this
research sub-question through two tests, analyzing the naive and filtered re-ID methods. For this ex-
periment, dataset SALSA was used.

With the first test, the performance was analyzed of both re-ID methods by comparing the calibration
accuracy over varying frame lengths. Comparing calibration accuracy over varying frame lengths was
done to determine how resilient both methods were to mismatching errors when more data was used for
calibration. After 800 evaluations, the translation and orientation plots showed an increased RMS error.

In the second test of this experiment, frame skip was added to both re-ID methods. Frame skip was
added so that not each subsequent frame was evaluated. The values for frame skip were: [0, 10, 25,
50], and the calibration was done for 200 evaluations. The calibration accuracy was compared against
all values of frame skip, determining if a better calibration accuracy could be achieved with the same
number of evaluations. The naive method did not improve when frame skip was added, and it was
only able to get a slightly better calibration at F = 50. The filtered method did improve significantly,
lowering its RMS errors in translation and orientation from 0.626 meters and 0.333 radians to 0.019
meters and 0.0 rad. This calibration accuracy was the best result for the filtered re-ID method with
frame skip F = 25.

The mismatching errors were handled in the first test, showing that the influence of mismatching errors
was seen in the naive re-ID method. After 800 evaluations, the calibration accuracy dropped compared
to filtered re-ID. Filtered re-ID showed no drop in calibration accuracy, concluding that the temporal fil-
ter was capable of mitigating the effect of mismatching noise in this test. The second test analyzed
the effect of evaluating each subsequent frame versus frame skip. It showed that when a filter for mis-
matches is added, frame skip positively affects the calibration accuracy. These two results answer the
second research sub-question.

The limitation of this experiment is that comparing two re-ID methods only shows that there is mismatch-
ing noise. However, this experiment does not show the origin of the mismatching errors, like if they
originate from ID switches in the PoseFlow tracker step or if the feature extraction step of OSNet-AIN
creates this noise.

5.3. Automatic versus annotated re-ID

The third research sub-question was: “Does automated re-identification negatively affect the calibration
accuracy compared with calibration using annotated re-identification?”. This research sub-question led
to this experiment, Experiment 3: Automatic versus annotated re-ID (Section 3.2.3), examining the au-
tomatic re-ID methods against annotated re-ID. This experiment used the dataset WildTrack for the
annotated global labels.

The first test compared the calibration accuracy of annotated re-ID against naive and filtered re-ID
without frame skip. The annotated re-ID’s best calibration accuracy from Experiment 1: Human-pose
calibration is used to compare the automated re-ID methods.

Annotated re-ID achieved an RMS error in translation of 0.020 meters and 0.0 radians in orientation.
The automatic re-ID methods, however, do not have this high calibration accuracy. Both filtered and
naive re-ID could not calibrate the entire camera network of WildTrack. The poor results were due to
a shortage of GPU memory, causing the calibration to stop. The filtered re-ID could not calibrate any
cameras with only 100 evaluations (f = 100). The naive method calibrated six of the seven cameras,
albeit with an average RMS error in translation of 30.38 meters.

The second test added frame skip to the re-ID methods. The best frame skip value of the previous
experiment was chosen F = 25 and the maximum possible frame length f = 1000 was used.

The improvement of the calibration accuracy was minor. The naive re-ID method could now find all
cameras in the network, but its translation error worsened by 24 meters. Filtered re-ID could now ac-
curately determine the position of three cameras in the network. The orientation RMS error, however,
was still poor.



5.4. Conclusion 37

The first test showed that annotated re-ID was far superior to automatic re-ID calibration in calibra-
tion accuracy. In the second test adding frame skip to improve the calibration accuracy made minor
improvements. These tests have answered this research sub-question by showing that automatic re-ID
negatively influences the calibration accuracy compared to annotated re-ID.

The limitation of this experiment was a shortage of GPU memory. Experiment 1: Human-pose calibra-
tion, did have this limitation as well, but in this experiment, it killed the GPU in the automatic re-ID step
after 100 evaluations. This meant that the calibration was done with 40 and 100 evaluations, which ap-
peared to be too few. A potential reason why this shortage in memory did not happen in the calibration
with dataset SALSA, is that dataset WildTrack has more people walking the scene and has a higher
resolution compared to WildTrack (Table 4.1).

5.4. Conclusion

The main research question of this research stated: “How accurate is an automated extrinsic cam-
era calibration model, using the human-pose estimation as features extractor and an automatic re-
identification algorithm when comparing the extrinsic camera parameters to the annotated calibration
information?”. Two datasets have been used to calibrate the extrinsic camera parameters, SALSA and
WildTrack. The best calibration accuracy of the proposed auto-calibration model, using the dataset
SALSA, achieved RMS errors of 0.019 meters in translation and 0.0 radians in orientation (Table 4.5).
Which is a near-perfect calibration.

When the auto-calibration model was deployed on the dataset WildTrack, the model could only calibrate
three cameras in the network. Filtered re-ID combined with frame skip F = 25 (Table 4.7) achieved an
RMS error in translation of 0.022 meters and 0.668 radians in orientation.

The reason why the calibration of WildTrack was poor is because of the limitation seen in two exper-
iments (Experiment 1: Human-pose calibration in Section 4.3 and Experiment 3: Automatic versus
annotated re-ID in Section 4.5), which was GPU memory shortage. Due to this shortage, the calibra-
tion with dataset WildTrack did not get enough data, which appeared to be too few data for accurate
calibration.

The goal of this research was to ease the implementation of CCTV-based tracking by proposing an au-
tomated extrinsic calibration model and investigating its characteristics. Although the proposed model
only calibrated one of the two datasets, it provides a baseline for future research in multi-person auto-
matic extrinsic camera calibration.

5.5. Recommendations
In this section, the proposed recommendations for future work are summed up to improve this model.

+ Calibration on WildTrack with this model is possible when the computational power of the hard-
ware is increased. Future work could then conclude if the proposed method can calculate the
extrinsic camera parameters, better than this research could.

* The automatic re-ID methods do not incorporate prior knowledge about their location and rela-
tion to the other cameras in the network. Therefore, all detections from all viewing angles are
compared to re-ID humans. If the camera combinations that overlap are used as input in the
model, then the model could exclude camera combinations that do not overlap. Adding this prior
knowledge could reduce run time in the automatic re-1D step, possibly reducing the computational
power of this step.

» Mismatching errors could be reduced if there is a better understanding of their origin in the pro-
posed model. Determining if the tracks from PoseFlow create more mismatching errors than the
OSNet-AIN feature extractor could lead to better filtration methods.
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Hyper parameters

A.1. Detection accuracy threshold

Figure A.1 shows the detection accuracies 8,, from 0.0 to 0.9 with incremental steps of 0.1 plotted
against the calibration accuracy. The calibration setup was multi-person human-pose calibration with
the filtered re-ID method at f = 1000.

Detection accuracy 0.7 had the best calibration accuracy.
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Figure A.1: The calibration accuracies are plotted against the detection accuracies.
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A.2. Re-identification threshold

Table A.1 shows three values for the re-ID threshold parameter 6z, 0.75, 0.8 and 0.85, with their
calibration accuracy. The calibration setup was multi-person human-pose calibration with the filtered
re-ID method at f = 1000.

Re-ID threshold parameter 0.8 had the best calibration accuracy.

GREID = 075 HREID = 08 GREID = 085
trans [m] rot [rad] trans [m] rot[rad] trans [m] rot[rad]
C; 1.182 0.012 0.048 0.003 0.252 0.152
C, 0.855 0.072 0.144 0.005 - -
Cs 0.359 0.051 0.056 0.0M1 0.331 0.476
Cy 0.672 0.017 0.008 0.009 0.38 0.788
average 0.767 0.038 0.064 0.007 0.321 0.472

Table A.1: Calibration accuracies with varying re-ID threshold parameters.
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