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Abstract
Renewable energy sources such as solar and wind energy rely on climate and weather conditions, like
sun irradiation in the case of solar energy, and wind speed in the case of wind energy. These change
throughout the day and with the seasons. There are periods of little wind, and during the night there
is no sunlight. During periods of no sunlight and little to no wind, there is still a demand for energy.
This leads to a shortage of energy. On the other hand, there are periods when the amount of available
wind and solar energy will surpass the demand for energy, leading to an energy excess. To mitigate
this mismatch between energy production and energy demand the excess energy can be stored to
be used during periods of shortage. Many different solutions for this have been investigated in recent
years. One of the storage technologies that is currently quite dominant is battery storage. Lithium
ion batteries are used quite widely, among others in battery electric vehicles. However, the use of
batteries as a storage device to overcome energy mismatch is not yet implemented on a large scale,
as most battery technologies are still quite novel, making them uneconomical for this use compared to
traditional hydrocarbon fired power plants. Furthermore, many battery technologies depend on scarce
and expensive minerals. Recently, a battery utilizing silicon as its anode and oxygen from the air at
the cathode has been proposed. This socalled siliconair battery utilizes mainly silicon and oxygen,
which are the two most common elements on earth. Furthermore, the theoretical energy density of
this battery type was shown to be significantly higher than the energy density of lithiumion batteries.
Because of this, the siliconair battery has been a growing area of research in the last years.

Battery models help to simulate batteries based on empirical data and electrochemical systems. These
models are a powerful tool in the evaluation of the performance of batteries. Parameters of the battery
can be altered quickly and specifically. This can provide a powerful analysis tool to determineweaknesses
in a batteries. They can also help in further developing an understanding of the operating principles
of the battery technology. A specific type of model is the finite element model. In this type of model
the object that is modeled is divided into small pieces and for each piece a set of (partial) differential
equations is evaluated. Different electrochemical, chemical, physical and mathematical models can
be modelled and combined in this tool. For this thesis a finite element model of an alkaline siliconair
battery is developed in COMSOL. The model is based on an earlier model that was developed in 2020.

Besides the discharge mechanism, alkaline siliconair batteries are subject to two side reactions that
hinder the performance of the battery: corrosion and passivation. Corrosion consumes a large part of
the silicon without contributing to the discharge. Passivation creates an oxide layer on the surface of
the silicon electrode, stopping the discharge reaction. Both these reactions have been implemented
in the model. Besides that, a metal contact on the silicon anode is implemented in the model. The
parameters used in this model are supported by empirical values for these parameters. Finally, the
model was compared to experimental results.

The simulation of the discharge of the alkaline siliconair battery was improved in several ways compared
to the preexisting model. The corrosion was shown in the simulations, although the mechanism is
somewhat simplified because of the 1D nature of the model. The passivation reaction was shown in
the simulations as well, and was improved on compared to the previous model by breaking it up into
two steps. Using this model, experimentally observed trends could be simulated reasonably well. The
simulated discharge potential was a close representation of the experimental data, although the open
circuit potential was somewhat higher, and for higher current densities the potential was somewhat
lower. For different electrolyte concentrations the model showed results similar to what was found in
experiments.
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1
Introduction

It is generally accepted that in order to reach the goals set in the Paris agreement from 2015, an
energy transition towards renewable energy sources is inevitable. If no measures are taken, the
environmental impact of climate change, e.g. the sea level rise, will render large parts of the world
uninhabitable. Furthermore, according to the World Health Organisation climate change is expected to
have a substantial adverse effect on worldwide mortality, making health an additional reason to mitigate
climate change [1]. The Paris agreement aims to reduce the emissions of green house gasses to limit
the worldwide temperature rise well below 2 °C by 2050 [2].

The binding nature of the agreement has already created incentives for governmental bodies to invest
in renewable sources of energy. In the Netherlands this has lead to policy changes that will promote
the introduction of renewable energy sources [3]. In 2019 the share of renewable energy sources in
the Dutch energy mix increased from 7.4 % to 8.7% [4]. In 2019, a significant part of the renewable
energy consumed in the Netherlands came from wind and solar energy and the latter is responsible for
a significant part of the increase in 2019. According to the Centraal Bureau voor de Statistiek (Dutch
Statistics Office), the total installed capacity of PV has increased by approximately 40% each year
between 2011 and 2020. Given that the share of renewable energy sources does not yet meet the
target value, the share of solar and wind energy will have to increase further in the years to come, in
addition to large increases in energy efficiency [5].

In Figure 1.1 the (expected) development of the energy mix of the Netherlands between 2000 and
2030 is shown. In contrast to most fossil fuel based energy sources, many renewable energy sources
fluctuate because of uncontrollable environmental conditions. For example, wind power is highly
dependent on the actual wind speed, and the output of PV power is highly dependent on the irradiation.
Higher penetration of these fluctuating energy sources, such as wind and solar, will lead to a need to
balance energy production and demand, both on the scale of hours in the day and on the scale of
seasons. Demand response will play a role in this, but shifting energy from periods of overproduction
to periods of underproduction will be inevitable as well [6]. For this energy storage is needed. There are
many forms of energy storage, ranging frommechanical energy storage to chemical storage in synthetic
fuels and batteries. This study will revolve around one storage technology in particular: siliconair
batteries.

1.1. The necessity of energy storage
There are numerous technologies that can harvest energy with little to no carbon emissions, but often
they come with variation in the output. These are so called intermittent energy sources. Intuitively
one will recognize that the electricity available from photovoltaic systems and from winddriven energy
sources will vary significantly over time. One way to overcome this issue is by storing energy during
periods of high production and low demand that can then be used during periods of low production and
high demand. In the following paragraphs the necessity of storage will be highlighted.

1



2 1. Introduction

Figure 1.1: The electrical energymix of the Netherlands in terrawatthour from 2000 till 2030 [7].

During the day, the amount of energy harvested from solar andwind energy sources will vary significantly.
During the night there will be no power production from solar and during the day the amount of power
producedwill vary significantly with the altitude of the sun andwith the variations in overcast. Furthermore,
during the winter the amount of available sun hours is significantly less than in summer. As the seasons
change, the amount of windy days and average wind speeds will change as well. In the winter there is
generally more wind than during the summer [8]. Additionally, the amount of wind will change during the
day from little to no wind during the morning, to a peak in wind speeds around the end of the afternoon
[9].

Just like the production of energy, the demand for energy varies throughout the day. Typically the
peak in demand for energy does not coincide with the peak in solar and wind production. Especially in
households the demand for electricity varies throughout the day. The times when people prepare food,
the times when people wash themselves, the times when people do their laundry and watch television
are all linked to moments when they are home. Therefore, a clear peak in household electricity demand
can be observed in the morning and evening, associated to cooking and washing [10].

Additionally, the high uncertainties in wind and solar energy make the prices quite volatile. For instance,
when in the dayahead market the amount of available wind energy is forecasted to be higher than the
actual available wind energy, this will lead to price increases of electricity. On the other hand, more
available wind energy than predicted can lead to price drops, and even negative prices for electricity
when demand is lower than supply [11].

There are instances when there is an abundance of energy available in the electricity grid, and there
are moments in time where there is a shortage. Part of this problem can be solved by a shifting loads
to times where there is high availability of electricity. However, there are many cases where the load
cannot be shifted. For instance, when there is no wind, nor sun during a stretch of time during the
evening, the demand by households cannot be completely curtailed. To shift part of the overproduction
during the day to periods where there is little to no production, this energy needs to be stored for some
time [9].

1.2. Storage technologies
There are multiple technologies that can be used to store harvested electrical energy to be used at
a later time. In general there are several forms of energy, one of them being electrical energy which
cannot be stored as is. Therefore, the electrical energy needs to be converted into another form of
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Figure 1.2: A simplified diagram of a galvanic cell.

energy, most notable chemical energy and mechanical energy. An example of the latter is pumped
storage hydroenergy. Examples of chemical storage are hydrogen fuel, synthetic fuels and batteries.
This report focuses on battery storage.

1.2.1. Battery storage
A battery is a device in which chemical energy is converted into electricity and used as a source of
power to be used in electrical devices. Generally, a battery consists of two halfcells that are chemically
separated, but electrically connected [12]. The activematerials in a basic battery are the two electrodes,
an anode and cathode, and an electrolyte of some sort. At the two electrodes redox half reactions
take place. Redox is a combination of the words reduction and oxidation, and hence, on the anode
an oxidation reaction occurs, and on the cathode a reduction reaction takes place. When a battery is
discharged, negatively charged electrons are separated from the material by the reduction at the anode
and these move to the cathode where they are used in the oxidation half reaction. To compensate for
this charge transfer, positively charged ions move in the same direction through the electrolyte, or
through a saltbridge as is the case in Figure 1.2.

When comparing different battery types, two quite similar terms are used generously to indicate two
quite different things: specific energy and energy density. The specific energy is defined as the amount
of energy per mass, in this context generally given inWh⋅kg 1. Energy density, is defined as the amount
of energy per volume, in the context of batteries generally given as Wh⋅m3.

Many different types of batteries are being developed or already exist on themarket today [13]. Developments
are mostly centered around increasing the efficiency and capacity of battery systems, and decreasing
the cost. Common batteries are for example Lead Acid batteries, Nickel Metal Hydride batteries (NiMH)
andNickel Cadmium batteries. Especially the lithiumion batteries (LIBs) have gained significant ground
recently with their high capacity and modular application in electric cars. Older car batteries from car
manufacturers have also found their way to residential applications. They have already proven in 2016
to be an economically viable solution in combination with a PV system [14]. Even if the economic
incentives are disputed, the advantages for residential areas where grid failures are common often
justify the investment [15].

1.2.2. Occurrence of materials for stateoftheart lithiumion batteries
Many of the battery technologies discussed in the previous section rely on a wide variety of materials
or elements to function properly. In this section the different materials used in batteries are discussed,
with a widely applied state of the art technology of this time as example: the lithiumion battery.

Lithiumion batteries are currently used in many different applications, ranging from laptops and mobile
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Figure 1.3: Estimate of the abundance of elements in the Earth’s crust[20].

phones, to battery electric vehicles (BEVs). This is mainly due to their relatively high capacity and
relatively low costs [16]. According to data of the Centraal Bureau voor de Statistiek (Dutch Statistics
Office) the market share of BEVs in the Netherlands has increased massively in the last decade [17].
Economic incentives have helped in this as well and it is expected that these incentives will stay in
place and further increase the market share of BEVs [18].

However, there is a significant drawback to the composition of lithiumion batteries: they largely consist
of lithium, cobalt and rareearth elements. As can be seen in Figure 1.3 lithium, cobalt and rareearth
elements are not necessarily very scarce (silver and gold are far more ”rare”), but they are difficult to
extract and often are found in intricate structures with many different types of rareearth elements [19].

Over 65 % of the worldwide supply of Cobalt comes from the Democratic Republic of Congo (DRC)
[21]. Most of its raw cobalt ore was refined in China, giving Chinese industry a strategic advantage
over European and US industries [22].There is strong evidence that a substantial part (1520%) of
Cobalt in the DRC is mined artisinally [23]. Given the little control and regulation there is on artisinal
mines, health and safety risks are common in these mines. There is also strong evidence that there is
significant child labour in these artisinal mines [24]. The artisinal extraction of cobalt may cause toxic
harm to vulnerable communities in the region[25]. This means that the current supply chain of cobalt
is considered unsustainable.

Because of its importance in battery technologies, lithium is listed as one of the critical minerals by the
USGS [26]. It is listed as one of 29 critical elements for green technologies. At the moment of writing,
the largest producers of lithium are Chile and Australia. Most lithium is mined from brine’s, but these
resources are scarce, and hence, lithium is a scarce and critical element.

Given the above mentioned issues with resources of lithiumion batteries, the sustainability of these
batteries can be considered questionable, especially in the long run. Alternative storage technologies
with more abundant elements, such as silicon and oxygen, might provide an answer to this problem.

1.3. Research Objectives
Given the resource specific problems in many battery technologies, and the projected increase in need
for storage technologies, a resource efficient technology with high capacity can provide an alternative.
One of these technologies is the siliconair battery (Siair battery), a specific type of Metalair batteries.
It has been investigated extensively by among others Weinrich and Durmus from the Institute of Energy
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and Climate ResearchFundamental Electrochemistry (IEK9) in Jülich(Germany) [27, 28], and Cohn
and EinEli from the Department of Materials Engineering at TechnionIsrael Institute of Technology
in Haifa [29, 30] . Many other papers on siliconair batteries have been published by several other
research institutes in the last decade.

Besides the abundance of silicon and Oxygen in the Earth’s crust pointed out in Figure 1.3, siliconair
batteries have a high theoretical specific energy (8470 Wh/kg, this will be further discussed in Section
2.1). However, in previous research two specific issues have been identified that dramatically decrease
this specific energy and lifetime of siliconair batteries. Firstly, there is significant corrosion of the
silicon anode, limiting the amount of silicon that is effectively used in the oxidative discharge to a
fraction of the total consumed in the anode, with a mass conversion efficiency ranging from 2% to 6%
reported by Durmus et al. [31].

The second evident issue in discharging siliconair batteries for longer periods is the building of a
passivating Oxide layer. This passivation affects both the air electrode, and the silicon electrode.

The objective of this research is:

To develop a digital model in finite element modeling of the passivation, corrosion and
discharge in siliconair batteries.

In the next chapter the siliconair battery is discussed in detail. The passivation and corrosionmechanisms
are discussed. In the third chapter the experimental methods are discussed, followed by the results that
followed from the conducted experiments in the fourth chapter. In the fifth chapter the Finite Element
Model is discussed, followed by the results obtained from the model in Chapter 6. The results are then
discussed and concluded in Chapters 7 and 8. followed by an outlook and recommendations.





2
Alkaline siliconair batteries

An alternative to the more commonly known battery technologies briefly discussed in Section 1.2.1 is
the siliconair battery. As the name already suggests, the battery consists of a silicon electrode and
an air electrode [30, 32]. The general chemistry and some characteristics of the siliconair battery are
discussed in this section.

2.1. Metalair batteries
When discussing metalair batteries, a specific group of batteries consisting of a metal electrode and
an ”air” electrode is meant. The metal electrode can be made from different metal species, for example
Zn or Al. The air electrode is generally an oxide transporting membrane of some sort. This allows for
atmospheric oxygen to pass through to the electrolyte where it can react. Given that the oxygen is
taken from the air, there is no need for a second (heavy) metallic electrode. This allows for a significant
reduction in weight and cost of the battery, and hence an increased specific energy inWh⋅kg1. In almost
all metalair batteries, the metal electrode is directly used in the electrochemical discharge reaction.
This means, contrary to for example lithiumion batteries, that there are no other elements needed for
the metal electrode than the metal itself, further increasing the specific energy. The specific energy and
energy density of several metalair couples are shown in Figure 2.1. This figure shows that lithiumair,
aluminiumair and siliconair are especially interesting couples [33].

In addition to the performance gains, the metals used for the metal electrodes in metalair batteries are
generally relatively abundant. Rare or hard to come by elements such as cobalt or rareearth elements
are not needed. An especially interesting battery type from this perspective is the siliconair battery
[28]. One might not consider this a metalair battery as silicon is a semiconductor, and hence the
name ”Semiconductorair” battery might be more appropriate. Nevertheless, in literature it is generally
considered a metalair battery, as the general principle is quite similar.

2.2. Materials used in siliconair batteries
As discussed in Section 1.2.1 most modern battery technologies rely on the use of rareearth elements,
materials from questionable sources such as cobalt or materials that can cause significant endof
life pollution. As will be discussed in Section 2.3 the chemistry of the siliconair battery discussed in
this study relies on silicon for the anode, hydroxide as electrolyte, and zinc for the air cathode. As
highlighted by Weinrich et al.[28], silicon is one of the most abundant materials on earth. Given the
abundance, siliconair batteries provide an interesting and resource efficient alternative for other battery
technologies. Besides the high availability of silicon and oxygen, the silicon/oxygen couple potentially
provides high volumetric and gravimetric energy density. Cohn et al.[30] reported a theoretical specific
energy of 8470 Wh ⋅kg1.

The silicon used in the anode is often doped crystaline silicon. This implies there will be other elements
in the silicon, such as boron, aluminium, or gallium for ptype silicon, or nitrogen, phosphor, or arsenic

7
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Figure 2.1: Theoretical energy densities of different types of metalair batteries. The theoretical OCV is the theoretical open
circuit potential of the metaloxygen combination and is plotted in yellow. The energy density including and excluding oxygen
are plotted in green and blue respectively. From Bansal et al. [34] and based on Kraytsberg et al.[35].

for ntype doped silicon. The active material on the cathodic side during discharge is atmospheric
oxygen. Generally speaking, the airelectrode consists of a metallic mesh with active carbon contained
in the pores of the mesh. This ensures a proper diffusion of oxygen into the battery and simultaneously
contains the electrolyte.

As discussed in Section 1.2.2 many current battery technologies rely on scarce by elements from
sometimes disputable sources. This opens up the interest for more resourceefficient battery technologies.
The sheer abundance of silicon and oxygen (as shown in Figure 1.3) makes the siliconair Battery a
very interesting proposition.

2.3. Chemistry of siliconair batteries
An alkaline siliconair battery consists of an air cathode, silicon anode and alkaline electrolyte. The
system relies on an anode/cathode couple, silicon in the anode and oxygen from the air in this case.

The silicon anode is consumed in the anodic halfcell reaction described in Equation 2.1. In the cathodic
halfcell reaction described in equatoion 2.2 the oxygen from the air reacts with the electrolyte at the
cathode. The cathode consists of manganese based catalyzed carbon and as shown in Equation 2.3
is not consumed in the primary discharge reaction [36].

The discharge (half)reactions that take place in the battery are given below [30][32]. Figure 2.2 gives
a visual representation of the discharge half reactions.

At the anode:
Si + 4OH– Si(OH)4 + 4e– (2.1)

At the cathode:
O2 + 2H2O + 4e– 4OH– (2.2)

The overall discharge reaction is:

Si + O2 + 2H2O Si(OH)4 (2.3)

One can notice in Equation 2.3 that the only elements consumed in the discharge reaction are water,
oxygen and most importantly, silicon. These elements form Si(OH)4 which is to some extent soluble
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Figure 2.2: A schematic representation of the discharge of an aqueous alkaline siliconair Battery with the anodic and cathodic
half reactions during discharge.

in the alkaline electrolyte. As is pointed out by Zhong et al. [32], in the case of a flat silicon wafer
this reaction product needs to be removed from the anode promptly, as the Si(OH)4 can build up on
the surface of the anode. This will then lead to the formation of a layer of SiO2 on the anode surface,
essentially passivating the anode and stopping the battery operation. In the research by Zhong et
al [32]. the formation of Si(OH)4 was found to be 50100 times larger than the dissolution of SiO2.
Wafers with increased porosity, effectively increasing the surface area, were found to have increased
dissolution rates, effectively etching away the passivation layer [32]. This means that a larger part of the
anode can be consumed and the battery can be discharged for a longer time. According to Prins [37],
the lifetime can be further improved on the cathode side by prewetting the air cathode in an alkaline
solution. The prewetting had a positive impact on the cathode because of two reasons. The presence
of OH– provided more oxygen reduction. Secondly, the increased micropore area provided additional
surface area, reducing the suffocation effect by other atmospheric gasses.

The practical Open Circuit Potential (OCP) and discharge potential depend on the dopant type in the
silicon anode and the concentration of the electrolyte. Durmus et al. [31] have shown that Asdoped
silicon provides the highest potential. However, as shall be discussed in more detail in Section 2.5, this
dopant also results in the highest corrosion rate. The potential of the siliconair battery increases for
concentrations of electrolyte higher than 2M. Up to 1M the discharge potential was around 1.1V. For
concentrations of 2M 1.2V was observed and this increases slightly for even higher concentrations,
to 1.27 at 5M. This attributed to the increased electrolyte conductivity and lower overpotentials due to
faster reaction kinetics [27].

2.4. Passivation in siliconair Batteries
As indicated in the introduction to this thesis, passivation in the siliconair battery has been indicated
in litereature as one of two main limiting factors in siliconair batteries [29, 32, 38]. During discharge
Si(OH)4 (silicic acid) is formed, as shown in figue 2.3. The silicic acid is dissolved in the electrolyte.
However, the amount of silicic acid that can be dissolved in an alkaline electrolyte is limited and the
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dissolution happens at a limited rate. When the rate of dissolution of the reaction product becomes less
than the rate of formation of the silicon oxide, or the limit of silicic acid dissolved in the electrolyte is
reached, the Si(OH)4 starts to split into a silicon oxide and water. The chemical equation of this oxide
formation is shown in Equation 2.4.

Si(OH)4 SiO2 + H2O (2.4)

The silicon oxide is a solid and dissolves into the electrolyte at quite a low rate. Furthermore, the
formed oxide is very stable in aqueous envrironments, as will be discussed further in 2.5.1 Section
[39]. Therefore, a silicon oxide layer deposits on both electrodes, effectively passivating the electrode
surfaces and preventing the discharge reaction. A schematic representation of the formation of this
passivating layer is shown in Figure 2.3.

Figure 2.3: A schematic representation of the passivation of the anode in aqueous alkaline Siair batteries

Accordig to Cohn et al. [29] the way in which the pores of the air electrode are clogged by the buildup
of silicon oxide in the air electrode depends strongly on the discharge current in the battery. This is
shown in Figure 2.4. Note that in this specific case a nonaqueous electrolyte was used.

According to Palik et al. [40] when crystalline silicon is etched in an alkaline solution the formed
passivating layer is a suboxide layer. This means that instead of SiO2 a form with less oxygen is
formed, SiOx with 0 ≤ 𝑥 ≤ 2. Eventually this suboxide can react further to eventually form SiO2.
This suboxide has significant impact for the passivating behavior of the silicon oxide as the suboxide
can conduct electricity to some extend, with reported conductance of 6.7⋅ 104 S⋅cm1 [41]. With a
conductance in the order of 1012 S⋅cm1 [42] SiO2 is a good insulator. This implies that when the oxide
layer is formed on the anode, this is likely to start of as some suboxide.

Several solutions for the passivation have been suggested. When examining the anode in detail, there
are several parameters impacting the passivation significantly that possibly can be tweaked. First, the
surface area on which the passivating layer is deposited. If a larger area is available for contact with
the electrolyte to continue the discharge, it will increase the time needed to fully passivate the active
surface area. Surface texturing may provide a solution to this.
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Figure 2.4: The clogging of pores in the air electrode by SiO2 in the passivation reaction of a nonaqueous siliconair battery.
(image taken from [29])

2.5. Corrosion in siliconair batteries
The second significant limiting factors in the further development of silicon air batteries is the corrosion
reaction that takes place on the anode. The corrosion reaction is a parasitic reaction that can consume
a significant portion of the silicon in the anode. [27] First, the mechanism of corrosion is described.
Second, the influence of the wafer on the corrosion is described. Last, the effect of electrolyte concentration
and battery potential on corrosion are discussed.

2.5.1. The corrosion mechanism
In the corrosion reaction, the electrons are not transported to the current collector. Instead, the electrons
are moved to so called cathodic sites where they react with water. This forms hydroxide and hydrogen
gas. Meanwhile SiO2(OH)22– is formed by a reaction of the silicic acid and hydroxide [28, 37].

The partial corrosion reactions of the silicon in alkaline environment are given below. Note that this
whole process takes place locally at the anode surface [28].

Anodic sites:
Si + OH– Si(OH)4 + 4e– (2.5)

Cathodic Sites:
4H2O + 4e– 4OH– + 2H2 (2.6)

Bulk electrolyte:
Si(OH)4 + 2OH– SiO2(OH)22– + H2O (2.7)

The overall corrosion reaction is:

Si + 2OH– + 2H2O SiO2(OH)22– + 2H2 (2.8)

From Equation 2.8 it follows that silicon is consumed and dissolved at the anode, without involvement
of an external circuit, and hence these electrons do not contribute to an external current. According
to Durmus et al. [43], assuming the fourelectron system described in Equation 2.5, this corrosion
reaction reduces the mass conversion efficiency of the silicon anode to a maximum of 50%. According
to literature the practical mass conversion efficiency during discharge is only around 3% [28, 31].
The corrosion rate is mainly chemical in nature, since the electrochemical contribution to the overall
corrosion is found to be only 0.5%. The transfer of electrons between the electrolyte and silicon is
suspected to be the limiting factor in the oxidation reaction. Furthermore, the OH– was found to
be a catalyst, and therefore the concentration had little influence in the corrosion reaction at OCV.
Discharging the cells was found to have an enhancing effect on the corrosion, because of the increased
flow of OH– onto the anode surface [31]. According to Durmus et al. [43] the corrosion reaction is the
major limiting factor in the further development of siliconair battery.
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Figure 2.5: A schematic representation of the corrosion in aqueous alkaline siliconair batteries.

The corrosion during OCV is effectively the same as etching of silicon in KOH. Etching of silicon has
been studied extensively over the years, so the mechanisms behind this are quite well understood.
Raley et al. [44] have proposed a model for the chemical etching of silicon in alkaline solution.The
chemical reactions very closely resemble the corrosion reaction Equation 2.8. Among others, Allongue
et al. [45, 46], Seidel et al. [47, 48], and Palik and Glembocki et al. [40, 49–51] studied different factors
influencing the etch rate and etching mechanisms of silicon in alkaline solutions, most notably:

• Orientation dependence [46, 47, 50].

• The influence of dopants [48, 51].

• Concentration [49].

• Bias dependence [40, 45].

• Surface quality [52].

2.5.2. Potential and electrolyte dependence
A useful tool for the analysis of the concentration dependence of the corrosion of the anode is the
electrolyte stability window. This stability window can be illustrated in a so called potentialpH diagram,
also called Pourbaix diagram, named after the 20th century chemist Marcel Pourbaix.
Pourbaix diagrams can be used as an electrochemical map, indicating stability domains of ions, oxides
and hydroxides [53]. Figure 2.6 shows the Pourbaix diagram for water and oxygen. The horizontal axis
shows the pH, and the vertical axis represents the electrical potential over the electrolyte. The lines
represent the stability window of water: for potiential/pH values between these lines water is stable. As
the name suggests, outside the stability region water is unstable and decomposes. Below the bottom
line, the formation of H2 is favoured, and above the top line the formation of O2 is favoured.

Figure 2.7 shows the pourbaix diagram of silicon in aqueous solution. Again, the stability window of
water is shown between the dashed lines. Evidently, when using aqueous electrolyte one will face
passivation. Crystaline silicon is well outside the stability window, and hence the silicon is prone to
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Figure 2.6: The stability window for water [53].

Figure 2.7: The Pourbaix diagram for silicon in an aqueous
electrolyte. The red area represents corrosion and the green
area represents passivation (which was discussed in more
detail in 2.4) (Image taken from [37], based on [53] and [54]).

instant oxidation [28].

Within the windowwhere corrosion takes place, the rate of corrosion will differ. For increasing concentration
of OH– the corrosion rate will increase to a certain level. For the corrosion of silicon both water and
hydroxide ions are needed [49]. For increasingly high pH, OH– concentration will increase. However,
simultaneously there will be relatively less water due to hydration effects. This produces a peak in the
corrosion rate as a function of pH.

As shown by the Pourbaix diagram, the pH and potential applied to the battery both have significant
influence on the corrosion rate. Whereas the potential is generally a given in the battery, because of
the halfcell potentials, the pH can be altered to get to the desired discharge and corrosion.

2.5.3. Influence of silicon wafer specifications
The corrosion rate of the crystalline silicon is influenced significantly by the orientation of the crystal
lattice and on the doping of the wafer. This has been shown to apply in siliconair batteries as well [29].
An overview of the corrosion rates for different silicon wafers is shown in Figure 2.8.

When etching a siliconwafer the different surface orientations have different etching rates. The investigated
crystal orientations in crystalline silicon are <100>, <110> and <111>.

2.6. Rechargeable siliconair batteries
One of the biggest advantages of lithiumIon batteries is the large cycle life. The siliconair battery
described so far is a primary battery and for it to be an alternative to the stateoftheart lithium
ion batteries, a rechargeable siliconair battery is required. However, a stable oxide is formed in
the discharge and passivisation reactions, as discussed in 2.4 [39]. This means that reversing the
discharge reaction can only be done under specific conditions.

However, Inoishi et al. [55] have reported a rechargeable siliconair solidstate oxygen shuttle battery
with an oxideion conductor. In this case the electrolyte is a solid oxide ion conducting electrolyte, from
ZrO2, stabilized with CaO. A schematic representation of this cell is shown in Figure 2.9. This cell was
capable of 20 stable chargedischarge cycles with an average capacity of 600 mAh ⋅g1. One of the
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Figure 2.8: The corrosion rate in siliconair batteries for different dopants and different crystal orientations. Graph courtesy of
Bansal et al. [34] based on the work by Cohn and EinEli [29].

Figure 2.9: Schematic representation of the experimental setup of a rechargeable siliconair cell with Ca stabilized ZrO2.

drawbacks of this concept is the operating temperature, as the battery was cycled at 1073 K. Also, the
round trip efficiency of 45% was quite low when compared to more common rechargeable batteries
such as Liion batteries. Furthermore, the platinum used in the cell does not exhibit the ideal level of
catalytic activity for the oxygen reduction.

The illustrated concept is an interesting preliminary attempt of finding rechargeable siliconair batteries.
It has proven to be an actual rechargeable battery. However, it requires a further increase in performance,
as the operating temperature is too high and the round trip efficiency is quite low.

2.7. Semiconductors
Generally speaking, metals have high conductivity and insulators have low conductivity. This means
that metals can transport currents significantly better than insulators. However, there is a group of
materials that is somewhere in between the two: socalled semiconductors. These materials form the
basis for integrated circuits that are the basis of most modern communication devices [56]. In this
chapter the basic principles of semiconductors that are relevant to this research are discussed.

2.7.1. Doping, energy levels and energy band diagrams
All elements consist of a number protons and electrons. Protons are positively charged particles in the
nucleus of an atom and electrons orbit this nucleus. Silicon is the 14th element, and this means that
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silicon has 14 electrons in neutral state. The electrons orbit in different shells around the nucleus. The
first shell holds two electrons. The second shell holds 8 more. This brings the total to 10 electrons,
hence there are four more electrons in the third shell. These outermost electrons can form chemical
bonds and are called valence electrons. Two atoms form a covalant bond when they share a valence
electron. Given that there are four valence electrons, silicon atoms can form four chemical bonds [56].

A number of silicon atoms that are bonded together form a crystal lattice. At normal operating temperature
(300K), some of the lattice bonds are broken, freeing some of the valence electrons. These free
electrons are free to to move around the lattice and can therefore conduct electricity. The place that is
left behind by the electron, that can be regarded as positively charged, is called a hole [57]. A valence
electron of a neighboring atom can then jump into this hole. In practice the crystal lattice will always
contain some imperfections, such as broken bonds or impurity atoms. If the number of impurity atoms
is low, this is referred to as an intrinsic semiconductor.

The concentration of the electrons and holes can be manipulated by introducing impurities to the crystal
lattice. Some silicon atoms are replaced by atoms with either three valence electrons, such as boron,
or five valence electrons, like phosphorus. This is called doping [57]. When a silicon atom is replaced
by a phosphorus atom, four of the valence electrons will restore a bond with the surrounding silicon
atoms, but the fifth valence electron cannot form a bond. This electron stays weekly bound to the
phosphorus atom, but is easily liberated from the atom to then become a free electron. In this way,
the introduced phosphorus donates an electron, and therefore atoms that increase the number of free
electrons are called donors. A semiconductor that is doped with donors is called ntype. In the case
of boron, there are only three available valence electrons, and therefore the fourth valence bond is
not formed, effectively creating a hole where it can accept an electron from the lattice. These doping
elements are called acceptors. A semiconductor that is doped with acceptors is called ptype. The
amount of available holes or available electrons is the carrier concentration. The carrier concentration
of a semi conductor has a significant influence on its conductivity. The possibility of tweaking the carrier
concentration with doping is a very useful feature of semiconductors.

The density of states is the function of all allowed energy states of the electrons, whether they occupy
a valence position, and are therefore bound to an atom or are not bound to an atom, and are in the
conducting state. The FermiDirac function describes the chance that an energy levels is occupied by
an electron. In silicon electrons can only have discrete energy levels. Because of the periodic structure
of atoms, there is a range of allowed energy levels that can be occupied by an electron. These are
called energy bands. The excluded energy levels form the band gap. The electrons that are in chemical
bonds are called valence electrons, and therefore all allowed states of valence electrons is called the
valence band [57]. Electrons liberated from the bonds can also have only discrete energy levels, and all
allowed states of these conduction electrons form the conduction band. The gap between themaximum
level of a valence electron, 𝐸𝑣, and the minimal energy level of a conduction electron, 𝐸𝑐 is the band

Figure 2.10: An energy band diagram for an intrinsic semiconductor. The conduction band is shown in yellow, and the valence
band is shown in blue. The average energy level is the Fermi level, 𝐸𝑓. In this case 𝐸𝑓 is located in the middle of the bandgap,
as this is the band diagram for a semiconductor that is not doped.
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gap. The effective average level of all electrons in the lattice is the Fermi level. These energy levels
can be visualised in an energy band diagram, such as Figure 2.10.

The average level of electrons will change for different doping levels. An ntype semiconductor will
have more free electrons, and therefore the Fermi level level will be closer to the conduction band.
A ptype semiconductor will have few free electrons and therefore the fermi level will be closer to the
valence band. The exact position of the Fermi level as function of the impurity concentration can be
calculated using:

𝐸𝑐 − 𝐸𝑓 = 𝑘𝑏𝑇 ln(
𝑁𝑐
𝑁𝐷
) (2.9)

𝐸𝑓 − 𝐸𝑣 = 𝑘𝑏𝑇 ln(
𝑁𝑣
𝑁𝐴
) (2.10)

𝐸𝑐, 𝐸𝑓 and 𝐸𝑣 are the bottom of the conduction band, the Fermi level and the top of the valence band
respectively in eV. 𝑇 is the temperature in K and 𝑘𝑏 is the Boltzman constant in given in J⋅K1 or in
eV⋅K1 that links temperature to energy. 𝑁𝑐, 𝑁𝐷, 𝑁𝑣 and 𝑁𝐴 are the effective density of states in the
conduction band, the donor concentration, the effective density of states in the valence band and the
acceptor concentration, respectively, in cm3.

2.7.2. Metalsemiconductor contact
As discussed, the level of the Fermi level in semiconductors depends on the doping of the semiconductor.
Metals are generally considered conductors. The contact between a metal and a semiconductor can
in some cases lead to a socalled Schottky barrier. This will be discussed in this section.

In the band diagram of a somemetal a band is partially filled, whichmeans that the Fermi energy is in the
middle of this band. For other metals there is an overlap between the conduction band and the valence
band. An important parameter is the work function, 𝜙𝑚. This describes the required energy to remove
an electron from the Fermi level to a position outside the material, the vacuum level. Semiconductors
also have a work function, 𝜙𝑠 in this case. Besides this, electrons in semiconductors also have an
electron affinity, 𝜒, which represents the energy difference between the vacuum level and the lower
edge of the conduction band [58]. From this it follows that the difference between 𝜒 and 𝜙𝑠 is the
energy difference between the conduction band and the Fermi level. This can also be defined the
other way around, if the electron affinity is already known for a semiconductor:

Figure 2.11: The band diagrams of a metal and a ptype semiconductor next to each other, but not in contact. In this case the
vacuum levels will be aligned.
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Figure 2.12: The band diagrams of a metal and a ptype semiconductor in contact. In this case the Fermi levels will be aligned
and the vacuum level will be continuous, forming a Schottky barrier. This is called Ebi, the build in voltage.

𝜙𝑠 = 𝜒 + (𝐸𝑐 − 𝐸𝑓) (2.11)

When a metal and semiconductor are brought together, two things will happen: first, the Fermi levels
will allign, and second the vacuum level will be continuous. This means that a barrier is formed [58].
This is shown in Figure 2.12. This is a socaller Schottky barrier. In this barrier a potential drop the
size of this barrier will be observed.

Different metals have different values for the metal work function. When the Fermi level of the silicon
that is to be contacted is known, an appropriate metal can be chosen based on its work function, to
minimize the difference in work function between the metal and the semiconductor to minimize the
energy loss in the Schottky barrier.

2.8. Experimental considerations
From literature some parts can be integrated in the further proceedings of this research. These considerations
are highlighted in this section.

• According to Prins [37], prewetting the air cathode will increase both the discharge potential and
the discharge time. .

• As discussed by Jacob[59], as well as by Prins [37], the use of an aluminium back contact, alloyed
with 1% silicon is speculated to improve the opencircuit potential.

• According to Durmus et al. [43] ptype doped silicon shows significantly lower corrosion than
ntype doped silicon, but also provides lower discharge potentials.

• As the described chemical reactions at the anode of the siliconair battery are dissolving the
silicon into the electrolyte, this will lead to weight loss of the actual anode. This is also supported
by literature [43] [28].

• In order to stop the corrosion reaction on the anode, the electrons that cause the reaction will
need to be collected at the current collector before participating in the corrosion. In order to do
so an approach with a doping profile in the anode is suggested.

• The depth, concentration and type of doping are yet to be determined.
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• Cohn and EinEli suggest that the use of ntype silicon potentially yields higher discharge potential
than using ptype silicon, but the increase in corrosion that ntype silicon yields lower practical
discharge potential [29]. This was also confirmed by Prins [37].



3
Experimental Methods

In this chapter the experiments are described. First, the considerations and reasoning for the experiments
is highlighted. After this, the assembly is discussed, including descriptions of the different parts of the
battery cell and chemically active parts.

3.1. Experimental motivation
In this research a test setup to discharge siliconair batteries is required. The amount of silicon on the
anode that is consumed during discharge needs to be quantified. The two systems that are considered
for the consumption of silicon in the cell are the corrosion reaction and the discharge reaction. In both
the corrosion and discharge the silicon is dissolved in the electrolyte and hence the amount of silicon
left on the electrode is reduced. This means that there is a mass difference between the electrode
before and after discharge. Based on the discharge current, the amount of silicon contributing to the
discharge can be calculated. It is hypothesised by Zhong et al. [32] that the aforementioned oxidation
and corrosion reaction are the only reactions consuming the silicon electrode. This means that the
mass consumed by the corrosion reaction can be calculated[31].

𝑚𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 = Δ𝑚𝑎𝑛𝑜𝑑𝑒 = 𝑚𝑖𝑛𝑖𝑡𝑖𝑎𝑙 −𝑚𝑎𝑓𝑡𝑒𝑟𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 (3.1)

From the above mentioned assumptions it follows that:

𝑚𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 = 𝑚𝑜𝑥𝑖𝑑𝑎𝑡𝑖𝑜𝑛 +𝑚𝑐𝑜𝑟𝑟𝑜𝑠𝑖𝑜𝑛 (3.2)

Given that 𝑚𝑜𝑥𝑖𝑑𝑎𝑡𝑖𝑜𝑛 can be calculated from the discharge current and 𝑚𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 can be determined
using mass measurement, 𝑚𝑐𝑜𝑟𝑟𝑜𝑠𝑖𝑜𝑛 can be determined from Equation3.2.

During discharge, silicon is consumed in the oxidation of the anode at a rate that is dependent on the
discharge current. The mass of silicon that is consumed in this reaction and the current density are
coupled in Equation 3.3.

𝑚𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 =
𝐽𝐴
𝑛𝑒 ⋅ 𝑒

⋅ 𝑡𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 ⋅
𝜌𝑆𝑖
𝑁𝑆𝑖

(3.3)

Here 𝐽 is the current density in [A⋅ m2]. 𝐴 is the area of the electrode in m2. The number of electrons
in the discharge reaction is 𝑛𝑒 and has no unit. The elementary charge 𝑒 is 1.602 ⋅ 1019 Coulomb. The
discharge time is denoted by tdischarge. The density of silicon is given as 𝜌𝑆𝑖. Lastly, 𝑁𝑠𝑖 is the atomic
density of silicon.

Current density is defined as:

𝐽 = 𝐼
𝐴 (3.4)

𝐼 is the current in A and A is the electrode surface area in m2 Using the definition of current density in
Equation 3.4 equation 3.3 simplifies to:

𝑚𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 =
𝐼 ⋅ 𝑡𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 ⋅ 𝜌𝑆𝑖
𝑛𝑒 ⋅ 𝑒 ⋅ 𝑁𝑆𝑖

(3.5)
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The discharge half reactions that take place in the battery are the following: [30][32]
At the anode:

Si + 4OH– Si(OH)4 + 4e– (3.6)
At the cathode:

O2 + 2H2O + 4e– 4OH– (3.7)
The overall discharge reaction is:

Si + O2 + 2H2O Si(OH)4 (3.8)

From the anodic halfcell reaction 3.6 it is known that for each silicon atom 4 electrons are extracted,
hence 𝑛𝑒 is 4. Furthermore, the atomic density of silicon and the mass density of silicon are known.
These constants can be reduced to a single constant, 𝑐, with value 7.278 g⋅ C1. Therefore, the mass
consumed in the discharge reaction is a function of time and current, as shown in 3.9.

𝑚𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 = 𝑐 ⋅ 𝑡𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 ⋅ 𝐼𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 (3.9)
If the experiments are conducted at constant current, a socalled galvanostatic experiment, the amount
of silicon consumed in the discharge reaction increases linearly.

3.2. Cell design
For the experiments in this research a custom cell was designed andmanufactured. The purpose of this
cell is to hold the electrodes and the electrolyte, and to provide a connection to an external circuit. The
cell consists of three separate 3D printed blocks. The central block is designed to hold the electrolyte.
There is a hole in the top of this block to allow for electrolyte to be poured into the cell after assembly
of the cell. The two outer blocks are designed to create a sealed connection between the electrolyte
and the electrodes and to provide an electrical contact on the electrode’s backside. The holes through
which the wires run also allow the flow of oxygen in the air to the air cathode. The openings where the
electrolyte and electrode meet have a surface of 1 cm2, therefore the active area for each experiment is
1 cm2. This yields that obtained results can be compared to literature with simple and straight forward
area expressions.

The electrolyte is an alkaline solution and therefore the cell is made of polytetrafluoretheen (PTFE)
better known by its brand name Teflon. This plastic is resistant to alkaline solutions. The seal between
cell and electrode is further improvedwith PTFEOrings. This ensures a near perfect seal. Nevertheless
some leakagewas observed during some of the experiments when the assembly was slightly misaligned.

The contacts consist of a contact plate, a spring and a wire soldered to the spring. This wire is easily
connected to the measurement equipment using crocodile clips on the measurement cables. The

Figure 3.1: Central part of the cell Figure 3.2: Outer parts of the cell
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Figure 3.3: Cross section of the assembled cell.
From [37].

Figure 3.4: The assembled battery connected to the
measurement setup.

contact plate is pressed against the electrode by the spring, in a way similar to battery powered everyday
appliances such as remote controls and torches. One could also consider pressing the spring directly
against the wafer, without a plate in between. However, this plate is used to maximize the contact
between the battery and the external circuit. Moreover, without this plate the contact area between
spring and wafer is small and hence, the pressure of the spring is concentrated over a small area.
This yields a larger chance of the silicon anode breaking. This would cause leakage of electrolyte
and disconnecting part of the electrode, halting the discharge. In Figure 3.3 a cross section of the
assembled cell is shown. Figure 3.4 shows the cell connected to the measuring equipment.

3.3. Anode
The anode in this work consists of crystalline silicon. As discussed in Section 2.5.3 Ptype doped
silicon is often preferred over ntype for this application. Theoretically, ntype silicon would yield
higher discharge potential, but this is offset by a higher corrosion rate, especially in high concentration
electrolyte. In this research both <111> and <100> orientation crystalline ptype silicon wafers have
been used. A back contact is applied to the wafer and the wafer is broken up into smaller pieces. This
will be discussed in the following two sections.

Figure 3.5: The electrolytefacing side of the side pieces of the used cell in the work by Prins[37]. The perimeter of the anode is
indicated in red. As can be seen, the circular hole where the contact sits in the cell is covered by the wafer piece. There is some
excess silicon overlapping the edges of the hole. to create a proper seal. A similar setup is used in the work by Durmus et al.
[43].
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Figure 3.6: Roll of the air electrode produced by ElectricFuel [36]

3.3.1. Current collector
A current collector is used to improve the performance of the battery. Using a Trikon Sigma 204 dealer
an aluminium alloy is sputtered on the backside of the silicon wafer. Pure aluminium would potentially
yield Al spike forming in the silicon. In microelectronics this alloy is used extensively, and therefore this
material is readily available in the Else Kooy Lab. This alloy consists of aluminium and 1% silicon and
prevents this spike forming. The Trikon only holds 10inch wafers, so that is the wafer size of choice.

3.3.2. Laser cutter
Given that the active area in the battery cell is only 1 cm2, a single wafer can serve as several anodes.
Therefore the wafer is split into squares of 2 cm by 2 cm. Using the laser cutter lines are etched in
the wafer forming a matrix of squares of 2cm by 2 cm each. After etching, the wafer is easily broken
into the individual anodes by hand. The potential defects caused by this process have no influence
on the experiments, as they are localized to the lines. The edges of the pieces will be located outside
the active area in the battery. Therefore, the lines can be etched on either the front or the back of the
wafer.

3.4. Cathode
The air cathode used in these experiments is a commercially available air electrode, produced by
ElectricFuel [36]. The goal of this electrode is to keep the electrolyte in the battery, but let oxygen
pass through for the discharge reaction. Essentially, it is a membrane. It consists of a nickel mesh,
into which activated carbon is pressed. This roll can be cut into pieces using a pair of scissors. In this
experiment a piece similar in size to the anode is used.

Prins [37] has shown that it is beneficial to do a pretreatment of the air electrode before assembling
the battery. This is done in the same fluid that is used as electrolyte, the KOH solution. A small amount
of the liquid is placed in a container and the piece of electrode that is to be used in the discharge is
placed in it. According to Prins’ work a pretreatment of 8 hours is ideal, but a pretreatment of 4 hours
already yields a far better result than no pretreatment. In this work 6 hours of pretreatment is used,
as this was more convenient for the experiments and the added value of the higher discharge potential
as result of the longer prewetting was deemed insignificant.

3.5. Electrolyte
The electrolyte in this research is a solution of potassium hydroxide in water. As discussed previously,
the concentration of elctrolyte salt has significant influence on the performance of the battery. As
discussed in Section 2.3, higher concentration of KOH can support higher discharge potential. On the
other hand, higher concentration of electrolyte is also associated to higher corrosion rates. However,
the limited conduction of the electrolyte is expected to have larger impact on the overall battery performance.
In this experiment a 40% KOH solution is used. This solution is obtained from dissolving KOH pellets
in the water. These pellets are assumed to be pure KOH.
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3.6. Galvanostatic discharge
The actual performance of the battery is testeted in a galvanostatic discharge experiment. In galvanostatic
experiments the current is kept constant and the output potential is evaluated. Currents of 150𝜇𝐴 are
evaluated. It is general practice to let the battery stabilize first during a period of no current. To provide
the constant current, an Autolab PGSTAT204 is used, combined with the Nova software. The procedure
for discharge can be customized in the software.

Figure 3.7: A screenshot of the nova software, as used in this work.

Figure 3.7 shows an example of such a procedure. In this example the first block holds the information
on the stopconditions and controls for the system. The second block sets a constant current if 0 ampere.
There are two blocks that define that the signal is recorded for a set time. The OCP period is also
registered. The signal is recorded every second.

3.7. Weight measurement
As described earlier this chapter, the weight difference before and after the discharge is to be recorded.
Given that the weight losses are small, a scale is used that can accurately register tenths of milligrams.
A weighing balance from All Scales with a resolution of 1 mg and a deviation of 0.1 mg is used in this
research.

Figure 3.8: The scale used for the weight measurements





4
Experimental Results

In this chapter the experimental results are discussed. The preliminary goal of the discharge experiments
was to reproduce the experimental results obtained by Prins in 2020 [37]. The cell was assembled and
connected as discussed in Chapter 3. The anode and cathode were copied from the work of Prins,
with the addition that several types of silicon wafers were used. The discharge procedure that was
used by Prins in the Nova software was also used in this work. The goal was to obtain discharge
potentials and times that were similar for the same parameters, hence the same type of silicon wafer
was used, the same electrolyte concentration was prepared and the same discharge recipe with the
same current density of 150 µA was selected in the Nova software. In line with the results from Prins the
air electrode was prewetted for multiple hours. According Prins, 4 hours of prewetting has a noticeable
effect. Prewetting for 8 hours would yield themost noticeable increase in discharge performance, but for
workflow reasons 4 hours was decided on as EKL had limited opening hours because of the pandemic.

However, it has proven to be hard to reproduce the results reported by Prins, both in terms of discharge
potential and discharge time. The results of discharging at 150 µA with an electrolyte concentration of
30% is shown in Figure 4.1. In this experiment first the cell is kept at OCP, after which the battery is
discharged at 150 µA. As can be seen, as soon as the current starts to flow the potential drops to 0 in
tens of seconds.

Figure 4.1: Discharge at 150𝜇𝐴 after 4 hours of prewetting
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Figure 4.2: Discharge at 8 µA after 4 hours of pewetting with 300 seconds of OCP.

In order to overcome this, some alterations to the test were proposed and tested. Firstly, the electrolyte
concentration was altered. A range of electrolyte concentrations (here given as weight percentage),
spanning from 30% to 60%KOHwas used, but this yielded little to no improvement in terms of discharge
potential or time. No discharge at 150µA was observed for any of these concentrations.

Next, changes were made to the discharge current density. Many previous research on alkaline silicon
air battery cells, such as the work by Durmus [43] [31] [27] or the work by Park [38], was performed
at significantly lower current densities, ranging from as little as 5 µA up to 50µA. This did not yield a
significant improvement. In Figure 4.2 the result of discharging at 8 µA is shown. Again, first the cell
is kept at OCP for 300 seconds, after which a current of 8 µA is extracted. However, the potential in
this cell dropped rapidly to approximately 0.8 V as soon as the current was extracted. Additionally, the
potential dropped further over time, and reached 0 V after about 1400 seconds of discharge.

Halfway the experimental stage of this research, the equipment was moved from the MEMS lab to
the Cleanroom class 10000. After moving, there was an error in the connection of the system, that
caused all discharges after to be unsuccessful. Unrealistically high values for the OCP were recorded,
upto 10 volts. After contacting the equipment owner, the setup was examined thoroughly and checked
using a simple setup with an AA batteries. This resulted in discharge potentials in the expected range
of 1.41.5 volts , suggesting that the error was solved. However, this did not yield any successful
discharges of siliconair batteries. The error that was encountered was outside the scope of this
research. Therefore the focus of this research shifted towards the simulation of siliconair batteries
in Finite Element Modelling (FEM) software (COMSOL).

In conclusion, in this research no successful discharge can be reported. The reason for this issue
remains open for discussion. Several potential solutions were investigated unsuccessfully. Because of
this the further experimental research was put on hold and the focus was shifted to FEM simulations.
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Modeling Methods

In this chapter the approach of the finite element model of a siliconair battery are described. The
model is build to match experimental results from research by Durmus et al. and Prins [27, 31, 37].
The model developed by Prins in 2020 is the starting point of the model presented in this report [37].
In this work COMSOL Multiphysiscs version 5.6 build 401 is used. Comsol is an interactive simulation
environment that can be used to model, solve, and simulate a broad range of engineering and science
problems. It is designed to be able to implement many different types of physics in a single model [60].
The work by Prins was in turn based on several existing models, published by COMSOL [61–63]. The
model is based on the ”Liair battery” that was published by COMSOL, which was build in the ”Liion
battery interface” in COMSOL. Many of the parameters discussed in the coming sections are based on
or taken from these models. The model is split in three domains: the silicon electrode, the separator
(which is filled with the electrolyte) and the air electrode. A schematic representation of this is shown
in Figure 5.1.

Figure 5.1: Schematic representation of geometry of the siliocnair cell with the different domains in the 1Dmodel. This image
is not to scale.

Finite Element Modeling, or the Finite Element Method (FEM) is a method for numerically solving
differential equations in engineering and many other physical applications. As the name suggests,
a structure, in this case a battery, is divided into small or finite elements. These elements are defined
by nodes. For each node the applicable system of partial differential equations is solved, including the
defined physics for this node.

The three domains are discussed in detail in the coming sections. The relevant electrochemistry as
well as the COMSOL inputs and modeling considerations are highlighted.

5.1. Electrolyte and separator
The electrolyte used in this work on alkaline siliconair batteries is a solution of KOH in deminaralised
water. In COMSOL the electrolyte is located in the separator between the electrodes. As discussed in
the experimental part of this work in Chapter 3, the electrolyte is produced from KOH pallets. These
pallets are dissolved in deminieralised water and the KOH splits into two ions: OH and K+. Potassium
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salts dissolve very well in water. This means that all of the KOH splits into the ions and no solid KOH
is left, meaning that the electrolyte consists of potassium and hydroxide ions and water. In Equation
5.1 the dissolution of KOH is shown.

KOH K+ + OH– (5.1)

COMSOL contains an interface called ”battery with binary electrolyte”(batbe). In a binary electrolyte
the two different species exist in a 1:1 ratio. That matches the assumption that the KOH dissolves
completely, and therefore this interface is applicable for this model.

5.1.1. Experimental variations in the model
In the experimental work by Prins [37] and Durmus et al. [27, 31, 43] different concentrations of
electrolyte are used. To match the experiments by Durmus et al., the initial concentration in the model
was chosen to be 5 M, which translates to 5000 mol ⋅ m3. The area of the electrodes was 0.44 cm2.
The area in this case is the area of exposed electrode, not the total area of the electrode material that
is inserted in the cell, as shown in Figure 3.5. The distance between the two electrodes was 1 cm.
These parameters can be easily adjusted for different runs of the model. To match the work by Prins
[37] the concentration is increased to 6.91 M, the separator length is increased to 2 cm and the cross
sectional area of the electrode is increased to 1 cm2.

Besides the electrolyte parameters discussed above, there are a number of parameters that are used in
the model that are either based on literature or on the experimental setup that is simulated. These are
listed in Appendix B. These data mostly consists of empirical values from literature and the previously
mentioned example models.

5.2. Silicon electrode
The silicon electrode is the anode of the siliconair battery. In the experiments by Durmus et al. [27,
31, 43] and Prins [37] monocrystaline silicon wafers of different doping levels are used. As described in
Chapter 2, besides the anodic halfcell reaction, two other reactions take place at the anode: corrosion
and passivation.

In the lithiumair battery model that is included in the COMSOL software the anode is modeled as a
boundary, with boundary conditions to represent the lithium. For the siliconair model this is insufficient.
The deposition and dissolution of reaction products at the anode is of significant importance for the
functionality of a siliconair battery. Therefore, Prins [37] modelled the silicon anode as a porous
electrode, similar to the cathode, with depositing and dissolving species. In the model of Prins [37]
the discharge is modelled such that all the silicon that is used in the discharge is deposited as silicon
oxide on the silicon anode directly. The reaction as modelled by Prins is:.

Si + OH– SiO2 + 4e– (5.2)

Furthermore, the silicon was assumed to be infinite and corrosion was not included in the model in
order to investigate other parts of the battery.

A closer representation of reality would be a model where the discharge and passivation reaction
are split in two distinct reactions, with the inclusion of corrosion. In the coming section the different
reactions, the metalsemiconductor interface and the parameters of the anode are described.

5.2.1. Discharge halfcell reaction
As discussed in Section 2.3, during discharge the silicon in the wafer reacts with the electrolyte under
formation of silicic acid, Si(OH)4, releasing 4 electrons. This reaction is:

Si + 4 (OH–) Si(OH)4 + 4e– (5.3)
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The equilibrium potential of this reaction is 1.69 V [30]. The silicic acid can dissolve in the electrolyte
to some extent. When the maximum amount of silicic acid is dissolved in the electrolyte, or when the
rate of dissolution becomes insuficient, the passivation reaction that will start.

Reaction 5.3 ismodelled in the COMSOL software in the porous electrode node. The discharge reaction
is defined in the electrode reaction. The local current density in the electrode is described by the Butler
Volmer equation [64]:

𝑗𝑙𝑜𝑐 = 𝑗0 [𝐶𝑟 exp(
𝛼𝑎𝐹𝜂
𝑅𝑇 ) − 𝐶𝑜 exp(

−𝛼𝑐𝐹𝜂
𝑅𝑇 )] (5.4)

Where:
𝜂 = 𝐸 − 𝐸𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚 (5.5)

This equation forms the basis for the electrode potential in COMSOL.«
In this equation 𝑗𝑙𝑜𝑐 is the local current density and 𝑗0 is the exchange current density, both in A⋅m2.
The anodic and cathodic transfer coefficients are given by 𝛼𝑎 and 𝛼𝑐. Both are dimensionless. 𝐹 is
the faradaic constant in C⋅mol1, 𝑅 is the general gas constant in J⋅(mol⋅K)1 and 𝑇 is the temperature
in K. The overpotential 𝜂 is the difference between the actual potential 𝐸 and the equilibium potential
𝐸𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚. Last, 𝐶𝑟 and 𝐶𝑜 are dimensionless coefficients based on the concentrations of reduction
and oxidation reactants and products.

5.2.2. Passivation
When more silicic acid is produced than can be dissolved in the electrolyte, the passivation reaction
starts. In this reaction no charge is transferred to or from the reactants. No electrons are absorbed or
released. The formation of SiO2 is given by:

Si(OH)4 SiO2 + 2H2O (5.6)

As discussed in Section 2.4 the formed oxide is in fact some form of a suboxide of changing composition.
This is simplified to single conductivity for the full discharge, even though the conductivity of the oxide
changes as the silicon is more fully oxidized. The fully oxidized oxygen (SiO2) is far less than the
conductivity of the initial suboxide.

Because of the absence of charge transfer, the reaction is modelled as a so called nonfaradaic
reaction. A non faradaic reaction is a reaction that is not electrochemical in nature, and hence there
is no charge transfer. Nonfaradaic reactions are used in COMSOL to define reactions for dissolving
and depositing species at the boundary between the electrolyte and anode. The reaction rate of this
reaction can be defined individually.

As the passivation takes place, the passivating silicon oxide layer is formed on the electrode surface.
Mathematically this is modelled in COMSOL according to:

𝑅𝑓𝑖𝑙𝑚 =
𝑠0 + Δ𝑆
𝜎𝑓𝑖𝑙𝑚

(5.7)

In this equation 𝑅𝑓𝑖𝑙𝑚 is the resistance over the film inΩ. 𝑠0 is the initial thickness of the film in m, which
is set to zero. Δ𝑆 is the increase in thickness of the layer over time. This depends on the deposition
rate. The conductivity of the material is denoted by 𝜎𝑓𝑖𝑙𝑚, given in S⋅m1. This is set to 6.7×104 S⋅cm1

[41]. These values are converted to end up matching the output in Ω.

5.2.3. Corrosion
The corrosion mechanism as discussed in Section 2.5 is a complex system of several chemical reaction
steps. In the reaction there is no net charge transferred in or out the silicon electrode. Furthermore,
the model as it is presented in this thesis is a 1D model, which means that anodic and cathodic sites
are not defined, as these would be located on a plane at the same 1 dimensional position, orthogonal
to the direction in which the model is defined. Therefore, this can be defined as a chance that places
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are eather anodic or cathodic sites. Because of this, the corrosion reaction is simplified to a non
faradaic reaction, where no charge is transferred, similar to how the passivation reaction is modelled.
This means that the overall effect of the corrosion can be observed (i.e. the additional consumption of
silicon), but not the more detailed effect of electron concentration on the corrosion rate.

Thismeans that themodelled reaction is the overall corrosion reaction, shown in Equation 5.8 disregarding
the anodic and cathodic sites:

Si + OH– + 2H2O SiO2(OH) 2–2 + 2H2 (5.8)

Effectively this means an additional source of silicon dissolution in the model, in addition to the anodic
halfreaction.

In COMSOL the H2O concentration is not considered and the formed hydrogen gas is neglected, as it
will go out of solution quickly. However, this means the potential hydrogen gas bubble formation at the
anode is disregarded. This is justified as it is generally indicated in literature to be insignificant [43][32].
Because of the way the nonfaradaic reaction is modelled, the corrosion rate is a variable in itself, rather
than being linked directly in the model to other model parameters such as potential, current density or
electrolyte concentration. This allows for the adjustment of this parameter in itself, but at the cost that
it disregards many of the intricate effects of corrosion in siliconair batteries, most notably the electron
concentration.

5.2.4. Metalsemiconductor contact
As discussed in Section 2.7, a contact between metals and semiconductors will often result in a so
called Schottky barrier. This implies that part of the potential is lost in this contact. In the model
presented in this paper this potential drop is modelled in a simplified way. In practice, the potential
drop is dependent on the forward or backward bias, or current. In this model the Schottky barrier is
modelled as a given drop in potential. The value of this drop is strongly dependent on the materials
that are used. In the work by Durmus et al. [31] a highly As doped silicon wafer (resistivity of 0.001Ω
0.007Ω) is used. This quite low resistivity means that the doping concentration is between 7×1018 cm3

and 1×1020 cm3. From Equation 2.9 follows that the gap between the conduction band and the Fermi
level is quite small. The electron affinity of silicon is about 4.01 [56] and from Equation 2.11 it follows
that the work function of the silicon is about 4.04 eV.

In the work by Durmus et al. [43], the wafer is pressed against a stainless steel contact. The work
function of stainless steel is about 4.4 eV [65]. This means that the Schottky barrier has a height of
about 0.36 eV.

5.2.5. Porosity and specific surface area
The silicon anode is modelled as a porous electrode. This implies that the porosity needs to be defined
for the electrode. From previous research by Park et al., Sarwar et al. and Zhong et al. [32, 38, 66] the
porosity of the silicon wafer has a tremendous effect on the overall performance of the battery. Even
though in these works different methods were used to achieve this, effectively their processes yielded
a textured silicon surface resulting in an increased surface area. In short, a higher porosity will yield
a larger surface area on the surface of the silicon. First, this means that there is more surface area
for the electrolyte to contact the silicon wafer where the discharge reaction can take place. Second,
this means the surface where the passivating oxide layer can deposit is larger, leaving a larger surface
unpassivated.

A parameter that is linked to the porosity is the specific surface area. The specific surface area is a
measure for the exposed surface area per unit volume, in m2⋅m3 [67]. To elaborate: two samples
with identical values for the porosity can have completely different specific surface areas, dependent
on the particle size and pore size. When considering densely stacked spheres, a sample with large
particles will have a relatively low specific surface area, whereas a sample with small particles will have
a relatively high specific surface area. In this model nanotextured silicon is considered, which means
small particle size and small pore size, resulting in high specific surface area relative to the pore size.



5.3. Air electrode 31

5.3. Air electrode
In the siliconair battery an air electrode is used as cathode. In the COMSOL software an example
model of the lithiumair battery is available [61]. In this model the functionality of the air electrode is
very similar to that of the air electrode in a siliconair battery. Therefore, the air electrode is modelled
in a similar way. Because of this, many of the parameter values in the model are also taken from the
lithiumair model.

5.3.1. Electrode reactions
The air electrode has an equilibrium potential of 0.40 V [32], the standard electrode potential of the
halfcell reaction of oxygen with water. This reaction is described in more detail in Section 2.3, and
repeated below:

O2 + 2H2O + 4e– 4OH– (5.9)

The electrochemical dynamics of the air electrode are best described by the ButlerVolmer equation,
shown in Equation 5.4.

5.3.2. Oxygen in the electrode
As oxygen diffuses from ambient air into the battery, the air electrode is a membrane through which
this oxygen diffuses. The electrode is modelled as such. The same as in the lithiumair battery [61] the
air electrode is modelled as a porous electrode with high porosity. The porosity was set to 73%, which
means there was 27% of solid material. In the model the pores are completely filled with electrolyte.

The transport of the dissolved oxygen in the electrolyte through the porous electrode is modelled in
COMSOL using the ”transport of diluted species(tds)” interface. This interfacemodels the concentration
of oxygen in the electrolyte throughout the electrode. The oxygen concentration outside the battery is
set to the oxygen concentration of atmospheric air at atmospheric pressure. The oxygen concentration
at the boundary between ambient air and the electrode is calculated as the product of the atmospheric
oxygen concentration and a solubility factor. In the lithiumair battery model by COMSOL [61] this
solubility factor is set to 0.4. In the work by Prins [37] it was shown that this solubility factor has a
significant impact on the discharge potential, varying between 0.9 V for a solubility factor of 0.2 and
1.4 V for a solubility factor of 0.8 at a discharge current of 150 µA. This can be expected, as the
solubillity factor influences the dissolution rate, which in turn influences the oxygen concentration in the
electrode. H2O is readily available at the electrode/electrolyte boundary, so the oxygen concentration
is rate limiting in the reaction shown in Equation 5.9.

5.4. Timedependent solver and parametric sweep.
As discussed in the introduction to this chapter, finite element models rely on differential equations that
are solved on given positions in the defined model. These points form the socalled mesh. In the case
of this model this means that the domain is split into 44 separate computational domains and for each
of these domains a system of coupled partial differential equations is solved using a timedependent
solver. A timestep is defined in the model, the size of which depends on the desired resolution of
the results. In the case of this model a timestep of 10 seconds sufficient to identify the trends in the
results. To increase the resolution a finer timestep can be defined in COMSOL, but this will result in
larger computational cost and longer computational time. To save computational power, also a courser
timestep can be defined for iterations of the model that simulate longer periods, but this is obviously
at the cost of resolution.

To identify the effect of the parameters in the model, a parametric sweep is used. A range of values
can be set for any given parameter in the model. This parameter is then varied between the set values
and for each of these results are modelled. In this way the effect of a single parameter on the results
can be clearly shown.
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Modeling results

The results that are produced from the model discussed in the previous chapter are highlighted in this
chapter. To be able to draw any conclusions from these results, it is important that these results can
be compared to experimental data. As discussed in Section 5.1.1 some of the parameters can be
easily adjusted to match the simulated experiment. Several effects have been studied in literature and
the results produced by the model for these experiments are compared to the experimental results as
published. The results are compared to work by Durmus et al. [27, 31, 43], Prins [37], Sarwar et al. [66],
and Zhong et al. [32]. Furthermore, the effects of the added complexities in the model are discussed,
especially the effects of corrosion and passivation. Unless specified otherwise, the generated model
outputs are for 86400 seconds (24 hours). This is because most experimental data that are used as
comparison are published for the same duration of discharge.

In Figure 6.1 the discharge mechanism is schematically represented, including the passivation and
corrosion. In this illustration part of the electrons in the discharge reaction will move to cathodic sites
where these will take part in the cathodic sites reaction of the corrosion mechanism. This means that
a fraction 𝑘 of the electrons produced in the discharge reaction is not used in the external circuit, and
hence, part of the silicon is consumed in the corrosion rather than in the discharge. Because the
corrosion is modelled as a nonFaradaic reaction, without considering the halfreactions where the
electrons are transferred, the corrosion is modelled without concerning these electrons. The formed
Si(OH)4) is dissolved in the electrolyte and can either stay in the electrolyte, where it can further react
to form its conjugate base Si(OH) 2–2 , or it takes part in the passivisation mechanism.

This chapter starts of from the model published by Prins [37]. In the first section the results with the
passivation reaction as discussed in Section 5.2.2 are discussed. Then the next layer of complexity
is added with the inclusion of the corrosion mechanism. Third, the specific surface area is discussed
as an influential parameter for the model. Fourth, the results of the inclusion of the backcontact as
described in Section 5.2.4 are discussed. Note that for the three preceding parts the metal backcontact
is already included in the shown results, as its influence on parameters besides the observed discharge
potential is limited. Last, the results from the model are compared to two experiments for validation: the
discharge potential for different discharge currents and the discharge potential for different electrolyte
concentrations.
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Figure 6.1: In the block diagram the discharge, corrosion and passivation mechanisms are illustrated. The discharge
mechanism is encircled by the green box, where the green reactions are on the cathode, and the blue reactions are at the
silicon anode. The fraction 𝑘 represents the fraction of the electrons, and therefore indirectly the faction of the silicon, that is
consumed in the corrosion mechanism. The passivation halfreaction at the cathodic sites is encircled by the dark blue box. The
passivation reaction is encircled in yellow.
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6.1. Passivation reaction
In the original model by Prins [37] all silicon consumed in the discharge process was deposited as silicon
oxide directly. In the model presented in this work the silicon is first dissolved into the electrolyte, after
which the passivation is modelled as a secondary reaction. Instead of using a film resistance at the
siliconelectrolyte interface, a growing film on the surface of the electrode is modelled. The discharge
current and battery cell dimensions were adjusted to match the discharge current in the work by Durmus
et al. [31] so that the results later on in this chapter can be compared to their work.

The passivation reaction is in fact the formation of an insulating layer on the surface of the silicon
electrode. The deposition rate is dependent on the concentration of constituents in Reaction Equation
5.3 and the reaction kinetics. But more importantly, the conductivity of the formed layer has a significant
effect on the discharge. The potential drop over the film increases for decreasing conductivity. The
range of conductivities is between the conductivity of SiOx of 6.7×102 S⋅m1 as reported by Kim et al.
[41] and the conductivity of fully oxidized silicon (SiO2) as reported by Gauthier [42] in the order of 1010
S⋅m1.

The results shown in Figure 6.2 clearly show that the discharge of the silicon air battery is influenced
significantly by the film condctivity of the deposited oxide layer. For a conductivity of 1×1010 S⋅m1

the discharge was halted after only a few minutes. Increasing the conductiviy to 1×108 S⋅m1 yields a
discharge of over 15 hours. For the conductivity of the suboxide as reported by Kim et al. [41] of 0.067
S⋅m1 the discharge potential is more or less constant over the simulated period of 24 hours. The same
holds for the 1×104 S⋅m1 conductivity. These two plots overlap. For a conductivity of 1×106 S⋅m1 the
potential is still quite stable and only drops slightly towards 24 hours.

Figure 6.2: This graph shows the discharge potential over time for different conductivities of the oxide layer that is formed on the
surface of the electrode. The discharge potential decreases significantly quicker for a lower conductivity. Note that the graphs for
the two highest conductivities are nearly identical on this range. The discharge current for this figure is 0.5 A⋅m2, or 50 µA⋅cm2
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6.2. Corrosion
With the introduction of the corrosion reaction into the model, one would expect that more silicon is
consumed. However, because of how the model is build, the amount of consumed silicon cannot be
easily plotted. This can only be shown indirectly by means of the concentration of silicon products in
the electrolyte near the surface of the electrode. In this case the concentration of silicon products in
the electrolyte is simplified so that it is only Si(OH)4 and not its conjugate base, as the corrosion is
modelled as a nonFaradaic reaction and therefore these would be viewed as the same compound for
this reaction. One can expect limited to no effect of the corrosion reaction on the discharge potential,
as the half cell potentials of the halfreactions of the discharge mechanism are not influenced by the
corrosion mechanism.

In Figure 6.3 the concentration of Si(OH)4 is plotted for when the corrosion reaction is turned on (𝑎 = 1)
and for when the corrosion is turned off (𝑎 = 0). The binary parameter 𝑎 is introduced in the model so
that the corrosion can be turned on and off in a parametric sweep.

From literature it is known that the corrosion reaction will consume a significant fraction of the silicon
compared to the silicon consumed in the discharge reaction. According to Durmus et al. [31] and
Zhong et al. [32] one can expect about 90% of the silicon to be consumed in the corrosion reaction.
In Figure 6.3 after 24 hours the concentration is about 750 mol⋅m3 when the corrosion mechanism is
turned on, the green line, and about 50 mol⋅m3 when the corrosion mechanism is turned off, the blue
line. This means that without corrosion only approximately 6.7% of the silicon is consumed compared
to the case with corrosion. This indicates that a significant portion of the silicon is consumed in the
corrosion rather than in the discharge.

In Figure 6.4 the discharge potential for the above mentioned two cases is shown. As expected, the
effect of the corrosion on the discharge potential is limited.

Figure 6.3: In this figure the concentration of Si(OH)4 is shown for a discharge without corrosion in blue. The concentration
for discharge with corrosion is shown in green. The discharge current is set to 0.1 A⋅m2. For the discharge with corrosion the
concentration is 750 mol⋅m3 after 24 hours. For the discharge without corrosion this number is 50 mol⋅m3.

To put this concentration into context, the expected concentration for the case without corrosion can
be easily calculated. Current 𝐼 is defined as charge 𝑞 over time 𝑡, so the unit of amperes is Coulombs
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Figure 6.4: In this figure the discharge potential as a function of time is shown for a discharge without corrosion in blue. The
discharge with corrosion is shown in green. The discharge current is set to 0.1 A⋅m2. It is clear that there is no significant
difference between the two discharge potentials and they overlap mostly.

over seconds. Therefore the transferred charge can be calculated using:

𝑞 = 𝐼 ⋅ 𝑡 = 50𝜇A ⋅ 86400s = 4.3C (6.1)

The amount of electrons 𝑛 in moles is:

𝑛 = 𝑞
𝐹 =

4.3
𝐹 = 4.5 × 10−5mol (6.2)

𝐹 is the Faraday constant in C⋅mol1. Given the 4 electrons in the discharge reaction, this means that the
consumed silicon is about 1.1×105 mol. The electolyte volume is 1 cm3. Therefore the overall expected
concentration of silicon in the electrolyte would be 11 mol⋅m3, which is the same order of magnitude
as the shown results. The results are plotted for a position near the interface between the electrode
and electrolyte. When the reaction product is not homogeneously distributed in the electrolyte, this can
lead to a higher concentration of the reaction product near the electrode. This is an explanation for the
higher concentration found in the model.
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6.3. Specific surface area
An important parameter in the model is the specific surface area. This is defined as the surface area
per unit volume, in m2⋅m3. The importance of this parameter was already shown in the model by Prins
[37]. In the model as presented, this parameter was found to be of significant influence on the discharge
potential, especially for higher discharge current densities.

Figure 6.5: The discharge potential as a function of time for a discharge curent density of 0.1 A⋅m2 increases with an increasing
specific surface area. The parameter for specific surface area is called Aneg in the software.

Figure 6.6: The discharge potential as a function of time for a discharge potential of 0.5 A⋅m2 increases with an increasing
specific surface area. The parameter for specific surface area is called Aneg in the software.

Figure 6.5 shows the discharge potential at 0.1 A⋅m2 for different specific surface areas and Figure 6.6
shows the discharge potential at 0.5 A⋅m2 for different specific surface areas. Comparing these plots,
it can be concluded that the drop in discharge potential as the current increases is more pronounced
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Figure 6.7: This figure shows experimental values of electrical discharge potential as a function of time for a number of discharge
currents. These data were obtained from experimental work by Durmus et al. [31]. The electrolyte concentration was 5 M. It is
clear that a higher discharge current yields a lower discharge potential.

Figure 6.8: The discharge potential over time decreases for lower discharge currents.

for smaller specific surface areas. This can be explained by the smaller interface between electrolyte
and electrode, leading to a more pronounced effect of the passivation reaction and less dissolution of
reaction product into the electrolyte. In the work by Durmus et al. [31], shown in Figure 6.7 the effect
of an increase in current is notable, but not as pronounced as for the smallest specific surface area
plotted in Figure 6.5 and Figure 6.6. To match the simulation results to the experimental results, the
specific surface area is set to 105 m2⋅m3. As can be seen from Figure 6.8 the difference in discharge
potential is for the different discharge current densities is similar to the reported values in Figure 6.7.
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6.4. Backcontact
To simulate the metal back contact on the anode, a voltage drop is added at the back of the silicon. One
would expect that this yields an overall drop of the voltage. The magnitude of this drop depends on the
height of the Schottky barrier. The opencircuit potentials for different metalsemiconductor contacts is
shown in Figure 6.9.

Figure 6.9: The opencircuit voltage as a function of time for different metals. The metals form a back contact on the ntype
silicon from the work by Durmus et al. [31], discussed in Section 5.2.4. This is compared to a 0 V drop, which represents no
Schottky barrier. 0.05 V corresponds to aluminium, 0.36 V corresponds to a stainless steel back contact, 0.7 V corresponds
copper and 1.06 corresponds to gold [65]. Note that in this figure the vertical axis is between 0 V and 1.9 V to show all the plots,
whereas the vertical axis in 6.7 is between 0 V and 1.6 V.

These results can be compared to the opencircuit potential in the work by Durmus et al. [31]. From
correspondence with dr. Durmus himself it was known that in the experimental work by Durmus et al.
the silicon anode was pressed against a stainless steel contact. With the given highly doped ntype
silicon that would correspond to a Schottky barrier height of 0.36 V, the light blue line in Figure 6.9.
The opencircuit voltage in this instance is 1.45 V.

In Figure 6.7 the open circuit voltage (the curve plotted in black) is approximately 1.42 V. This is similar
to the simulated discharge potential for a Schottky barrier of 0.36 V presented in Figure 6.9.
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6.5. Discharge current
In Figure 6.7 the discharge potentials for different discharge currents are shown, as reported by Durmus
et al. [31]. In Figure 6.8 the effect of discharge current on the discharge potential in the COMSOLmodel
is presented. These two plots are combined in Figure 6.10.

As the discharge current increases, the discharge potential decreases. This was also observed in
Figure 6.7. As discussed in Section 6.3, the spread between discharge currents was matched to Figure
6.7 by changing the specific surface area. With the chosen value for the specific surface area (called
”Aneg” in the model) the simulation results are quite similar. This means that the effect of the discharge
current on the discharge potential in COMSOL is about 0.1 V off for the highest current density and
for the open circuit voltage. The results for 10 µA⋅cm2, 25 µA⋅cm2 and 50 µA⋅cm2 are more or less
aligned.

Figure 6.10: Here Figure 6.7 and Figure 6.8 are shown combined. Left of the green vertical line are the data from Durmus et al.
[31], and right of the green line are the simulated results.
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6.6. Electrolyte concentration
One of the parameters that is often varied in experimental work is the concentration of the electrolyte.
This variable can be used to compare the COMSOL model to experimental work, and test the accuracy
of the model. In the work by Durmus et al. [31] a higher concentrations of the electrolyte led to
somewhat higher discharge potentials.

Figure 6.11: This figure shows experimental values of electrical discharge potential as a function of time for a number of electrolyte
concentrations. These data were obtained from experimental work by Durmus et al. [31]. The discharge current is set to 0.5
A⋅m2, or 50 µA⋅ cm2. It is clear that a higher concentration of the electrolyte yields a higher discharge potential.

Figure 6.12: The simulated discharge potential as a function of time for different electrolyte concentrations. The discharge current
was set to 0.5 A. In this figure, higher concentrations of the electrolyte show higher discharge potentials. The different electrolyte
concentrations were set to match the concentrations in the work by Durmus et al. [31] shown in Figure 6.11.
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In Figures 6.11 and 6.12 similar trends can be observed: for higher electrolyte concentrations higher
discharge potentials can be observed. Especially for electrolyte concentrations between 2 M and 5 M
the simulated discharge potentials seem to line up quite well with the experimental data. However, the
electrolyte concentrations below 2 M in Figure 6.11 seem to have a relatively low discharge potential.
This effect is not seen in the simulated plot.
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Discussion

In this thesis a finite element model for an alkaline siliconair battery is developed. A previously existing
model formed the basis of this work. Several processes regarding siliconair batteries have been
added to this model. First, the passivation reaction was further developed compared to the original
model by Prins [37]. Second, the corrosion reaction was introduced in the model. Furthermore, a
metalsemiconductor contact was added to simulate a metal contact on the silicon anode. All these
processes combined make for a more complete model of an alkaline siliconair battery. The results
presented in the previous chapter are quite similar to the behaviour that has been published in earlier
experimental work by Cohn et al. [29, 30], Durmus et al. [27, 31, 43], Park et al. [38], Prins [37], Sarwar
et al. [66], and Zhong et al. [32].

The passivation of the silicon electrode is modelled in a twostep process, that is a closer representation
of reality than the original model where all the reaction products were directly deposited on the electrode
surface. In the new approach the discharge products are dissolved in the electrolyte, after which in a
second reaction they can deposit on the silicon anode and form the passivating oxide layer. In the
passivation of the silicon electrode the parameters of the deposited oxide layer have been shown to
impact both the discharge time and discharge potential. For higher conductivity of the oxide layer, the
passivating properties of the oxide layer are less pronounced, as the potential drop over this layer is
smaller. For a low conductivity of the deposited film the discharge was halted after only a few minutes,
whereas a higher conductivity produced a discharge of over 24 hours. If the access to the unconsumed
silicon was limiting in this model, the conductivity of the layer would have little to no influence on the
passivation process. However, it was shown that this conductivity does in fact have a tremendous
effect on the discharge time , and therefore it appears that the access to silicon is not the limiting factor
in this case. An explanation might be that the model is build in 1D. Therefore the effect at the silicon
electrolyte interface can be described as the average effect over the whole surface of the electrode.
One can expect that when the passivating layer is formed, this will not be at the same rate all over the
elctrode. A closer representation of reality would be if the localized buildup of this passivating layer on
the electrode was included in the model.

Furthermore, the specific surface area was shown to have significant impact on the discharge potential,
especially for higher discharge currents. A higher specific surface area leads to a larger contact area
between the silicon and the electrolyte. Therefore, the dissolution rate of the reaction product from the
discharge reaction into the electrolyte is higher, leading to a longer discharge and higher discharge
potential, as the passivation reaction is delayed. Additionally, the increased surface area means that a
larger area needs to be covered before the whole electrode is passivated. This is in line with the work
by Park et al. [38], Sarwar et al. [66], and Zhong et al. [32]. All these publications have utilised some
etching technique to create nanoporous silicon that lead to an extended discharge of the battery, at
higher discharge potential.

The corrosion reaction is known to consume a significant part of the silicon. Durmus et al. [31]
have reported that about 97% of the silicon mass consumption during discharge could be attributed
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to the corrosion reaction. This exact number is dependent on the discharge conditions such as the
current and concentration. The modelled results of the corrosion shown in Figure 6.3 show that in the
modelled system the corrosion consumes a similar fraction of the total consumed silicon, for the given
circumstances. Because the corrosion reaction is modelled as a nonFaradaic reaction in COMSOL,
charge transfer effects will have little to no effect on the corrosion rate in the model. Therefore, a higher
discharge current will consume silicon at a higher rate in the discharge reaction, without increasing
the consumption of silicon by the corrosion reaction. From literature [31] it is known that different
discharge currents lead to different consumption rates of the silicon that cannot solely be explained
by the increased consumption in the discharge mechanism. An improvement to the model would be
a more detailed simulation of the corrosion mechanism for different discharge currents. Furthermore,
the corrosion mechanism is in fact simplified to a single, nonFaradaic reaction that neglects the effect
of charge distributions on the corrosion. As there is in fact a charge transfer in the halfreactions, an
improvement to the presentedmodel would be the introduction of these effects to the corrosion reaction.

In many experimental alkaline siliconair batteries a current collector, or back contact is applied to the
silicon anode. Even if no back contact is used on the silicon, the current is extracted from the battery
and for this the silicon needs to be connected to an external circuit. This is typically done using a metal
contact. As discussed in Section 2.7.2, a contact between a semiconductor and metal can lead to a
Schottky barrier. If there is indeed a Schottky barrier, this can cause a drop in potential over the contact
between the semiconductor and the metal. To limit the loss in this contact, it is important to be aware
of the electron work function of the silicon used as anode in the battery. This can be found from the
doping of the silicon. The material used as current collector or as contact should have an electron work
function of similar magnitude as the used silicon. To validate that this claim holds, this needs to be
investigated experimentally, as there is little published work pointing this out in the context of siliconair
batteries.

The height of the Schottky barrier will change, under a bias. In this model the height of the Schottky
barrier is modelled as a constant voltage drop, independent of the exact discharge conditions of the
battery. A closer representation of reality would be to implement the Schottky barrier in a more detailed
way, where the contact actually dynamically behaves like a Schottky barrier, rather than as a static
voltage drop.

The simulated discharge potentials for different discharge current densities were compared to experimental
data. Certain similar trends were observed between the two. It was shown that for a higher discharge
current density the discharge potential is somewhat lower compared to a lower discharge current
density. This is to be expected, as ohmic losses will increase for higher current densities. This is
in line with what was found in literature. In the simulated range of current densities there were three
values that more or less lined up. However, the open circuit potential in the model was about 0.1
V higher than in the experimental data. The highest current density had a discharge potential that
was about 0.1 V lower than the experimental data. Hence, in the model the spread of discharge
potentials for different discharge current densities is too large. For the used parameter set the effect
of the discharge current density on the discharge potential is more pronounced in the model than in
experimental data. The model should be adapted slightly to better match this effect. A possibility is that
the oxygen concentration or the effects if the oxygen in the air electrode in the model do not match the
experimental situation. This concentration is influenced by the availability of oxygen in the air and the
pore properties of the air electrode. In the work by Prins [37] it was shown that the amount of available
oxygen in the air electrode quite significantly influences the discharge potential. The air electrode is
not massively altered in comparison to the work by Prins [37].

The discharge potential in the model for different concentrations of the electrolyte was compared to
experimental data. Especially for electrolyte concentrations between 2M and 5M the simulated results
were quite similar to the experimental results. For lower concentrations (up to 1M), the experimental
discharge potentials were notably lower. Effectively, the experimental results can be split in two groups:
up to 1 M and 2 M and more. Durmus et al. [27] attribute this distinct separation to the surface reaction
kinetics of the silicon electrode. The increased electrolyte concentrations lead to smaller overpotentials
as a result from faster reaction kinetics. The lack of this separation in the simulated results may indicate
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that the surface reaction kinetics in the simulations do not exactly resamble those in the work by Durmus
et al. [27]. This might be to do with the fact that surface kinetics are generalised in the model to adapt
it to the 1D model.
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Conclusions

The initial goal of this work was to find a way to minimize the corrosion in an alkaline silicon air battery
in an experimental setting. Due to the technical difficulties described in Chapter 4 the focus of this
research was shifted to modelling of an alkaline siliconair battery.

The goal of this research was to build a finite element model that was able to simulate the behaviour
of an alkaline siliconair battery, with inclusion of the parasitic corrosion reaction and the passivation
mechanism. Both these mechanisms were implemented in the model.

The corrosion reaction was implemented as a nonFaradaic reaction. This is simplification of reality,
since there is in fact a charge transfer in the corrosion mechanism in the halfreactions of the corrosion
mechanism. However, the global effect of the corrosion mechanism that a significant portion of the
silicon was consumed without contributing to the discharge mechanism was simulated for the given
conditions.

The passivation mechanism was implemented in the model, and the passivating layer was shown to
stop the discharge when the layer was big enough. An effect that might be underestimated in this model
is the limited access to unconsumed silicon after the layer is formed. This can be attributed to the fact
that the model is in 1D. This means that the layer is uniformly created on the surface of the electrode,
rather than the heterogeneous growth one can expect, leaving certain parts passivated, and others still
unpassivated.

The specific surface area of the silicon electrode was found to have a significant effect on the discharge
performance of the silicon air battery. The value of the specific surface area of the silicon electrode
was altered to ensure that the results resembled the experimental results the model was matched to.
Increasing the specific surface area effectively increases the area of the siliconelectrolyte interface.
This increase in discharge potential and discharge time is in line with literature [32, 38, 66].

A voltage drop was introduced, to resemble a metalsemiconductor contact in the battery model. For
the given parameters this contact seems to make sure the OCP is close to what can be expected from
literature.

The model was compared to experimental results by means of two parameters: the discharge current
ans the electrolyte concentration . The effect of the discharge current on the discharge potential was
as expected: higher discharge currents lead to lower discharge potentials. However, this effect was
somewhat larger in the modeled results than what was observed in experimental work. The effect
of the electrolyte concentration pm the discharge potential was also observed. Higher electrolyte
concentrations yield higher discharge potential. This is to be expected from literature. However, from
literature it is expected that an electrolyte concentration of up to 1 M would yield a distinctively lower
discharge potential than for an electrolyte concentration of 2 M or more.
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In conclusion, several improvements to the finite element model are proposed in this work. The
passivation in a two step process rather than in a single deposition is proposed. A simplified corrosion
mechanism is implemented in the model. A simplified Schottky barrier is implemented in the place of
themetalsemiconductor interface. These threemodifications to themodel yield a closer representation
of an actual siliconair battery and this was verified with experimental data.

8.1. Outlook
Based on this work there are several recommendations to be made. They are listed below.

• As the experimental work was cut short, a first recommendation would be to investigate what
these difficulties originate from. A careful suggestion was made in the experimental part of this
work, that it might have to do with composition of the electrolyte. This can be a first step to
investigate.

• The presentedmodel is a 1Dmodel. Amore comprehensivemodel in 3Dmight be able to simulate
the surface characteristics of the siliconair battery better. In the presented model the passivation
and corrosion mechanisms are simplified to fit in the 1D model. Especially in the case of the
corrosion mechanism, this simplification to a nonFaradaic reaction was at the cost of loosing
some of the effects in the corrosion mechanism concerning the halfreactions and their charge
transfers.

• The presented model was tested for an ntype silicon anode. An interesting adaptation would be
to investigate the effect that a ptype silicon would have in this model. Especially the Schottky
barrier implemented in the model is likely to be influenced by this.

• The implemented Schottky barrier as illustrated in this work is a very crude voltage drop. Under a
bias the barrier characteristics will change. This effect is neglected in this model. An interesting
addition would be to implement a more detailed model for the metalsemiconductor contact.

• The influence of different metal contacts in the context of siliconair batteries has not yet been
explicitly researched. To get a more comprehensive understanding of this contact, experimental
research can possibly provide helpful insights.

• From literature it is understood that a significant portion of the silicon is consumed in the parasitic
corrosion mechanism. The author believes that for the further development of viable siliconair
batteries the corrosion should bemitigated and that further research should focus on themitigation
of the corrosion reaction.
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A
Appendix

Below are two images of the lasercutter used to etch lines in the silicon wafers.

Figure A.1: An overview of the lasercutter setup Figure A.2: The lasercutter in opperation
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B
Appendix

In the table below the parameters used in the model are listed.

Table B.1: List of parameters

Parameter Value Unit Description
𝐿𝑠𝑒𝑝 0.01 [m] Length of separator
𝐿𝑝𝑜𝑠 7.5e4 [m] Length of positive electrode
𝐿𝑛𝑒𝑔 500e6 [m] Length of negative electrode
𝐾𝑝𝑜𝑠 10 [S/m] Conductivity of positive electrode
𝐾𝑛𝑒𝑔 1e6 [S/m] Conductivity of negative electrode
𝜖𝑙0,𝑝𝑜𝑠 0.73 [] Initial porosity of positive electrode
𝜖𝑠0,𝑝𝑜𝑠 1𝜖𝑙0,𝑝𝑜𝑠 [] Initial active material solid fraction of positive electrode
𝜖𝑠𝑒𝑝 0.87 [] Porosity of separator
𝜖𝑙0,𝑛𝑒𝑔 0.05 [] Initial porosity negative electrode
𝜖𝑠0,𝑛𝑒𝑔 1𝜖𝑙0,𝑛𝑒𝑔 [] Initial active material solid fraction of negative electrode
𝑟𝑝𝑜𝑠,0 25e9 [m] Particle radius in the positive electrode
𝑟𝑛𝑒𝑔,0 1.5 [𝜇m] Particle radius in the negative electrode
𝑎𝑝𝑜𝑠,0 3*𝜖𝑠0,𝑝𝑜𝑠/𝑟𝑝𝑜𝑠,0 [] Initial active specific surface area in positive electrode
𝑎𝑛𝑒𝑔,0 3*𝜖𝑠0,𝑛𝑒𝑔/𝑟𝑛𝑒𝑔,0 [] Initial active specific surface area in negative electrode
𝛼𝑎,𝑝𝑜𝑠 0.013 [] Anodic transfer coefficient, positive electrode
𝛼𝑎,𝑛𝑒𝑔 0.025 [] Anodic transfer coefficient, negative electrode
𝛼𝑐,𝑝𝑜𝑠 0.074 [] Cathodic transfer coefficient, positive electrode
𝛼𝑐,𝑛𝑒𝑔 0.054 [] Cathodic transfer coefficient, negative electrode
𝑅𝑓𝑖𝑙𝑚 50 Ωm2 Film resistance across SiO2 film
𝑆𝑜𝑙𝑂2 0.4 [] Solubility factor of oxygen in electrolyte
𝑐𝑂2 ,𝑒𝑥𝑡 9.46 [mol/m3] External oxygen concentration in air at 1 atm
𝑐𝑂2 ,0 𝑆𝑜𝑙𝑂2 * 𝑐𝑂2 ,𝑒𝑥𝑡 [] Initial oxygen concentration in positive electrode

𝑐𝑚𝑎𝑥,𝑆𝑖𝑂𝐻4 0.09 [mol/m3] Solubility limit of SiOH4 dissolved in electrolyte
𝑐𝑚𝑎𝑥,𝑆𝑖𝑂2 0.0009 [mol/m3] Solubility limit of SiO2 dissolved in electrolyte
𝑐𝑆𝑖𝑂2 ,𝑖𝑛𝑖𝑡 1e7 [mol/m3] Initial concentration of SiO2 in electrolyte
𝐷𝑆𝑖+ 2.11e9 [m2/s] Diffusion coefficient of Si+ in electrolyte
𝐷𝑂2 7e10 [m2/s] Oxygen diffusion coefficient
𝐷𝑂𝐻 5.26e9 [m2/s] Diffusion coefficient of OHion
𝐷𝐾 1.96e9 [m2/s] Diffusion coefficient of potassium ion
𝑡𝑝𝑙𝑢𝑠 0.22 [] Transport number

𝑑ln𝑓𝑑 ln 𝑐𝑠𝑒𝑝 1.03 [] Activity dependence

57



58 B. Appendix

𝑘𝑎 1.11e15 [m10/s/mol3] Reaction rate coefficient anodic current
𝑘𝑐 3.4e17 [m7/s/mol2] Reaction rate coefficient cathodic current

𝑘𝑎,𝑛𝑒𝑔 1.11e15 [m/s] Reaction rate coefficient anodic current
𝑘𝑐,𝑛𝑒𝑔 3.4e17 [m10/s/mol3] Reaction rate coefficient cathodic current
𝑖0,𝑟𝑒𝑓,𝑆𝑖 9.65e1 [A/m2] Reference exchange current density Si metal
𝑖0,𝑟𝑒𝑓,𝑝𝑜𝑠 0.8 [A/m2] Reference exchange current density, negative electrode
𝑖0,𝑟𝑒𝑓,𝑛𝑒𝑔 0.1 [A/m2] Reference exchange current density, positive electrode
𝐸𝑒𝑞,𝑛𝑒𝑔 1.69 [V] Equilibrium potential negative electrode
𝐸𝑒𝑞,𝑝𝑜𝑠 0.4 [V] Equilibrium potential positive electrode
𝑛 4 [] Number of transferred electrons
𝑇 298 [K] Temperature
𝑖𝑎𝑝𝑝 0.05 [mA/cm2] Applied current density
𝑎 1 [] Used in parametric sweep
𝐴𝑝𝑜𝑠 100 [cm2/cm3] Specific surface area of positive electrode
𝐴𝑛𝑒𝑔 100 [cm2/cm3] Specific surface area of negative electrode
𝑐𝑙,𝑖𝑛𝑖𝑡 5 [mol/dm3] Initial electrolyte concentration
𝑐𝑜ℎ,𝑟𝑒𝑓 0.4 * 𝑐𝑙,𝑖𝑛𝑖𝑡 [mol/dm3] Reference electrolyte concentration
𝑐𝑙,𝑟𝑒𝑓 5 [mol/dm3] Electrolyte salt reference concentration
𝑐0,𝑟𝑒𝑓 5 [mol/dm3] Solvent (water) reference concentration
𝜌𝑐𝑎𝑟𝑏𝑜𝑛 2260 [kg/m3] Density of carbon
𝜌𝑆𝑖𝑂𝐻4 1800 [kg/m3] Density of SiOH4
𝜌 1500 [kg/m3] Electrolyte solution density
𝜌𝑆𝑖 2330 [kg/m3] Density of Si
𝜌𝑆𝑖𝑂2 2650 [kg/m3] Density of SiO2
𝜌𝐻2𝑂 997 [kg/m3] Density of H2O
𝜌𝑂2 1141 [kg/m3] Density of O2
𝜌𝑂𝐻 1 [kg/m3] Density of OH

𝑀𝑊𝑆𝑖𝑂𝐻4 96.113 [kg/m3] Molecular weight of SiOH4
𝑀𝑊𝑆𝑖 28.0855 [g/mol] Molecular weight of Si
𝑀𝑊𝑆𝑖𝑂2 60.08 [g/mol] Molecular weight of SiO2
𝑀𝑊𝑂𝐻 17.008 [g/mol] Molecular weight of OH
𝑀𝑊𝐻2𝑂 18.015 [g/mol] Molecular weight of H2O
𝑀𝑊𝑂2 15.999 [g/mol] Molecular weight of O2
𝑀𝑊𝐾 39.1 [g/mol] Molecular weight of K
𝜎𝑓𝑖𝑙𝑚 6.7e4 [S/cm] Film conductivity
𝜎0 0 [S/m] initial film thickness

𝑆𝐶𝑃𝐸𝑅,𝑆𝑖𝑂2 0 [] Stoichiometric coefficient for porous electrode reaction
𝑆𝐶𝑃𝐸𝑅,𝑆𝑖𝑂𝐻4 1 [] Stoichiometric coefficient for porous electrode reaction
𝑅_𝑑𝑛𝑓,𝑆𝑖𝑂𝐻4 0 [mol/m3/s] Reaction rate non faradaic reaction SiOH4
𝑅_𝑑𝑛𝑓,𝑆𝑖𝑂2 0.001 [mol/m3/s] Reaction rate non faradaic reaction SiO2
𝑅_𝑑𝑐𝑜𝑟,𝑆𝑖𝑂𝐻4 0.005 [mol/m3/s] Reaction rate of SiOH4 in corrosion
𝑅_𝑖𝑠𝑟𝑐,𝑛𝑓 0.001 [mol/m3/s] Overall reaction rate non faradaic
𝑅_𝑖𝑠𝑟𝑐,𝑐𝑜𝑟2 0.001 [mol/m3/s] Overall reaction rate corrosion
𝐸𝑒𝑞,𝑠𝑐ℎ𝑜𝑡𝑡𝑘𝑦 0.36 [V] The barrier between the contact and the silicon wafer
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