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dr.ir. Radmila Pribić, Sensors Advanced Developments, Thales Nederland

c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page. VII



VIII c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page.



Abstract

Compressive Sensing (CS) provides a new paradigm in data acquisition and signal processing based

on the assumption of sparsity and the incoherence of the received signal. Based on that concept, many

radar front-end architectures have been studied with the implementation of CS. In these architectures,

less data are collected but the radar scene can be recovered through CS with high probability. All

these CS front-ends have always been stated as less complicated but never evaluated. The main

motivation of this thesis is to find aspects of the complexity and performance which can be used

for the characterization of these front-ends like the gain in signal-to-noise ratio (SNR), number of

components, power consumption etc. In this thesis, we investigate three radar front-end architectures

in CS. The first two are the Multi-Coset (MC) Sampling and Analog-to-Information Converter (AIC)

which are widely suggested for telecommunications and radar systems. The third front-end is novel

as it contains metamaterial surface antenna elements. The performance and the complexity of each

architecture are evaluated. The performance is compared with respect to the conventional reference

case of a uniform linear array of antennas.
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Chapter 1

Introduction

The aim of this thesis is to evaluate the performance and complexity of compressive-sensing (CS)

systems with respect to different designs of data acquisition in the front end with examples from

radar (but not limited to radar). This chapter provides the motivation for introducing alternative data

acquisition schemes to CS systems and the main contribution of the thesis.

1-1 Motivation

The gradual progress in modern electronics, constantly gives rise to new ways in radar systems and

their data-acquisition front ends. The manufacturing of new analogue-to-digital converters (ADC)

which are capable of sampling at GHz, makes it possible to sample the radio frequency (RF) signal

directly but this cannot happen without the use of a digitally programmable system. Traditionally,

the radar receiver designs consist of mixing stages which alter the carrier frequencys of the received

signal in order to be sampled at a low rate. These stages include additional operations like filtering,

amplification and others, which increase the complexity of the radar receiver and thereafter, the cost,

the development and the manufacturing of the whole system.

The radar system is similar to a communication system as shown in Figure 1-1. In a system

like this, the information is transmitted by the transmitter, it travels through the transmission medium

and then it arrives at the receiver which captures the signal, processes and sends information to the

c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page. 1



CHAPTER 1. INTRODUCTION

user. In a similar way, in a radar system, the transmitter sends a signal to the field of view where

a target exists and then, the transmitted signal hits the target and reflects back. So, the receiver

which is located in the same place as the transmitter, captures the reflected signal. The first part in

a radar receiver is its front end. Its role is very important since it acquires the data which will be

used to extract the information. So, it is crucial that the data acquisition system is both accurate and

beneficial.

Figure 1-1: Generic Communication System.

Many researchers have been involved in the design and implementation of radar receivers.

After years of research, the technology has reached a level where the accurate data acquisition in radar

systems is not enough. The most recent radar front ends are making use of compressive techniques

in the signal reception which acquire less data. The CS (radar) front ends have been studied for many

years to make them less complicated, but never this has been evaluated. In general, the CS front-

end architectures have been assumed for many years to be less complicated although the complexity

had never been evaluated. This work fills the gap by trying to establish the balance between the

performance and the complexity of typical CS front ends.

1-2 Research Goals

The purpose of this project is to analyze the performance and the complexity of different front-end

architectures in compressive sensing. In addition, a novel scheme is proposed which may be more

beneficial than the traditional CS front ends.

At first, a full analysis of the traditional front ends in RF receivers which are used in radar

systems will be presented. Furthermore, a model of a conventional radar front end will be used as

a reference case. The other CS front ends will be evaluated with respect to the reference case. The

2 c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page.



CHAPTER 1. INTRODUCTION

intention is to find the best balance between the complexity of the components in the front end of

radar systems and the front-end performance which shall be comparable with (or even better than) the

reference case. The front-end complexity consists of a number of essential components which would

be needed. The front-end performance is measured with respect to the signal-to-noise ratio (SNR)

that it would produce at its output with a known input. Finally, the performance of the different front-

end architectures will be illustrated with results from the CS radar back end containing sparse signal

processing (SSP).

The goals of this thesis project can be briefly summarized as follows:

• Presentation of CS, data acquisition architectures in CS radar systems, radar measurements and

their processing,

• Investigating complexity/costs of two state-of-the-art designs of CS data acquisition,

• Proposing a novel CS data acquisition design which involves metamaterial surfaces,

• Implementing the performance analysis for particular spatial measurements in MATLAB,

• Evaluating the performance-complexity balance of the designs.

1-3 Contributions

This work provides a complete framework for a radar system’s front end and its application in CS.

Starting from signal reception by the radar system, we model the total operation of the data acquisition

system taking into account all the essential components of a modern radar receiver.

We demonstrate how CS radar can reduce the sampling rate in space or equivalently, how

it can reduce the number of antenna elements. Accordingly, the cost of the architecture, the needed

memory and the size of the radar receiver seem to be reduced. On the other hand, these benefits come

with the drawback of high complexity since more components are needed for the implementation of

the CS and so, additional adjustments between them, as well. We have considered two state-of-the-

art CS radar architectures, the Multi-Coset (MC) sampling and the Analog-to-Information Converter

(AIC). We present their model, their benefits and their drawbacks. In addition, we propose a novel

radar front-end scheme which contains metamaterial surface antenna elements. This architecture

c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page. 3



CHAPTER 1. INTRODUCTION

promises comparable performance with the other two but with low complexity since less components

are used. Lastly, these three CS radar systems are presented with respect to the reference case of a

uniform linear array of antennas (ULA).

1-4 Thesis Outline

The master thesis report is organized as follows:

• Chapter 2 introduces the basic theory and principles of radar systems for the readers who are

unfamiliar with that field. Starting from the way a radar system transmits and receives a signal,

we give some further insight in the RF receivers which are mainly digital nowadays and present

the necessary steps for the calculation of the important parameters which characterize the RF

receivers.

• In Chapter 3 we review the CS framework and introduce the main criteria related to the quality

of the sensing matrix. In addition, we go one step further by presenting the CS radar system

and the major concepts for its implementation.

• Chapter 4 describes analytically each data acquisition scheme. It starts with a reference case

which is mainly used in traditional radar receivers, followed by two state-of-the-art architectures

in CS. Lastly, a novel scheme is presented which promises comparable performance with the

previous architectures and smaller size.

• Chapter 5 lays out our main results from the balance between the complexity and the perfor-

mance of the four data acquisition schemes described in Chapter 4.

• Chapter 6 summarizes our findings and points out our conclusions, recommendations and sug-

gestions for future work.

4 c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page.



Chapter 2

Basic Principles of Modern Radar Systems

This chapter starts with an introduction of the radar concept, presents the basic radar functionality

with emphasis on obtaining the information about a target. Furthermore, we present existing radar

receivers and select the front end which will be used in the next chapters. Lastly, we show how the

important parameters of a receiver front end are calculated for the determination of its sensitivity.

2-1 Introduction and Overview

Radar (Radio Detection and Ranging) is an RF system which is used to locate an object such as

airplanes, ships, vehicles, weather incidents like precipitations, or even the natural environment. This

is done by transmitting a known signal towards the field of its view and then detecting the echo signal

reflected from the object which may be present in the surrounding space. This reflected energy can

show not only if a target is present or not, but also when the target is present, it can give information

about its location, its velocity, its shape and other target information.

As we have already mentioned, the operation starts with the transmission of an electromag-

netic (EM) wave of a certain frequency which depends on the application. This EM wave travels

through a medium and a portion of it hits a target and travels back to the radar receiver where a por-

tion of the backscattered field is captured by its antenna, as shown in Figure 2-1. At this point, we can

distinguish two different types of radar systems depending on the type of transmission and receive

c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page. 5



CHAPTER 2. BASIC PRINCIPLES OF MODERN RADAR SYSTEMS

configurations: monostatic and bistatic. In a monostatic configuration, the co-located antenna is used

for both transmission and reception of the signal whereas, in a bistatic configuration there are two

different antennas for transmission and reception at different positions.

Figure 2-1: Traditional radar system.

In practice, most of the radar systems radiate the power PT towards a specific direction so

the respective antenna has a gain GA. So, if a target reflects back all the power intercepted by its

effective area σ isotropically, then this reflected power density is given by the equation:

Pre f =
PT ·GA ·σ
(4πR2)2 (2-1)

where R is the range of the target. Lastly, if Ae f f is the effective area of the receiving antenna, the

received power by that antenna will be:

PR = Pre f ·Ae f f =
PT ·GA ·Ae f f ·σ

(4πR2)2 (2-2)

This radar equation is developed assuming that the target has an effective area σ and an isotropic

reflection pattern. In general, most of the targets are not isotropic and have different effective areas.

So, in order to be more accurate,we call σ the radar cross section (RCS), which represents the area of

an isotropic target which would reflect the same return power as the real target.

Another way to characterize the radar system is with respect to the transmitted signal. There

are two main categories: the pulsed-Doppler (PD) and the continuous wave (CW) radars. In order to
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CHAPTER 2. BASIC PRINCIPLES OF MODERN RADAR SYSTEMS

proceed to the main functionality of a radar system we will focus only on a PD radar. For an interested

reader, a lot of information related to CW radar systems can be found in the literature [1].

2-1-1 Range Estimation

In a radar system, the signal waveform is crucial for the accuracy, resolution and ambiguity in deter-

mining the range and the velocity (range rate) of a target. In the PD radar case, monostatic configu-

ration is mainly used. The radar system transmits EM waves during a short time interval, i.e. pulse

width τ . In this time interval, the antenna is isolated from the receiver. After the transmission of

the first pulse, there is a "listening" time interval where the receiver is expecting to receive the echo

from the target. So, pulses are transmitted at a rate of PRF = 1
PRI , where PRF is the pulse repetition

frequency and PRI is the pulse repetition interval or the "listening" time interval together with the

pulse width τ . Figure 2-2 [1] illustrates the operation of a pulse Doppler radar system. If ∆T is the

Figure 2-2: Pulse Radar Waveform.

round trip delay between the transmitted signal and the reflected echo, then the range of the target can

be calculated as follows

R =
1
2
· c ·∆T, (2-3)

where c is the speed of light in free space. Lastly, if the reflected pulse of the fist transmitted pulse

arrives to the receiver during the first "listening" time interval, then the range can be estimated unam-

biguously. On the other hand, if it arrives during any next "listening" time interval, then the range is

ambiguous because of the uncertainty of which transmitted pulse caused the reflected one. Thus, the

maximum unambiguous range is defined as:

Runambmax =
1
2
· c ·PRI (2-4)
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2-1-2 Velocity Estimation

Radar systems can also sense the motion of the target, by exploiting the fact that a moving target

has a radial velocity υd , causing the frequency of the reflected signal to be different. This is called

the Doppler effect, common to all wave phenomena. The Doppler effect states that when a target

is moving, the received signal will have a frequency equal to the initial carrier plus a Doppler shift

which will depend on the direction and the speed of the target. In other words, if the target is moving

towards the radar systems, the Doppler shift will be positive and the frequency of the echo will be

larger than the initial one. On the other hand, if the target is moving away, the Doppler shift will be

negative and the signal’s frequency will be smaller than the initial one [2]. The relation between the

Doppler shift fd and the velocity υ of the target, is given by:

fd =
2 ·υ

λ
· cos(φ) =

2 ·υd

λ
(2-5)

where λ = c
f c is the wavelength of the signal, fc is the carrier frequency and φ is the angle between

the actual target velocity υ and the straight line which connects the target and the radar receiver.

Lastly, we must point that as PD is ambiguous in range, it can also be ambiguous in Doppler. That

is because most modern PD radars sample the Doppler frequency shift at the PRF due to the Nyquist

theorem. This leads to Doppler frequency ambiguity if the sampling rate is not sufficient. As a result,

the maximum Doppler shift frequency that can be unambiguously estimated is:

fdmax =±
PRF

2
(2-6)

In a similar way, the maximum unambiguous radial velocity that can be estimated will be:

υdmax =±
PRF ·λ

4
(2-7)

2-1-3 Angle of Arrival Estimation

Modern radar systems can also determine an angular position of a target. This angular position is

described by the elevation and azimuth angles. It is determined by the pointing angle of the antenna’s

main beam during the sensing procedure [1]. Phased arrays are the most used type in radar systems

because they provide high reliability, and good sidelobe control. They are applicable in both beam

steering at transmission and estimation of angle of arrival at the reception.
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In order to explain the procedure of estimating the direction of arrival (DOA), we need the

standard mathematical model of the received radar signal from different sources. The received signal

ym at time instance t from K point sources at the m-th element of an array of antennas can be written

as:

ym(t) =
K

∑
k=1

ak · sk(θk, fdk ,rk) =
K

∑
k=1

ak ·u(t−∆Tk− τm(t))e
− j2π fdk te j2π fc(t−∆Tk−τm(t)) (2-8)

where ak is the amplitude of the k-th point source, u(t) is the transmitted signal, ∆Tk is the correspond-

ing round trip delay of the signal, fdk is the Doppler frequency shift and fc is the carrier frequency and

finally, τm(t) is the time delay of the signal between the m-th antenna element and the first element

of the array. This time delay depends on the position of the m-th antenna element and is related to

the DOA θk of the k-th target as τm(t) = −xm(t)sin(θk)
c where xm is the position of the element in the

antenna array. The DOA θ can be either a single angle or a vector of the two angles azimuth and

elevation angles. In angle estimation, the DOA is expressed as a function of the delay of the signal

between two antenna elements. As a result, by computing this delay, we can estimate the DOA.

The most common way to estimate the angle DOA is by beamforming. The objective of

beamforming is to iteratively apply a receiver weight vector wk, which usually takes the form of

phase shifts, such that the estimated output is:

ŝk(θk, fdk ,rk) = wH
k ym (2-9)

and search for the maximum. In other words, we want the output of the weight vector wk to be an

estimate of the k-th source. Which beamformer is the "best" depends on the optimality criterion, of

which there are many. We will see the DOA estimation in more details in Chapter 4.

2-2 Radar Receivers

In a radar system, the role of the receiver front end is to capture the signal and convert it to an

appropriate form for processing. When the signal arrives at the antenna, it is very weak and has a high

frequency. As a result, radar receivers are used to amplify, down-convert the RF signal to the baseband

with minimal added distortion and in the end, digitize the analog baseband signal. The choice of the

receiver architecture is related to the complexity, power dissipation and system consideration. The

RF receiver architecture can be classified with respect to the down conversion.
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2-2-1 Crystal Video Receiver

The crystal video receiver (CVR), is the simplest type of receiver configuration where the input signal

is coupled to a detector to convert the RF signal directly to video. Then the video output is amplified

before providing the signal to the processor [1].

As it is shown if Figure 2-3, a crystal receiver consists of a bandpass filter (BPF) which

filters the out of band frequencies, a crystal detector and a video amplifier. The main disadvantage

of this architecture is its sensitivity which is very low because of the low rectification efficiency of

the detecting elements at small signal levels. In addition, all the amplifications are done by the video

amplifier so the received pulses are normally distorted [1]. Due to these drawbacks, the CVR is

mainly used in short range systems like automotive collision avoidance.

Figure 2-3: Crystal Video Receiver.

An improved version of the CVR is shown in Figure 2-4 where an RF amplifier is placed

before the detection for the improvement of the sensitivity of the receiver and the increase of the SNR

at the output of the detection. The disadvantage of this adding comes with additional costs like power

consumption, complexity and size.

2-2-2 Homodyne Receiver

The homodyne or direct down-conversion receiver is a configuration which moves the RF signal

directly to the baseband [3]. This is done by mixing the received RF signal with the carrier frequency

fc of the transmitter. It is obvious that we are talking about a very simple scheme since there are no
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Figure 2-4: Modified Crystal Video Receiver.

intermediate frequency (IF) down conversions and thus, less components are used at it is shown in

Figure 2-5.

Figure 2-5: Homodyne Receiver.

A homodyne receiver consists of a circulator which is a ferromagnetic device coupling the

transmitting signal to the antenna while isolating it from the receiver, a low noise amplifier (LNA),

a BPF which filters the out-of-band frequencies, a local oscillator (LO) which is tuned to the desired

RF signal, a mixer which mixes the received RF carrier with the frequency of the LO, a low pass filter

(LPF) which filters out the right side band after the mixing, an amplifier and an ADC which samples

the signal at Nyquist rate.

The main disadvantage of this radar receiver is present during the implementation in CMOS

technology where very high noise figures occur due to the implementation of active mixers. Also,

parasitic direct current (DC) signals appear due to mismatch, self reception and RF crosstalk [4].

Lastly, the LO of the homodyne receiver is tuned to RF frequencies for transmission so there is a

possibility the receiver LO may interfere with other nearby receivers tuned to the same frequencies.
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Still, it has been seen that the sensitivity is considerably improved compared to the CVR [1].

2-2-3 Heterodyne Receiver

The heterodyne receiver, shown in Figure 2-6, was first introduced as an RF receiver containing an

LO for down conversion of the signal to a common IF frequency. The superheterodyne receiver is

essentially the same thing except that the LO is tunable. This advantage is more obvious in the case

where the radar systems are using frequency diversity or specialized processing waveforms, so the

LO frequency tuning is compulsory.

Figure 2-6: Supereterodyne Receiver.

As shown in Figure 2-6, the received signal from the antenna is coupled through the circu-

lator to the mixer. In many current applications, immediately after the circulator, an LNA increases

the amplitude of the weak signal. Then, a BPF follows which is a wideband low-loss, pre-select filter

which provides out of band frequency rejection and prevents signals that are far from the actual pass

band to saturate the operation. After the basic components which are mainly used in every kind of re-

ceiver, it comes the part of the receiver which performs its actual function. Here, there are two stages

of down-conversion of the signal to the baseband. The first one, as we already said, downconverts the

input RF signal to an IF and then, the IF signal is amplified and filtered by a BPF for the rejection of

the unwanted mixer products and out of band signals. A second similar stage is following for moving

the IF signal to baseband before the digitization by the ADC.

The main advantage of the superheterodyne receiver is that it contains a zero IF receiver so
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it attains better immunity from interfering signals and better sensitivity. On the other hand since there

are more components the cost and the size of the receiver will be larger. So, for the rest of the thesis,

the superheterodyne receiver will be the RF receiver since it is the state-of-the-art in higher sensitivity

and better performance.

2-3 Radar Receiver Sensitivity

In a radar system, the backscattered field from a target is always weak and it exists in the presence

of interference. The interference comes in four different ways [1]: a) internal and external electronic

noise, b) reflected EM waves from objects in the environment c) unintentional EM waves from human

hand - made sources and d) intentional jamming from electronic counter measures. The internal

electronic noise is caused by EM waves, which occurs always at all frequencies is called thermal

noise. The thermal noise is generated because of the thermal perturbation of the electrons which are

moving within an electric conductor. Essentially, the thermal noise is produced by every object with

temperature above absolute zero regardless of the applied voltage, so it depends on the temperature of

the respective component. The radar receiver contains electronic device like amplifiers, filters, mixers

etc. which produce own thermal noise. As a result, we would prefer the signal level to be greater than

the noise level and the interference level so that the radar receiver can capture more information about

the target from the signal.

At the very beginning of the radar reception, an antenna collects the backscattered field.

This antenna element can be a waveguide, a probe antenna, a horn antenna or even a surface made

of a specific material. After the reception by the antenna element, the signal passes through a feed

line and is driven to the next receiver stage which is an LNA. This LNA preamplifies the signal

and introduces only a small amount of thermal noise. Since the analog components of the receiver

introduce thermal noise, the challenge is design a front end that introduces the least amount of noise

into the signal of a radar receiver.

The thermal noise is uniformly distributed and its power spectral density (PSD) is constant

in all the frequencies. Despite this fact, the radar receiver captures noise only in the frequencies in

which the radar system is susceptible. These frequencies are determined by the radar’s bandwidth B.
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So, the power N of the thermal noise is given by:

N = k ·Ts ·B = k ·T0 ·F ·B (2-10)

where

k is Boltzmann’s constant (1.38 x 10−23 watt-sec/K)

T0 is the standard temperature (290 K)

Ts is the system noise temperature (Ts = T0 ·F)

B is the instantaneous receiver bandwidth in Hz

F is the noise factor of the receiver subsystem (unitless).

Observing equation (2-10) we can see that the noise power of the receiver is linear propor-

tional to its bandwidth but the problem is that we can’t make it small in order to reduce the noise

power without affecting the target signal and the radar performance. In addition, the noise figure,

NF = 10log10(F), is an alternate method to describe the receiver noise at a system temperature Ts.

Thus, we can calculate the receiver noise power by calculating the overall noise figure.

In an RF receiver, the analog components which introduce noise are amplifiers, filters, mix-

ers, LO etc. After many years of development, a wide area of different components is available since

they are designed with different frequency ranges, noise figures and gains depending on the type of

the analog or digital receiver. As a result, when we want to optimally match the components of a

receiver with analog-to-digital converter, we can choose a specific combination of different amplifiers

to be connected, since they can be treated as a single one for the calculation of their performance [5].

By saying "optimally", the desired sensitivity and dynamic range are meant.

On the other hand, the technology of ADCs at high sampling frequencies with a high number

of bits is at the stage of infancy and also, this kind of ADCs requires a large amount of energy. Thus,

because of the limited available high speed ADCs, when we design an RF receiver, we first select

the ADC and then the components for which the performance meets the demands of the respective

ADC [5].

At first, let us define the basic parameters of a receiver’s stage which are the gain (G), the

noise figure (NF) and the third-order intercept point (IP3). The gain of a component is defined as the
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ratio of the output signal power of the component to the input signal power which can be written as

G =
Pout

Pin
(2-11)

The noise factor is defined as the ratio of the output noise power of a device to the power attributable

to thermal noise in the input termination at standard noise temperature T0 (usually 290K). In a similar

way, the noise figure is simply the noise factor expressed in dB and describes the degradation of

the SNR of a signal through its pass from the component. Lastly, the IP3 is a parameter which

has to do with the linearity of a component. When an amplifier, for instance, becomes non-linear,

it produces harmonics of the amplified input. The second, third, and higher harmonics are usually

out of the receiver’s bandwidth, so they are all easily filtered out by the receiver’s filters. However,

non-linearity will also produce a mixing effect of two or more signals. For example, if two signals

are close together in frequency, some of the sum and difference frequencies can occur within the

bandwidth of the amplifier. These cannot be filtered out, so they will ultimately become interfering

signals to the main received signals [5].

The gains of the components are usually given by the manufacturer. In the simplest case

where we have multiple amplifiers connected in cascade, we take into account these important pa-

rameters and calculate the overall performance of the chain. In general, we want the chain to have the

lowest possible noise figure. For n cascaded amplifiers in a chain, the overall gain will be

G = G1 ·G2 . . .Gn. (2-12)

The overall noise factor of the amplifiers connected in cascade will be

F = F1 +
F2−1

G,
+

F3−1
G1G2

+ · · ·+ Fn−1
G1G2 . . .Gn

, (2-13)

where Fi is the noise factor of the i-th amplifier [5]. Observing this equation, one can point that when

the gain Gi is very large, then the overall noise figure is determined by F1,F2, · · · ,Fi−1. In other words,

the overall noise figure of a receiver is highly dependent on the first component with high gain and all

the components before that. Usually, the first component with high gain is an amplifier. Thus, all the

components after that will have a minor effect on the overall noise figure. In general, RF amplifiers

have high gain and can be briefly divided into two categories: the ones with low noise and the ones

with high power. The LNAs usually have low IP3 whereas, the high power amplifiers have a high

noise figure. As a result, if we take into account what we mentioned before concerning the role of the
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first high gain component, it is wise to put the LNAs at the beginning of the receiver’s chain and the

high power amplifiers at the end of the chain. In plain words, we can say that the noise is dominated

by the first amplifier.

If the respective receiver’s component is active, like an amplifier, then its gain and noise

figure is given in the data sheet of the manufacturer. On the other hand, when the component is

passive (attenuator or filter) then the important parameters are not given except the insertion losses.

In that case, the gain will be the negative value of the insertion losses and the noise figure equals the

insertion losses. The IP3 is partially given by the manufacturer but we can briefly describe the way

we can calculate it. The intercept point is obtained graphically by plotting the output power versus

the input power both on logarithmic scales (e.g., decibels). In the graph, there are two curves: the

one for linearly amplified signal at an input tone frequency and the one for a nonlinear product. On

a logarithmic scale, the n-th order function will be a straight line with a slope of n. Therefore, the

linearly amplified signal will exhibit a slope of 1. A third-order nonlinear product will increase by 3

dB in power when the input power is raised by 1 dB. So, the point will be the one where the curves

intersect. An example is given in Figure 2-7. We can also use:

IIP3(dBm) = Pin(dBm)− IMD3(dBc)/2 (2-14)

where IMD3 is the third order intermodulation distortion which is given by the manufacturer.

For the case of an ADC, the important parameters are given by the manufacturer in the data

sheet. The most important of them are the resolution bits, which are used for each quantization level,

the sampling rate, the SNR and the maximum input power which can be employed without saturating

the device. Since we know these data, we can calculate the noise figure of the ADC. The procedure

for calculating its noise figure starts with the calculation of the full-scale input power. Since the peak-

to-peak voltage Vpp and the input impedance Zin are given by the manufacturer, then the full-scale

power is given by:

PFullscale[dBm] = 10log10(1000 · V
2
rms

Zin
) (2-15)

where Vrms =
Vpp/2√

2
. The next step in the NF calculation is to calculate the effective input noise of the

ADC from its SNR. The SNR of the ADC is shown on the data sheet for a variety of input frequencies.

We just have to use the value corresponding to the IF input frequency of interest. Therefore, we can

calculate the noise figure in dB using equation (2-10) as follows:

NFADC = PFullscale[dBm]−10log10(kT )−SNRADC−10log10(B) (2-16)
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Figure 2-7: Third-order intercept point

2-4 Conclusions

This chapter expands the basic concept that we meet in modern radar systems which are used in

the next chapters. We explain the way radar performs, the techniques for range, velocity and angle

estimation, and we also present a few radar receivers which are widely used. Lastly, we present the

way we can calculate the sensitivity and the important parameters of the superheterodyne receiver and

the components that are chosen.
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Chapter 3

Compressive Sensing

In this chapter we will present the paradigm of CS and the way it can be applied in radar systems. We

will analyze the concept of sparsity and incoherence, the importance of choosing the right sensing

matrix and lastly, the SSP framework.

3-1 Introduction to Compressive Sensing

As it has been seen is Chapter 2, the last part in an RF receiver is the ADC which samples the analog

signal and moves it to the digital domain. Conventional approaches to sampling a signal or an image,

use the Shannon-Nyquist theorem [6]. This theorem states that if a real-valued signal has a bandwidth

B then it is completely specified by sampling it at rate at least twice the maximum frequency presented

in the signal i.e. fs = 2B. For that reason, all the ADCs used in the architectures of Chapter 2, are

uniformly sampling the analog RF signal at or above the Nyquist rate.

The gradual evolution of technology has shown that most of the times, the information we

get by sampling a signal at Nyquist rate, is redundant and most of the data are thrown away afterwards

since only a small portion of them are useful for the complete information acquisition. This fact gave

rise to CS theory introduced by Candès [7], Romberg and Tao [8] and Donoho [9], which asserts

that one can recover certain signals and images from far fewer samples or measurements than the

traditional methods [7]. For this to hold, CS relies on two principles: sparsity and incoherence.
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• Sparsity means that the information density of a continuous time signal may be much smaller

than its bandwidth. More specifically, when a signal is sparse or compressible it can be repre-

sented with only a few coefficients compared to its dimensionality, when expressed in a proper

basis.

• Incoherence means that the sensing and representation matrices must be as weakly correlated

as possible. This ensures that the information is not damaged by the sensing.

3-2 Sparsity

Let us say that we have a signal vector s ∈ CN which is expanded in an orthonormal basis ΨΨΨ =

[ψψψ1,ψψψ2, ...,ψψψN ] as follows:

s = ΨΨΨX (3-1)

where x ∈ CN is the coefficient sequence. By saying that the signal x is K-sparse, we mean that only

K � N of the coefficients are non zero. So, the signal x which is K-sparse can be recovered from

less non adaptive linear projections onto a second basis ΦΦΦ which will be incoherent with the first one.

More specifically, compression means to find an orthogonal MxN compression matrix ΦΦΦ with M < N,

which by applying it to the signal x will yield:

y = ΦΦΦ · s = ΦΦΦ ·ΨΨΨ ·x = ΘΘΘ ·x (3-2)

where ΘΘΘ ∈ CMxN is the sensing matrix and y ∈ CN is the measurement vector. In plain words, one

can throw away a fraction of the coefficients and reconstruct the signal with high probability.

3-3 Incoherence

As we said previously, CS starts with a pair of matrices. The first basis ΦΦΦ is the compression matrix

which depends on the type of CS system and the matrix ΨΨΨ which is the signal representation matrix.

This pair formulates the sensing matrix ΘΘΘ whose columns are to be as much linearly independent

as possible. There are three ways to measure the incoherence in matrix ΘΘΘ: the restricted isometry

property (RIP), the null-space property and the mutual coherence. In the following sections, the RIP

and the mutual coherence are explained.
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3-3-1 Restricted Isometry Property

The RIP states that for a signal s = ΨΨΨx, the sensing matrix ΘΘΘ with normalized columns satisfies the

RIP (k,δk) of order k and an isometry constant δk if:

(1−δk)‖x‖2
2 ≤ ‖ΘΘΘx‖2

2 ≤ (1+δk)‖x‖2
2 (3-3)

for every k-sparse vector x∈CNx1. When RIP holds, ΘΘΘ approximately preserves the Euclidean length

of K-sparse signals [7]. Equivalently, we can say that all subsets of K columns taken from Θ are nearly

orthogonal. The RIP also guarantees stability of the CS problem solution under noise [8].

3-3-2 Mutual Coherence

The mutual coherence µ(ΘΘΘ) is the most common choice for the evolution of the incoherence of matrix

ΘΘΘ because it is easy to be computed. It is expressed as:

µ(ΘΘΘ) = max
i 6=t
|〈θi,θt〉| (3-4)

where θn is the n-th normalized column, n = 1,2, · · ·N of the matrix ΘΘΘ and the operation 〈·〉 is the

inner product. Alternatively, since ΘΘΘ = ΦΦΦ ·ΨΨΨ, we can say that mutual coherence measures the largest

correlation between any two columns of ΦΦΦ and ΨΨΨ [7]. From linear algebra, it holds that µ(ΘΘΘ) ∈ [0,1]

so, if the mutual coherence is zero, then the columns of ΘΘΘ are orthogonal. The mutual coherence

can also be viewed as the maximum of the off-diagonal elements of matrix ΘΘΘ
H

ΘΘΘ, where (·)H is the

Hermitian matrix [10].

The importance of the mutual coherence is obvious in reconstruction algorithms and also

contributes to the lower bound on the number of measurements M that are needed for the reconstruc-

tion [11] since:

M ≥C ·µ2(ΘΘΘ) ·K · logN (3-5)

for some positive constant C and a random ΘΘΘ. So, it is obvious that the smaller the coherence, the

fewer samples are needed.

3-4 Sparse Signal Processing

In the back end of a CS radar system, the SSP is a major part in radar processing from fewer mea-

surements, as already explained in this chapter.
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At first, we must say that we can use basic linear algebra to solve problem 3-2 but since

it is underdetermined, it has infinite number of solutions. That is why we take advantage of a-priori

knowledge of the signal x being its sparsity. So, if we search for the sparsest x, we can find a unique

solution to the problem.

As we know from literature [9], the `0 norm ‖ x ‖0 is the number of non zeros in x so, we

can define the solution x as:
x̂ = argmin

x
‖x‖0

sub ject to ΘΘΘ ·x = y
(3-6)

but this problem is NP-hard [8] which means that there is no tractable algorithm that can solve it

for any ΘΘΘ and y. On the other hand, Donoho [9] proposed to move the problem to the `1 norm

minimization as follows:
x̂ = argmin

x
‖x‖1

sub ject to ΘΘΘ ·x = y
(3-7)

because, although the system of equations is massively underdetermined, `1 minimization and the

sparse solution coincide, when the result is sufficiently sparse and the matrix sufficiently incoherent.

Besides, (3-7) is a convex optimization problem. As a result, for the `1 norm minimization, there are

plenty of algorithms like basis pursuit, orthonormal matching pursuit etc.

Since, in radar data there is thermal noise, the measurements become:

y = ΦΦΦ · s = ΦΦΦ · (ΨΨΨ ·x+ z) = ΘΘΘ ·x+ΦΦΦ · z (3-8)

where z is complex Gaussian noise with zero mean and variance γ , p(z|γ) ∝ exp(−|z|2/γ) [12].

When the sparsity of x is formalized by a multivariate Laplace prior p(x|λ ), p(x|λ ) ∝ exp(−λ |x|1),

the maximum a posteriori (MAP) estimator of x, written as:

xMAP = argmin
x
‖y−ΘΘΘ ·x‖2

2 +h‖x‖1 (3-9)

gives the usual SSP from CS with the l1-norm ‖x‖1 promoting the sparsity and the l2-norm ‖y−ΘΘΘ ·x‖

for minimizing the errors, together with a control parameter h that balances between the two tasks

( [9], [12]). In that form of SSP, the constant h depends on the variance of the noise γ and the sparsity

parameter since h = γλ [12]. When it is related to the GLRT, then h becomes known and related to

the probability of false alarm Pf a [13] from h =
√
−γ lnPf a.
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Chapter 4

Data Acquisition Schemes

4-1 Introduction

In this chapter, we will analyze four architecture schemes of data acquisition in radar systems with

CS. We first clarify the basic details of our system and then, state our scenario case with an incoming

signal from a target which reflects the transmitted signal. In order to take advantage of the spatial

characterization of the signal, we use an array of antenna elements for the reception of the signal.

Usually, our purpose is the spatial filtering of that signal in such a way that the signal arriving to the

array at a specific angle, can be effectively distinguished among other interfered signals and other

targets [14]. Our goal in this thesis is to analyze the way an array of antenna elements receives a

signal from a certain angle and how its digital samples are obtained. To do so, we first need to model

the incident signal. At first, all transmitted and received analog signals are real sinusoids in the radar

front end becoming complex signals in the discrete domain [5]. Therefore, we model the signal as

complex so that the incoming signal is represented as the real part of a complex signal. Later on we

will treat the signals as complex for the sake of simplicity.

Let us begin by representing a bandpass signal u(t) as:

u(t) = x(t) · cos(2π fct)− y(t) · sin(2π fct) (4-1)

where fc is the carrier frequency, x(t) and y(t) are the real baseband signals of bandwidth B whose

initial phase of the carrier is neglected. Now, we can define the complex baseband equivalent signal
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of u(t) as:

s(t) = x(t)+ jy(t) (4-2)

where x(t) = Re{s(t)} is the in-phase component of u(t) and y(t) = Im{s(t)} is the quadrature com-

ponent of u(t). In practice, we produce them with the Hilbert transform [5]. With these definitions,

the transmitted signal can be written as:

utr(t) = Re
{

s(t) · e j2π fct
}

(4-3)

Similarly, the form of the received signal will be

urc(t) = Re
{

q(t) · e j2π fct
}

(4-4)

where the complex baseband signal q(t) will depend on the channel through which s(t) propagates.

In particular, if c(t) is the equivalent channel impulse response, which will be the air in our case, and

utr(t) is the transmitted signal through that channel, then υ(t) = utr(t)∗c(t). For the rest of the report,

we will assume that the received signal is just a delayed version of the transmitted one for simplicity.

Thus, we have:

urc(t) = utr(t− τ) = Re
{

s(t− τ) · e j2π fc(t−τ)
}

(4-5)

where τ is the delay caused by the channel i.e. the range of the target.

4-2 Uniform Linear Array

Now that we have modeled the incoming signal at the antenna, we can characterize the antenna array

which will be used for the reception of the signal as the reference.

The design of an array of antennas for the achievement of a certain performance involves

a trade-off between the geometry of the array, the number of antenna elements, the SNR, the SIR,

and a large number of other parameters [14]. In spatial filtering, the most important aspect in array

design is the geometry of the array. For the rest of the project, we will focus on a linear array since

we intend to resolve only one angular component, as an example. In addition, the distance between

each neighboring pair of antenna elements will be equal so we are talking about a ULA.

Suppose that we have a planar wave received by M antennas as shown in Figure 4-1, [15].

The signal captured from each antenna is a delayed version of the one which arrives first at the
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Figure 4-1: Uniform Linear Array.

array [16]. So, we understand that there is a dependence on the point x in space where we capture the

signal. As a result, we can write the incident planar wave in the m− th antenna as follows:

urc(t;xm) := utr(t− τm) = Re
{

s(t− τm)e− j2π fc(t−τm)
}
= Re

{
s(t− τm)e− j2π fcτme j2π fct

}
(4-6)

where (t;xm) indicates the dependency of the planar wave on space and time since t is the time index

which parametrized by xm which is the position of the antenna and τm is the time delay between two

antennas. According to the narrowband approximation, when the time delays which are introduced to

these signals are much smaller than the inverse of their bandwidth, the delays can be represented by

phase shifts only [16]. In other words, through two antenna elements, there is no range cell jump and

it means that the signal remains inside the same range resolution cell. Thus, if the complex envelope

of the delayed signal received by antenna element m is sτ(t), it can be written as :

sτ(t) = s(t− τ) · e− j2π fcτ ' s(t) · e− j2π fcτ (4-7)

end equation (4-6) can be rewritten as follows:

urc(t;xm) := utr(t− τm)' Re
{

s(t) · e− j2π fcτme j2π fct
}

(4-8)

It is also important to say that the maximal delay is observed between the edges of the antenna array.

This distance is called aperture D of the array and is expressed in wavelengths. For narrowband

signals with carrier frequency fc, the corresponding wavelength will be λ = c/ fc, where c is the

wave-propagation speed and equal to the velocity of light. So, if δm is the distance between the m− th

antenna element from the first one, then δm = (m− 1)∆ · λ where ∆ is the actual distance between

each pair of neighboring antenna elements (given in a number of wavelengths).
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Since we have defined the form of the array and the incoming signal urc(t), we can define

the signal as it is captured by the array. If it is assumed that the m− th antenna element introduces a

gain pattern gm(θ) which is a function of the angle of arrival θ , then the output of the m− th antenna

element is given by:

yRF,m(t) = gm(θ) ·urc(t;xm) = gm(θ) ·utr(t− τm) (4-9)

Assuming that each antenna element is identical in the received signal, we can write the gain pattern

as gm(θ) = g(θ). In addition, the complex equivalent will be used from the very beginning of the

chain although in actual radar systems, it is real up to Hilbert transformation in the discrete domain at

the baseband. Keeping the captured signal as real, would make the calculations complicated and less

clear. By implementing this simplification, the sampling rate in the end will be doubled because of

the complex baseband equivalent and the variance of the LNAs will be doubled, too. By leveraging

equations (4-8) and (4-9), we have:

yRF,m(t) = g(θ) ·utr(t− τm) = g(θ) · s(t) · e− j2π fcτm · e j2π fct (4-10)

If we take a look again at Figure 4-1, then we can express the delays τm with respect to the

position of the m− th antenna element by using geometry and the conventional definition of motion

as follows:

τm =−δmsin(θ)
c

=
(m−1)∆λ sin(θ)

c

so we have 2π fcτm =−2π(m−1)∆sin(θ)
(4-11)

Finally, we can write the received signal as follows:

yRF,m(t) = g(θ)utr(t− τm) = g(θ)s(t)e j2π(m−1)∆sin(θ)e j2π fct (4-12)

Collecting all the signals into a vector yRF(t), we obtain from (4-12):

yRF(t) =



1

e j2π∆sin(θ)

...

e j2π(M−1)∆sin(θ)


g(θ) · s(t) · e j2π fct := a(θ) · s(t) · e j2π fct (4-13)

where a(θ) is the array response vector i.e. the response of the array to a planar wave coming from an

angle of arrival θ and contains the gain g(θ) of the antenna element. Here, we must point out that the

26 c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page.



CHAPTER 4. DATA ACQUISITION SCHEMES

phase shifts 2π∆sin(θ) lie in the interval [−2π∆,2π∆]. We can easily see that if ∆ > 1
2 wavelengths,

then this interval extends beyond [−π,π] and then, we can see that several values of θ give the same

phase shifts. Thus, the maximum inter-element spacing is 1
2 wavelengths and the radar aperture, for a

certain number of antenna elements M of our choice, will be D = (M−1)∆ wavelengths.

Figure 4-2: Uniform linear array of antenna elements.

Since the incident planar wave to the antenna array have been modeled, we can move to the

different stages of the radar system. The RF signal which we will use, will be the superheterodyne

receiver we described in Chapter 1 which downconverts the input signal to baseband through two

mixing procedures and then, digitizes it by sampling it at the Nyquist rate. At the end, the output will

be a discretized version yULA,i[k] for i = 1, ...,M at one time instance k as shown in figure (4-2). So,

the output vector we obtain from the ULA has the form:

yyyULA = a(θ) · s+n (4-14)

where n is the noise which is caused by the components of the RF receiver of the M channels and

is complex Gaussian, zero mean additive noise CN(0,γIM) with noise covariance matrix RMM =

IM. For the rest of the thesis, we will focus on spatial sampling where in each period, we obtain

one sample from each antenna element. So, since the distance between each pair of neighboring

antenna elements is the same and equal to half of a wavelength, we are talking about spatially uniform

sampling at Nyquist rate. If we place each pair of neighboring antenna elements closer than half of a
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wavelength, then we will have oversampling whereas, if we place them more than that, we will have

undersampling.

Lastly, in order to fully describe the aperture size of the radar system, we have to follow

some steps which will lead to an accurate characterization of the architecture. The reason we are

doing this, is that we have to be precise and consistent in building the reference blocks to be used in

all the other radar receiving architecture schemes which we will compare.

At first, let us assume that the radar system operates by transmitting pulses in a specific

frequency band. If fc is the operating frequency, then the wavelength is given by λ = c
fc

. Depending

on the type of radar system, the type of antenna elements varies with their physical size d. Intuitively,

if we also take a look at Figure 4-3, we understand that in a ULA consisting of M antenna elements

with a space of ∆ between them, the total aperture D will be:

D =
d
2
+(M−1) ·∆ ·λ +

d
2
= (M−1) ·∆ ·λ +d (4-15)

So, if we are going to use half-wavelength dipole antennas, their length will be d = λ

2 and if the

distance ∆ will be 1
2 , then the total aperture will be D = M · λ

2 .

Figure 4-3: Representation of distances in a ULA.

Since we have clarified the type of antenna which will be used, we can calculate also the

gain g(θ) of each antenna element which is given by the equation [2]:

g(θ) =
4π ·Ae f f (θ)

λ 2 (4-16)

where Ae f f (θ) is the effective area of the antenna element and it is expressed as Ae f f (θ) = ηA(θ)

where A(θ) is the maximum effective aperture and η is the antenna aperture efficiency which depends

28 c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page.



CHAPTER 4. DATA ACQUISITION SCHEMES

on the distribution of the illumination across the aperture. In practice, the effective area Ae f f of an

antenna is the value corresponding to the direction of maximal gain. Also, linear antennas are fixed-

gain antennas so, since we will use a halfwave dipole, we can write the gain as:

g =
4π ·Ae f f

λ 2 (4-17)

Signal and Noise power

In Chapter 1 we have calculated the total gain and noise figure of each individual channel of a ULA

but, if we want to fully describe the influence of each channel to the incident signal, we have to

describe also the signal and the noise power in both input and output of the architecture.

As we have already mentioned, the signal incident to the array, is captured by a uniform

linear array of antenna elements. This signal is coming from a target in the field of view of the radar

system and has a power density which is given by the radar equation [1]:

Pinc =
PT ·GT ·σ
(4πR2)2 (4-18)

where PT is the transmitted power, GT is the gain of the transmitting antenna, σ is the RCS of the

target and lastly, R is the distance of the target. This power density of the incident wave will be the

same for all the architectures that will be analyzed later. As a result, the amount of power captured by

the m− th antenna element and is the input to the ULA, is given by:

PULA
in,m = Ae f f ·Pinc =

PT GT gλ 2σ

(4π)3R4 (4-19)

Figure 4-4: Equivalent channel of a ULA.
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Concerning the output power signal and noise power, as shown in figure 4-4, we compute

their maximum ratio being the SNR after matched filtering (MF). As a result, if the output of MF in

the model 4-14 is given by:

yMF
ULA = ‖a(θ)‖2s+a(θ)Hn (4-20)

then we can compute the total output signal and noise power, along with the total output SNR as

follows:

PULA
out =

∣∣∣‖a(θ)‖2s
∣∣∣2 = |s|2‖a(θ)‖4 = M2 ·g4|s|2 (4-21)

NULA
out = E

{
‖a(θ)H ·n‖2

}
= E

{∣∣∣ M

∑
m=1

am(θ) ·nm

∣∣∣2}=
M

∑
m=1
|am(θ)|2E

{
|nm|2

}
= M ·g2 · γ (4-22)

SNRULA
out =

PULA
out

NULA
out

=
M2 ·g4|s|2

M ·g2 · γ
= M · g

2|s|2

γ
(4-23)

ULA is an architecture which has the highest output SNR and performance due to the large

number of antenna elements. The drawback is that in cases where the signal of interest has multiple

frequency bands or its bandwidth is really high (above 10GHz), its sampling is limited by two main

problems. The first one is the high power consumption when the existing modern ADCs are used for

inputs of bandwidth 10 GHz or more. The second problem comes from the need of storage when we

try to sample this kind of signals at Nyquist rate. For example, even if we could have a low power

ADC of 10GHz input bandwidth, we must sample it with 25 GSa/s which demands a huge amount of

memory. So, most of the acquired data, since only a really small fraction of them contain the useful

information, are redundant and they are thrown away after reception in order to reduce the storage

and transmission requirements of the respective applications.

In the following, the CS data acquisition is presented which omits these two problems,

when it is known that the signal of interest is sparse under known transformations. This field of study

is called compressive sensing which has been introduced in Chapter 3. The sampling of multiband

signals can be done simply by using multiple channels, each one of them implementing different

downconvertion and filtering but this can happen only when the bands are known. In the opposite

case where we do not know the position and the bandwidth of the signal’s bands, we can use CS

architectures. A usual choice of receiver is called Multiband Wideband Converter (MWC) described

in [17] and [18]. The MWC processes the input multiband signal by using m simultaneous channels

and at each one of them, the signal is multiplied by a periodic function, which is a pseudorandom

sequence, and then, it is low-pass filtered and sampled uniformly at rate twice the cut-off frequency
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of the respective filter. The mixing operation scrambles the spectrum of the input signal, such that a

portion of the energy of all bands appears in baseband.

In the following sections, three different data acquisition architectures for a radar system

with CS are presented, namely, multi-coset sampling, analog-to-information converter and uniform

linear array of metamaterial surface antennas, where the compression of the incoming signals takes

place at three different spots in the radar chain: before, after and at reception, respectively.

4-3 Multi-coset Sampling

The first CS architecture we are going to analyze is called Multi-Coset sampling [19, 20]. In MC

sampling, the method we are using is a modified version of MWC. Here the MC sampler consists

of P parallel channels that sample the input signal at a really low rate but with different time offsets

like Figure 4-5, [19]. These time offsets are chosen from a sampling pattern within an interval of one

period. In every multi-coset sampling period, P out of L samples are chosen (where L is the number of

samples that would have been obtained by sampling at Nyquist rate) and they are defined as sampling

pattern. Thus, we can characterize MC sampling as a sub-Nyquist rate, undersampling technique in

Figure 4-5: Multi-coset Sampling in Time domain.

which an arbitrary non-uniform sampling combination is periodically applied to an RF signal.

Mathematically speaking, when the signal enters the MC sampler, it is split into periods of

L samples, where L is the multi-coset sampling period. Then, each channel i introduces a different
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time delay of ci samples where cp ∈ {0,1, ...,L− 1}, 1 ≤ P < L− 1 and C = {c1,c2, ...,cp} is the

multi-coset sampling pattern which is applied at each MC period. Lastly, the procedure is followed

by an integrate-and-dump device with period LT (thus with rate equal to 1/L times the Nyquist rate).

As a result, we can rewrite the digitized samples as follows:

yp[k] =
∫ (kL+cp+1)T

(kL+cp)T
y(t)dt (4-24)

where T = 1
2· fmax

is the Nyquist period. Lastly, We understand that in this architecture, we per-

form compressive sensing before reception since we choose to keep some of the samples captured at

Nyquist rate.

Now that we have defined MC sampling in the time domain, we apply this architecture

to our case which is going to be spatial sampling of a planar wave given by equation (4-12). In

spatial sampling, we take samples from each antenna element and when these are spaced by half of a

wavelength then we are talking about Nyquist rate. So, since for MC in time domain we select P out

of L samples obtained at the Nyquist rate, the MC pattern in spatial domain will be simply a selection

of P out of M antenna elements.

As we mentioned before, the antenna array of a ULA consists of M antenna elements equally

spaced by ∆ wavelengths between them. Thus, in this case, we will choose to capture the incident

signal only from P antenna elements. The space between them will be given by the MC pattern. In

addition, in order to be able to compare this architecture with a ULA, we must clarify that the radar

aperture D must remain the same. Thus, if yRF,m(t) for m = 1,2...,M is the incident signal to the array

captured by M antenna elements, then we select yMC,p(t) where p = 1,2...,P are the channels after

selection and yMC,p[n] will be the digitized samples after the RF receiver. Again, a superheterodyne

receiver will be used as an RF receiver. So, an equation which can describe the equivalence is given

as follows:

yMC,p(t) = yRF,cp(t) (4-25)

where cp ∈ {0,∆,2∆, ...,D− ∆} obtained from the MC pattern C = {c1,c2, ...,cp}. Similarly, we

can state the equivalence in matrix form using the discretized data from a ULA and introducing

the additive complex Gaussian noise of P channels nMC ∼ CV (0,γIP) with noise covariance matrix

RPP = γIP, as follows:

yMC = HMC ·yRF +nMC (4-26)
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Figure 4-6: Multi-coset Sampling in Spatial domain

where HMC is the PxM selection matrix which contains value [HMC]i, j = 1 for i = 1, ...,P and j =

c1, ...,cp with c1 = 0 and cp = D−∆ because we want the aperture to be the same as the one of the

ULA. The summarized function of multicoset sampling, can be viewed in Figure 4-6.

Lastly, we can write the output of the array in a similar way like equation (4-14) by using

the array response vector as follows:

yMC,p = g · s · e j2πcp∆sin(θ)+nMC,p (4-27)

Collecting all the signals into a vector yMC, we can write:

yMC =



1

e j2πc1∆sin(θ)

...

e j2π(P−1)∆sin(θ)


g · s(t)+nMC (4-28)
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So, if

aMC(θ) =



1

e j2πc1sin(θ)

...

e j2π(P−1)∆sin(θ)


g (4-29)

then the final vector of the Multi-coset architecture will be:

yMC = aMC(θ) · s+nMC (4-30)

Signal and Noise power

For the calculation of the signal and noise power, it is obvious that the input and output power per

each channel will be the same. The difference lies in the total output power of the MC sampling

architecture since the number of outputs are less.

Figure 4-7: Equivalent channel of a ULA.

As a result, by using model (4-30), we can easily compute the output signal and noise power,

and also the output SNR as follows:

yMF
MC = ‖aMC(θ)‖2s+aMC(θ)

HnMC (4-31)

PMC
out =

∣∣∣‖aMC(θ)‖2s
∣∣∣2 = |s|2‖aMC(θ)‖4 = P2 ·g4|s|2 (4-32)

NMC
out =E

{
‖aMC(θ)

H ·nMC‖2
}
=E

{∣∣∣ P

∑
p=1

aMC,p(θ)·nMC,p

∣∣∣2}=
P

∑
p=1
|aMC,p(θ)|2E

{
|nMC,p|2

}
=P ·g2 ·γ

(4-33)

SNRULA
out =

PULA
out

NULA
out

=
P2 ·g4|s|2

P ·g2 · γ
= P · g

2|s|2

γ
(4-34)

which is actually the SNR after MF in the model (4-30), as MF is the optimum-SNR basis for any

signal processing.
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4-4 Analog-to-Information Converter

Analog-to-information converter (AIC) [21–23] is a standard framework of data acquisition in CS

[8], [9]. The extraction of the information is operated by a matrix Φ which replaces the conventional

sampling and reconstructs the input signal with back-end digital signal processing. The classic AIC

scheme exploits spread-spectrum techniques from communication theory [24, 25] where an analog

mixture in the front end of the application, aliases the spectrum in such a way that a small portion

from each band appears at low frequencies (baseband). In other words, again it is a similar scheme as

MWC and MC sampling. So, there is a mixing in analog domain, then we will have a linear system

with more equations than unknowns and the recovery of the sparse multiband signal is performed

efficiently [17]. Intuitively, each output will be a linear system of the unknowns and the number of

outputs depends on the number of active frequency bands of the signal.

More specifically, the received signal enters the receiver and it is demodulated by a multi-

plication with a mixing function pc(t) which is Tp periodic. As we mentioned before, a small portion

of each band is moved to baseband so the signal is filtered by passing through a low-pass filter with

cut-off frequency 1
2Ts

and then sampled at frequency 1
Ts

which is sufficiently low. Here, we should

point out that we are using a pseudorandom sequence as a mixing function, which alternates between

±1 at or faster than the Nyquist frequency of the input signal. That is because we just need to move

the frequency band to baseband. A block scheme representation of the AIC in the time domain is

shown in Figure 4-8, [17].

Figure 4-8: AIC in Time domain.

In a similar way, we can perform compression in spatial domain. At first, we must point the

obvious differences. Since we have an array of antenna elements, we capture phase shifted versions of
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the incident planar wave so we are going to have multiple channels but less in number than in ULA.

Secondly, the multiplication will be among the mixing function and the respective signal coming

from the array. Thirdly, the mixing function will not be a pseudorandom binary sequence but phase

shifts picked up from a uniform distribution. Lastly, the mixing function will not be periodic since

the method is applied to each channel at one time instance. As a result, we are not doing channel

selection like we did in the previous case (MC sampling). What we are doing here can be considered

as a random placement of the antenna elements inside a constant aperture D, introducing random

phase shifts at each output.

A detailed representation of the AIC in spatial domain is presented in Figure 4-9. More

specifically, the signals captured by the antenna elements, first pass through LNAs because when the

signal is captured, it is very weak and we can’t process it. That is why we use an LNA directly

after the antenna elements. Then, a BPF cuts off the out of band signals and after that, the AIC block

performs the spatial mixing. This is done by introducing random phase shifts to each branch and then,

summing them up to one output. Thus, by introducing random phase shifts we get another output until

we have a sufficient number of outputs which can give us a compressed version of the signal. As a

result, we have P < M outputs.

Mathematically speaking, if yRF,m(t) is the signal captured by the m− th antenna element,

then after the first stage of LNAs, we will have:

y′RF,m(t) = yRF,m(t)+nLNA,m(t) f or m = 1, ...,M (4-35)

As we can see, we now have additive noise in our signal model. This is happening because the LNAs

may amplify the signals but also, they amplify the noise which is embedded in them. After that,

the AIC can be described by a matrix HAIC which introduces the phase shifts to each channel and

sums them up. By iteratively implementing the same procedure but with different phase shifts, we get

multiple outputs. So, the whole procedure can be summed up as follows:

yRF,AIC(t) = HAIC ·y′RF(t) (4-36)

where

HAIC =
1√
P



e jφ1,1 e jφ1,2 · · · e jφ1,M

e jφ2,1 e jφ22,2 · · · e jφ2,M

... · · ·

e jφP,1 e jφP,2 · · · e jφP,M


(4-37)
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Figure 4-9: AIC in Spatial domain.

The matrix HAIC is a random PxM matrix where the random phase shifts φi, j are digitized i.i.d. drawn

from a uniform distribution i.e. φi, j = 2πri, j where ri, j ∼ U(0,1) so, φi, j ∈ U[0,2π). In addition, the

constant 1√
P

is used because each yRF,m is split to P branches (with phase shifts) as shown in Figure

4-9. The number of possible different random phase shifts depends on the number of bits of the

respective phase shifter. So, for a 8-bit phase-shifter, the number of different values will be 28.

Lastly, we can describe the behavior of the whole system by representing the whole proce-

dure of AIC as a matrix like in equation (4-35) by taking a look at Figure 4-9. In other words, we can

write:

yAIC = HAIC ·y′RF · e− j2π f ct +nP = HAIC ·a(θ) · s+HAIC ·nLNA +nP (4-38)

where nP is the noise introduced by P RF receivers to the output signal. Observing equation 4-38, it is
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obvious that whatever the system does to the incident signal, the same happens to the noise caused by

the LNAs. The output vector of the AIC architecture consists of two terms. The first one means that

the signal power will be preserved because of the RIP. From the theory of compressive sensing, the

sensing matrix has to be as orthogonal as possible which means that its columns are nearly orthogonal

unit vectors. This also means that the RIP must be preserved as introduced in Chapter 3-3-1. In

particular, a sensing matrix, which in our case is the normalized matrix HAIC ·A(θ), satisfies the RIP

if there exists a restricted isometry constant ε , 0 < ε < 1, such that:

(1− ε)‖s‖2
2 ≤ ‖HAIC ·A(θ) · s‖2

2 ≤ (1+ ε)‖s‖2
2 (4-39)

for every K-sparse signal s. As a result, we understand that asymptotically, this equation will turn to

equality and the signal power will be preserved.

On the other hand, the second term is the noise introduced by the LNAs multiplied by the

sensing matrix HAIC plus the noise introduced by the components of the RF receiver. This matrix

has dimensions PxM which is a fat matrix so it increases the noise power and the variance of the

noise in each channel becomes γAIC = M
P · γ and M/P > 1. In addition, the effect of the noise nP of

the RF receiver will be smaller than in previous cases since the additional LNA has been placed in

the beginning of the chain. So, the RF receiver’s components will have a minor effect on the overall

thermal noise.

All in all, in order to create a complete equation which describes the AIC architecture, we

can write:

yAIC = aAIC(θ) · s+nAIC (4-40)

where aAIC(θ) = HAIC · a(θ) and nAIC = HAIC · nLNA + nP with noise covariance matrix RAIC
PP =

γAICHH
AICHAIC + γ ′IP.

Signal and Noise Power

At this point, we can develop a way to calculate the signal and noise power of each branch at the output

but the problem in this architecture is that the system uses M antenna elements and it compresses the

information in P < M outputs so, the calculation of the parameters for each channel is a bit more

complicated.
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To begin with, we will calculate the signal and noise power of each branch by assuming that

it consists of two stages as shown in Figure 4-10. The first is the one where the signal is captured

by M antenna elements and randomly phase shifted (AIC block) with total equivalent gain and noise

factor per branch Geq and Feq respectively. On the other hand, the second stage is the downconversion

and digitization of the signal through the RF receiver but with the deference that the LNA and the

BPF are used in the beginning of the chain, so they are excluded from the RF receiver which used in

ULA case. At the end, at the calculation of the parameters, we will assume that we have P channels in

parallel and each one of them will have the equivalent form of Figure 4-10. In Figure 4-11, G0 and F0

are the equivalent gain and noise factor of the superheterodyne receiver of Figure 2-6 which we will

use but without the components of the antenna element, the circulator, the LNA and the BPF since in

AIC, these components will be placed in the beginning of the chain.

Figure 4-10: Equivalent channel of AIC.

Figure 4-11: Simplified Equivalent channel of an AIC.

For the calculation of the output signal and noise power of the first stage, we will take into

c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page. 39



CHAPTER 4. DATA ACQUISITION SCHEMES

account equation 4-40. More specifically the output signal yAIC can be approximated as follows::

yAIC = HAIC ·a(θ) · s+HAIC ·nLNA (4-41)

At the second stage, the signal containing all the information is driven to the superheterodyne receiver

of Figure 2-6, where it is downconverted to baseband and then, sampled at a rate twice as the signal’s

bandwidth, giving the discretized samples. The procedure of the calculation of all the parameters of

the second stage is the same as the one described in Chapter 2. Consequently, the calculation of the

output signal and noise power of the total architecture we will use the model 4-40. If we compare

these two equations, we can see that the main difference is the noise nP introduced by the components

of the receive. Though, these components of the RF receiver have negligible effect on the overall noise

figure because their position is at the end of the chain so the variance γ ′ will be very small and can be

neglected whereas the variance γLNA will be almost equal to γ . As a results, if the output of the MF in

the model 4-41 is:

yMF
AIC = ‖HAIC ·a(θ)‖2 · s+

(
HAIC ·a(θ)

)HHAIC ·nLNA (4-42)

then we can compute the maximum output signal and noise power, and SNR after MF as follows:

PAIC
out =

∣∣∣‖HAIC ·a(θ)‖2 · s
∣∣∣2 = |s|2 · ‖HAIC ·a(θ)‖4 (4-43)

NAIC
out = E

{
‖
(
HAIC ·a(θ)

)HHAIC ·nLNA‖2
}

= γ

(
HAICa(θ)

)H
HAICHH

AIC ·HAICa(θ)

= γ‖HH
AICHAICa(θ)‖2

(4-44)

SNRAIC
out =

PAIC
out

NAIC
out

=
|s|2‖HAICa(θ)‖4

γ‖HH
AICHAICa(θ)‖2

(4-45)

4-5 Metamaterial Surface Antennas

In the last architecture, we are going to implement the same concept as before but in a different

manner which is obtained by leveraging metamaterials and compressive sensing. The radar systems

we have analyzed so far, consist of an array of antenna elements. In the following scenario, we

substitute these antenna elements with metamaterial surfaces in order to take advantage of one specific

behavior of them as receivers. This specific behavior which is beneficial in compressive sensing, is

the random scattering of the incident wave in their surface. This kind of metamaterial surfaces are
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used in applications like synthetic aperture radar [26], computational imaging schemes, surveillance,

aeronautics, medical diagnostics and elsewhere [27, 28]. Computational imaging is the field where

scene information is acquired by using fewer but less conventional measurements than traditional

ones and then the image is reconstructed by computational techniques [29].

In the case where we want to perform applications like through-wall imaging, or ground

penetrating radars, we use millimeter waves (30-300GHz) or even submillimeter waves (300 GHz -

1THz) because they can penetrate through materials (visible or infrared) that are opaque at shorter

wavelengths. There are many microwave imaging systems that have been developed for that purpose

and one of the most recent is synthetic aperture radar (SAR) [26, 30]. In SAR systems, a moving

source is electronically steered in order to create a large virtual aperture. This virtual aperture cap-

tures signals from the scene from a wide range of angles which can be much larger that the respective

of a stationary imaging system. SAR systems consist of highly directive antennas which take the form

of phased array antennas or mechanically actuated dishes. Despite the fact that these systems have

excellent performance, they suffer from some drawbacks like high energy consumption, large geomet-

ric dimensions and they are very expensive. These drawbacks can be omitted by using metasurface

aperture antennas which are used to replace the SAR hardware.

Metamaterial apertures are mainly used in computational imaging systems that operate in

RF or millimeter-wave frequencies [31–33]. They consist of a large number of subwavelength reso-

nant radiators and each one of them has an assigned resonant frequency which is randomly selected

from the operating bandwidth of the receiver. These radiators are etched into a conductive plane

which is fed by a waveguide. This waveguide can be a microstrip line when the conducting plane is in

one dimension (1D), or a set of two parallel plates if the conducting plane is in two dimensions (2D).

A representative figure of both cases is shown in Figure (4-12), [31, 33]. When we apply a signal

of different frequencies as excitation, a subset of the etched radiators are excited, depending on the

respective assigned resonant frequency, and radiate a distinct radiation pattern into the scene [34]. In

other words, they behave like diodes which are integrated into a circuit which switches their states

between radiating and non-radiating. In many experiments, horn or probe antennas have been used

to capture the backscattered field in order to reconstruct the scene from a set of measurements using

computational imaging techniques [35–38]. Thus, by using frequency-diversity, there is no need of

mechanical scanning or active electronic components, so the architecture is inexpensive and scalable

to very large apertures.
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a) 1D Metamaterial Surface a) 2D Metamaterial Surface

Figure 4-12: Types of Metamaterial apertures.

As we mentioned earlier, the metamaterial aperture consist of subwavelength resonants

which are usually complementary electric-inductor-capacitors (cELC) patterned into the upper con-

ductor [31]. Due to their subwavelength geometry, the cELC elements require high-precision printed

circuit board (PCB) processes. Also, due to the dispersive nature of the metamaterial elements, large

conducting and dielectric losses occur but this research is not the purpose of this thesis project. The

important thing we should know is that cELCs control the amplitude and phase of the transmitted

signal (when metamaterial surfaces are used for transmission) by changing the resonant frequency

and the spectral shape of it [31].

In this project, we are going to use metamaterial apertures to substitute the antenna elements

which are used in the previous architecture. To do so, we have to keep in mind several issues which are

crucial for the final comparison of the four architectures. At first, the total aperture of the metamaterial

surface radar system, has to be equal to the one of the reference case (ULA) and similarly, to the MC

and AIC. In addition, this architecture can be characterized as compression at reception so, the number

of channels which are used will be less than those in the ULA case.

The first problem that we have to face is the number of metamaterial surfaces and the solu-

tion lies between two choices. The first one is to use only one metamaterial surface of 1D and length

of D. Under this metamaterial surface, we will use a parallel plate waveguide where there will be

multiple sensors to capture the signal which is mixed in the analog domain. The number of outputs
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is going to be again P < M and these outputs will represent each channel of the antenna array. The

second choice is to use multiple metamaterial surfaces which will capture the incident signal with

the same aperture of size D. Again, for a fair comparison between the architectures, the number of

outputs will be P.

In most of the metamaterial imaging schemes, a metamaterial surface is used to radiate a

complicated pattern [29–38] of beam lobes and then collect the backscattered field. In a tranceiver

configuration (when the surface is used for both transmit and receive) the backscattered field is de-

tected by the same aperture which produced the field but, this architecture is too complicated. For that

reason, usually a low gain waveguide probe antenna Rx is used to measure the backscattered field like

figure (4-13). Also, the driving frequency with which the metamaterial surface changes its radiation

Figure 4-13: Tranceiver scheme of metamaterial surface radar system.

pattern, changes also the backscattered field in such a way that a diverse set of measurement modes

is formed. This is something that we want because for image reconstruction scheme which use an

arbitrary number of measurement modes, it is essential these modes to be as orthogonal as possible

to each other. Thus, a sweeping frequency is a natural choice when we want to introduce diversity to

our measurements. Other schemes use mechanical scanning, electronic switching or phasing or even

mode-mixing cavities [38, 39]. In radar systems, the received signal consists of multiple frequencies

due to moving objects but there is also the case where linearly frequency modulated signals (LFM)

are used.

The model we used to describe our ULMA is as follows:

yMS = aMS(θ) · s+nMS = HMS ·a(θ) · s+nMS (4-46)

where nMS is complex Gaussian, zero mean additive noise i.e nMS,p ∼CN(0,γ). Accordingly, if the
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output of the MF is:

yMF
MS = ‖HMS ·a(θ)‖2 · s+

(
HMS ·a(θ)

)H
nMS (4-47)

then we can compute the total output power of the signal, noise power and SNR at the output of the

MF as follows:

PMS
out =

∣∣∣‖HMS ·a(θ)‖2 · s
∣∣∣2 = |s|2‖HMSa(θ)‖4 (4-48)

NMS
out = E

{
‖
(

HMS ·a(θ)
)H

nMS‖2
}

= γ

(
HMS ·a

)H
HMS ·a = γ‖HMS ·a‖2

(4-49)

SNRMS
out =

PMS
out

NMS
out

=
|s|2‖HMSa(θ)‖2

γ
(4-50)

The modeling of the scattering matrix HMS, the design and the explanation of this particular

CS front-end architecture containing metamaterial surface antennas can be found in the annex [40].
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Chapter 5

Numerical Results

This chapter contains the simulation results through which we calculate the important parameters ,

the same way as in in Chapter 2, for each radar front-end architecture of Chapter 4. In addition,

we analyze the balance between the complexity and performance of these architectures by using as

measures the number of components, the available SNR, the angle of arrival estimation and the mutual

coherence.

5-1 Calculation of parameters in Front-End Architectures

As we pointed in Chapter 2, there are some steps we have to follow for the calculation of the three

important parameters of a radar front end: the gain, the noise figure and the IP3. At first, we must

define the characteristics of the radar system and the incident signal. More specifically, a PD radar

system will be used, which operates in C-band where the carrier frequency is fc = 5.8GHz and a

PRF = 10KHz so, the maximum unambiguous range of the radar system, according to equation 2-

4, will be 15km. In a addition, we assume that the incident wave is really weak, with input power

Pin =−80dBm, and a 40MHz signal bandwidth.
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Parameters ADS5410

Resolution (Bits) 12

Sample Rate (Max) (MSPS) 80

Input channels 1

External Impedance (Zin) 50 Ω

SNR (dB) 65

ENOB (Bits) 10.5

SFDR (Spurious-free dynamic range) (dB) 76

SINAD (signal to noise and distortion ratio) (dB) 66

IMD (two tone intermodulation distortion) (dB) -86

Power Consumption (Typ) (mW) 360

Input Range (Vp−p) 2

Operating Temperature Range (C) -40 to 85

Analog Input BW (MHz) 1000

Low-level input voltage (V) 0.5

Table 5-1: Data sheet of ADS5410

5-1-1 Uniform Linear Array of Antennas

The next step is to choose the type of ADC which will be used for the sampling of the RF signal.

In our case, since the signal bandwidth is 40MHz, we choose to use the ADC ADS5410 of TEXAS

INSTRUMENTS with the data sheet given in table 5-1. So, substituting the respective values in

equation (2-16), we can calculate the noise figure of the ADC and we find NFADC = 43.02dBm.

The way we obtain the gain, noise figure and third-order intercept of each component of

a radar receiver is presented in Chapter 2 so, we can calculate the parameters of the whole super-

heterodyne receiver which we are going to use in each architecture. In order to ease the calculation,

we can use the application of Mathworks with the name "RF Budget Analyzer App" [41] running in

MATLAB where we can put all the components of the RF receiver in cascade and then, using the

application, we get the per-stage and cascade output power, gain, noise figure, SNR, and IP3 of the

system.

Since we have clarified the system’s parameters, we add all the components one by one. At

46 c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page.



CHAPTER 5. NUMERICAL RESULTS

first the signal will be captured by the antenna element with gain 2.15dBi, which is a typical value for

a half-wavelength antenna. Since the feed line does not contain electric circuits, it does not introduce

any noise figure or IP3. After that, we have to add the circulator since our system is a monostatic

radar. For this component, we choose the circulator RFLC-101-3, with gain -1dB, noise figure of 1dB

dB [42] and a typical value of IP3 of 37dBm.

Now, we introduce the components of the superheterodyne receiver. At first, we add the

first component of a receiver which is always an LNA since it has a low noise figure and high gain.

Its gain is 15dB, 3.5 dB noise figure and an IP3 of 26dBm. Along with the LNA, an RF bandpass

filter cuts off out of band frequencies. Despite the fact that the application automatically calculates

the gain and noise figure values for the filter, they hold for ideal filter and the parameters do not model

this loss. For that reason, we use a generic block to model the insertion loss of the filter. For a passive

device like this bandpass filter, the gain and the noise figure values will be very low so, we will use

some regular values from the literature [43].

The next stages are related to the function of superheterodyne receiver where there are going

to be two stages of downconversion. Each part consists of a mixing procedure with a local oscillator

to an intermediate frequency, a bandpass filter which cuts off one side of the mixing procedure, a

generic block which models the losses of the filter and an amplifier. The second stage will consist of

the same components, but with a different mixing frequency. The respective values of the parameters

are given in the Figure 5-1. At this point, we should point out that for the case of the mixer, the

noise is normally the double sided noise figure, assuming both signal and noise to be present in both

RF for the upper and lower sideband ( fc± fIF ) so the noise folding does not impact the noise figure.

On the other hand, in the case of the heterodyne receiver, after the mixing procedure only one of the

sidebands is useful. As a result, we have a 3dB increase in noise figure, assuming that the conversion

gain at both responses is equal. A regular value for the gain of a mixer is 10dB [43].

Additionally, the receiver uses an automatic gain control (AGC) block where the gain varies

with the available input power level [44]. For an input power of -80 dB, the AGC gain is at a maximum

of 17.5 dB. We put 17.5 dB for available power gain, 4.3 dB for noise figure, and 36 dBm for IP3.

Lastly, we have an ADC with the parameters given in Table 5-1. Since we defined the parameters

of all the components, we can run the application by introducing all the necessary variables. The

interface of the application is indicated in Figure 5-1 and the results are produced automatically from

the equations (2-12) and (2-13).
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At this point, we must say that the total gain, noise figure and IP3 of the superheterodyne

receiver can also be calculated from Figure 5-1, if we exclude the component of the antenna element,

the circulator and the LNA followed by the BPF. By doing this, we end up with the superheterodyne

receiver of Figure 5-2 which can directly be used in any other architecture. In multi-coset sampling,

for example, there are less channels than in ULA but both architectures have identical channels.

Figure 5-2: Calculated parameters at each stage of a superheterodyne receiver.

5-1-2 Analog to Information Converter

If we take a look at Figures 4-2, 4-6, 4-9 and 4-14 (refer to the annex), we can see that all the radar

front-end architectures use the superheterodyne receiver but in the case of the AIC, we have additional

components which introduce the phase shifts and affect the parameters of each channel. As we already

have mentioned in Chapter 4, we will calculate the parameters of one channel in AIC by dividing it

into two stages, like in Figure 4-10. At first, we will calculate the parameters of the first stage of each

channel and since it consists of M parallel branches, we will calculate the values of Geq and Feq and

then the total gain and noise figure of the AIC block. So afterwards, we will calculate the parameters

of a single channel like in the ULA case.

At the beginning, the signal is captured by an antenna element of gain 2.15dBi and then,

a circulator isolates the received from the transmitted signal. After that, an LNA of 15dB amplifies

the signal since it is very weak and a BPF cuts off the out-of-band frequencies. So, the amplified

signal enters the AIC block where a 8-bit phase shifter PS-255-2G18G-8B-SFF introduces a random

phase shift. At the end, all the phase shifted signals are summed by an adder. The gain and the noise
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figure of the phase shifter will be -3.5db and 11dB respectively [45]. The rest of the values of the

parameters are drawn from an extensive analysis [46]. So, by adding these values to "RF Budget

Analyzer" application [41], as shown in Figure 5-3, all the parameters of the channel are computed.

Figure 5-3: Calculated parameters of the first stage of AIC.

The next stage, consists of the superheterodyne receiver with the parameters calculated in

Figure 5-2. As a result, we only have to put the values obtained in Figures 5-2, 5-3 in a row with an

adder between them. A typical value for the gain for the adder is 1dB and a noise figure 1.56dB for

device temperature equal to 125oC [47]. Also, we will use M = 100 antenna elements in the ULA,

which are reduced to P = 50 outputs. Consequently, we have the final calculation of the parameters

of one channel of the AIC are indicated in Figure 5-4.

5-1-3 Comparison Between the Parameters of the Architectures

Before the comparison of the important parameters, we must also say some words about the other two

architectures, the MC sampling and the ULMA. At first, in MC sampling, the number of channels is

less than in ULA case. The same holds for the other two front-end schemes since in AIC there are M

antenna elements and P outputs, and the number of outputs in ULMA is equal to the one in MC. So,

in order to perform a fair comparison between their parameters, we must focus on the parameters per

channel. Secondly, the channels in ULA and MC sampling are identical so we will consider that their

parameters are the same per channel. Lastly, the channels in ULMA are identical to the ones in ULA

and MC but the difference lies in the reception of the incident wave.
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Figure 5-4: Calculated parameters of one channel in AIC.

The results of the comparison are indicated in Figure 5-5 where we have the cascaded gain

(Figure 5-5a), the cascaded SNR (Figure 5-5b), the noise figure (Figure 5-5c) and the IP3 (Figure

5-5d) of the signal at each stage in ULA, MC, AIC and ULMA architecture. At first, it is obvious that

the number of components are different since in ULA case there are 15 components whereas in AIC,

17. Consequently, the complexity and the power consumption in AIC will be higher since there will

be additive electronic and hardware adjustments between the components.

Concerning the important parameters, in Figure 5-5a, at each stage of the receiver we have

a power gain which may increase or decrease depending on the respective component. For example,

if the component is active, it increases the gain of the signal otherwise, passive components decrease

the overall gain. In addition, we can see that the value of the overall gain introduced by ULA and

MC sampling architecture to the signal is 86.57dB. On the other hand, in AIC case, the overall gain

is 2dB lower i.e. 84.07dB. In the case of the ULMA of the same size, we may expect that the gain

introduced by the metamaterial surface will be equal to the one of ULA. As a result, in our test case

where the signal at the reception is really weak (-80dB), the signal power at the output will be 6.57dB

in ULA, MC and ULMA whereas, it AIC will be 4.07dB.

On the other hand, the overall noise figure, shown in Figure 5-5c, depends mainly on the

noise figure of the first components whereas the next stages have small effect on the overall noise

figure so that it will have negligible variations, which is something that we expected from equation

(2-13). For that reason, the total noise figure of the AIC is higher than the others due to the LNAs

and the phase shifters placed at the beginning of the chain. Consequently, the SNR, shown in Figure

c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page. 51



CHAPTER 5. NUMERICAL RESULTS

a) Gain b) SNR

c) Noise figure d) Third Order Intercept Point

Figure 5-5: Comparison between the parameters of ULA, MC, AIC and ULMA.

5-5b, will by higher in ULA case due to less thermal noise. Lastly, the output IP3 is the same for all

the architectures despite the variations in the middle components.
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5-2 Sparse Signal Processing

In this section, numerical results on DOA estimation illustrate each architecture. Moreover, we will

demonstrate SSP in the back end while focusing on the compression matrix of each CS architecture.

Lastly, the mutual coherence will be used as an extra performance metric.

Simulated data are used to demonstrate performance of SSP in the reference case ULA, in

MC Sampling, AIC and ULMA. To keep the test simple and clear, we assume that there is only one

target. We assume that the target is placed at 30o. Also, we are sampling in space so the data that

we will use, are referring to one time instant. In plain words, we will use only one snapshot and the

measurements will have the form of equation 3-8. In ULA and AIC, the number of antenna elements

will be M = 100 whereas, in MC it will be P = 50. In ULMA case, we will use a sigle metamaterial

surface with 50 outputs. The main difference in the CS architectures lies in the number of outputs

where in ULA is 100 and in all the rest is 50. That is because of the compression ration which we

choose to be 0.5. The sensing matrix ΨΨΨ of each compressive sensing front end will contain the array

vector responses of the angles in the estimation grid −90 : 90 with step sin−1( 1
M ).

In order to formulate the measurements, the amplitude of each signal, the noise power and

the SNRs per channel are drawn from equations calculated in the previous chapter. As a result, we

can perform SSP in the three CS architectures using equations 4-14, 4-30, 4-40 and 4-46 and have

matched filtering as a reference case. Figures 5-6a to 5-6e demonstrate the DOA estimation from SSP

performed in yall1 [48]. In order to be more accurate, we perform 1000 iterations generating different

random phase shifts and noise realizations each time in each case, and then we use the mean value to

illustrate the SSP result. In that way, we eliminate the possibility of good or bad performance due to

extreme values of random phase shifts.

As we can see, the results are satisfactory since the DOA estimation has been performed

well. The SSP produces outcomes which are comparable to the ones in MF. So, since it is model-

based, it can deconvolve MF with detection included. The magnitude of the reconstructed signal

reflect the output power of the signal and the SNR and that is because SSP is searching for the signal

which satisfies equation 3-9. For example, ULA has the highest performance along with ULMA. On

the other hand, MC and has lower amplitude in the signal reconstruction due to the reduced number

of antenna elements and AIC has the same amplitude as MC but with less output SNR because of the

additional thermal noise, respectively.

c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page. 53



CHAPTER 5. NUMERICAL RESULTS

a) Matched Filtering b) MC Sampling

c) AIC d) ULMA

Figure 5-6: SSP in CS architectures.
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Lastly, the mutual coherence µ(ΘΘΘ) given in equation 3-4 is taken into account and is plotted

in Figure 5-7. As we have already mentioned, we are concerned with low coherence sensing matrices.

So, the smaller the mutual coherence of ΘΘΘ is, the better the SSP performance (and the larger possible

data compression) will be because, as we have said, an underdetermined system can be solved with

SSP due to the sparsity of the signal and the incoherence of the sensing matrix. As we expected,

the lowest mutual coherence is the one of the MF and that is because of the complete orthogonality

of the square matched filtering matrix representing the estimation grid. The second lowest value of

mutual coherence is the one of MC sampling with value 0.2393 due to the channel selection matrix

HMC. In fact, the system becomes underdetermined and the sensing matrix becomes less orthogonal.

The mutual coherence of AIC is even higher and is almost the same as the one of ULMA which is

something that we expected since they both have the same size of sensing matrix which is a full matrix,

so it is the best mutual coherence we can get with the numbers of elements and output channels we

assumed. This gives us the ability to state that we can have a novel architecture similar to the state-of-

the-art AIC, with the same performance and mutual coherence, but without the use of phase shifters

and additional amplifiers and intuitively, lower power consumption, additional costs and complexity.

Figure 5-7: Mutual Coherence of each CS architecture.
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Detailed Table

Characteristics ULA MC AIC ULMA

# Input channels M=100 P=50 M=100 M = 100

# Ouput channels M=100 P=50 P=50 P=50

# Components Mx15=1500 Px15=750
Mx6 + Px12 =

1150
Px15 = 750

Output Signal Power

per channel[dB]
6.57 6.57 4.07 6.57

Output Noise Power

per channel[dB]
-8.0944 -8.0944 -5.9294 -8.0944

Mean of the maximum

total output SNR[dB]
34.6887 31.7322 29.9089 34.7371

Mutual Coh. 0 0.2393 0.4084 0.4177

Table 5-2: Detailed Characteristics of each CS architecture.

5-3 Performance - Complexity Analysis

For the performance-complexity analysis, all the details of each CS architecture are placed in a table

where the differences of each architecture can be more obvious.

As we can see in Table 5-2, each radar front-end design that we have presented, have both

advantages and disadvantages, depending on the perspective that they will be commented. At first,

the ULA, AIC and the ULMA use the full aperture, i.e. have all M inputs, so they are using M

antenna elements, twice more than in MC. In order to be able to refer to the cost in each architecture,

we must count the number of all the components. In ULA, MC and ULMA, the total number of

components equals the number of channels multiplied by the number of components at each channel,

which is 15 as shown in Figure 5-1. On the other hand, in AIC, we count MxP1 +PxP2, where P1 is

the number of components in the first stage shown in Figure 5-3, and P2 is the number of components

of the superheterodyne receiver which is 10+1 as shown in Figure 5-2, plus the adder. All in all,

we compute that the number of components in each architecture for M=100 and P=50 are 1500 for

ULA, 750 for MC and ULMA and 1150 for the AIC. This gives us the ability to say that AIC, has the
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higher complexity of all the CS radar front-end schemes with respect to the number of components.

Intuitively, this also implies that AIC will have the highest power consumption, size and it will be the

most expensive, as well.

Despite the fact that MC and ULMA have the lowest number of components, ULMA has an

additional complexity factor in the antenna. Regarding the complexity in the hardware per channel,

ULA and MC are equal. In AIC, as we have already mentioned, a lot of work must be done for the ad-

justment of the components so the complexity will be higher. In ULMA though, metamaterial surface

antenna elements are used with dimensions and characteristics that need precise printed circuit board

(PCB) design, manufacturing with possibly expensive equipment which may increase the respective

complexity and the cost of the architecture. At first, we can see that ULA, MC and ULMA have the

higher output gain and that is because they capture more signal power per output channel whereas

the AIC has the lowest gain. We have also included the output noise power per channel where it is

obvious that all the architectures produce the same noise power except AIC since it is the one with

additional thermal noise.

Lastly, in Table 5-2 the mean value of the maximum output SNR per architecture after 1000

realizations, drawn from equations 4-23, 4-34, 4-45 and 4-50, indicates that ULA along with ULMA

have the highest maximum output SNR since they capture more signal energy per output channel.

In reality, ULMA might give a bit less SNR since the exact metasurface scattering is unknown and

might cause SNR loss. This is something significant since we can say that we can obtain comparable

performance to the reference case, but by using less outputs and metamaterial surfaces. On the other

hand, MC sampling has 3dB less output SNR which is something that we expected since it uses half

of the antennas of ULA and AIC has the lowest output SNR due to the highest output noise power.
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Chapter 6

Conclusions and Future Work

In this chapter, we draw the final conclusions and suggest future steps that can be made as an extension

of this research.

6-1 Conclusions

In this thesis, we studied several state-of-the-art radar receivers which are mainly used in modern

radar systems. Our purpose is to focus on the front end with the implementation of compressive

sensing. The main goal of this thesis is to present three CS front ends and evaluate them with respect

to complexity and performance.

In the main body of the thesis, we analyzed four different radar front ends. The first one,

is the conventional ULA where we have a number of equally spaced antenna elements which capture

the received signal from the target signal. At first, we modeled the signal according to the narrowband

approximation and specified all the details concerning the dimensions of the array and the power of

the signal. Then, we presented two CS front-end radar architectures, the MC Sampling and the AIC

where we get less data taking advantage of the sparsity of the signal. We formulated their sensing

matrices and the SSP model which was used at the end. Lastly, we proposed a novel CS radar front-

end architecture which consists of metamaterial surface antennas. These antennas, have the advantage
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of scattering the incoming signal without the use of any additional hardware. In that way, we obtained

less channels without additional thermal noise.

The main goal of the thesis is to present the balance between the performance and the com-

plexity of each architecture. We saw that each CS front end has both advantages and disadvantages.

At first, in the reference case of ULA the performance of the receiver is best since it introduces the

highest SNR as shown in Figure 5-5b. The need of implementing CS arises in the size and the cost of

the architecture since, as shown in Table 5-2, it needs the highest number of components and also, it

is memory intensive since it uses the largest number of data. That is the purpose of implementing CS.

In the next two state-of-the-art CS front ends, things are a bit more complicated. At first, we saw MC

sampling which selects some of the channels of the ULA. In our case, we have chosen a compression

ratio of 0.5 so the number of channels and components are halved. We have also computed the mutual

coherence of the sensing matrix which has a low value and ensures the performance of the SSP.

In contrast to those two, AIC is an architecture which uses again less channels and less

memory but it comes with additional costs. As we saw in the previous section, it contains more

components than in MC so the power consumption and the overall size of the front end will be larger.

In addition, the mutual coherence of its sensing matrix is higher. As a result, we understand that

both performance and complexity are high. At the end, we introduced a novel CS radar front-end

architecture which is using metamaterial surface antennas called ULMA. Its function is similar to the

one of the AIC but with compressing the signal only at reception (with no receiver noise yet). Its main

advantage is that it does that without the use of additional components like phase shifters, amplifiers

and full adders.

In ULMA, despite the fact that mutual coherence is much higher than in the reference case,

it shows comparable performance according to the output SNR. As a result, we have an architecture

with very satisfying performance and less complexity, size, costs and memory usage. The exact nature

of the metasurface scattering has been unknown, and may cause SNR loss.

Finally, the SNR loss in the favorite CS front-end architectures MC and ULMA could be

compensated by better performance of the SSP in the back end. Thus, with CS applied in front and

back end, comparable (if not better) performance and lower front-end complexity can be expected.
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6-2 Future Work

• Extension of the CS architecture in time domain.

In this thesis, we studied the CS only in spatial domain using one snapshot for each array of

antenna elements. In that way, we were able to estimate only the angle of arrival of the target’s

signal. By sampling in both space and time domain, we could use methods to estimate range

and velocity of the target.

• Evaluation of the SSP performance

The main purpose of this thesis is to describe the balance between the performance and com-

plexity in three CS front-end architectures. For that reason we analyzed the components of each

architecture, and compared the respective important parameters. Though, for a complete char-

acterization of the CS radar as a whole system, we need an evaluation of the SSP performance

with respect to detection, accuracy and resolution. Accordingly, the case where targets are not

positioned in the center of a cell in a discretized domain but anywhere (as in realistic cases) off

the discrete grid would be relevant when evaluating the SSP performance.

• Extension to multiple targets.

Our research focused only on DOA estimation of one target. But, this is not the case in general.

In the case of having multiple targets, closely spaced, it would be relevant to investigate the

resolution bounds [49].

• Application of empty cavities in CS radar systems.

As we have mentioned in Section 4-5, an alternative way for capturing the signal could be to use

empty cavities instead of metamaterial surface antennas. These cavities have the same behavior

of the ULMA. The problem we have to deal with in that case, is that we must place a number

of sensors inside these cavities in order to capture the signal. The spots in which the sensors

are placed on, play an important role since they affect the sensing matrix which has to be as

incoherent as possible.

• Application of the ULMA architecture using frequency diversity.

As we mentioned in Section 4-5, the main advantage of the metamaterial surface antenna ele-

ments is the high diversity it introduces in both transmitting and receiving a backscattered field

in different frequencies. For that reason, it can substitute AIC because of the less components.
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So, in the case of using a radar which transmits linear frequency modulated pulses, despite

the fact that the bandwidth of these pulses is rather small w.r.t. the carrier, the advantage of

metamaterial surfaces would contribute to the incoherence of the sensing matrix.
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[10] L. Zegov, R. Pribić, and G. Leus, “Optimal Waveforms for Compressive Sensing Radar,” 21st

European Signal Processing Conference (EUSIPCO), 2013.

c©THALES NEDERLAND B.V. and/or its suppliers. Subject to restrictive legend on title page. 63



CHAPTER 6. BIBLIOGRAPHY

[11] R. Holger, “Compressive Sensing and Structured Random Matrices,” Theoretical Foundations

and Numerical Methods for Sparse Recovery, 9, pp.1-92, 2010.
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