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COVID-19 model: first wave 
in the Netherlands

Secure Supercomputing 
Environment

● We made use of the ODISSEI Secure 
Supercomputer (OSSC) [3]
● The OSSC is a virtual (Slurm) cluster that 
runs on the Dutch national supercomputer 
(Snellius). It is developed and hosted by 
SURF
● There is no ingoing or outgoing internet 
traffic to guarantee security
● A remote access (RA) environment within 
Statistics Netherlands acts as the stepping 
stone portal
● Sensitive data, once formally requested, 
are uploaded to the RA, which can then be 
securily uploaded to the OSSC via a 
dedicated VPN
● Users request heir (containerized) 
application to be uploaded to the RA

● We implemented an existing COVID-19 
model [4] in BioDynaMo
● There are 4 free parameters representing 
the effects of non-pharmaceutical 
interventions on the force of infection (one 
for each phase of interventions)
● Calibration of these 4 parameters is done 
through matching simulated hospital 
admissions with observed data (period of 
doubling of admissions)
● Using BioDynaMo we were able to 
increase the resolution from 1 agent : 100 
persons to 1 agent: 1 person
● Gravity model used instead of tracing 
mobile data for mobility behavior
● Register data of Statistics Netherlands 
was used to initialize agents with micro-
level data for high demographic fidelity

● One (thin) node of the OSSC has 128 
cores, 256GB of RAM
● Sensitive data can be mounted inside the 
container to enable analysis in a secure 
and reproducible way
● Results can be sent back to the RA for 
post-simulation analysis
● Final results can be sent to the users 
after an output check

● Each simulation is executed in multi-
threaded fashion using OpenMP
● Optimization algorithms implemented: 
Particle Swarm, Parameter Sweep
● ROOT [2] is used for parameter 
distribution (serialization)
● A web-based dashboard enables 
graphical exploration of the searched 
parameter space

● We developed a scalable system to enable calibration and 
parameter exploration of large scale agent based models that require 
sensitive data
● We are working to quantifying the effects of high resolution 
pandamic models
● We want to explore the difference between the use of microdata 
vs synthetic (random) data for initialization
● Perform performance benchmarks to quantify the distributed 
calibration system

Distributed calibration of 
agent-based models
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● Iterative optimization algorithms can be 
run in parallel (1 iteration = 1 simulation)
● A new module, MultiSimulationManager, 
was developed in BioDynaMo to facilitate 
distributed calibration
● We implemented a Master-Worker 
pattern using MPI
● The Master rank performs the 
optimization loop and dispatches 
parameter sets
● Workers execute simulations with the 
provided parameter set, compute error 
with observed data, and send back error to 
Master
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● Agent-based modeling (ABM) has emerged as a powerful tool for 
exploring the behavior of complex social systems over time
● ABMs are inherently challenging to calibrate due to the lack of 
knowledge regarding the parameter space
● The computational time for large-scale and complex ABMs becomes 
exorbitant, making the utilization of calibration methods, which often 
require numerous runs, unfeasible
● In numerous social science studies, ABM parameters are unknown and 
require calibration to be established

● We extended a state-of-the-art agent-based simulation 
platform, BioDynaMo [1], to support calibration on HPC 
clusters
● We created a workflow to support reproducible research on 
ABM on HPC systems that require sensitive data
● We implemented a proof-of-concept COVID-19 model in 
BioDynaMo to showcase the system
● We outline future directions of this work
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