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Abstract

Over the past decade, spatial audio awareness evolved into an in-demand feature
in audio entertainment. The addition of sound source locations to, for instance,
movies or music adds a level of auditory envelopment and spatial awareness to the
audio experience. Expensive setups present in, for instance, cinema’s, are able to
create this envelopment by means of a large set of loudspeakers with which the
desired sound fields are created. Creating this spatial envelopment in practical
consumer living rooms or home cinema setups proves to be a more challenging
task due to the impractical amount of loudspeakers required. To create the audio
envelopment with a small amount of loudspeakers, crosstalk cancellation can be
used. Crosstalk cancellation as posed in literature is, however, not robust enough
to be used in practical appliances. The main cause of these bad characteristics is
the objective cost function it optimizes which results in an ill-posed problem. In this
thesis, the crosstalk cancellation problem is relaxed by aiming for perceptually suf-
ficient results instead of aiming for objectively optimal results. The human auditory
system has its limitations in both the perception of audio and localization of audio
sources. Exploiting the limitations of the auditory system generates mathematical
freedom that can be used to construct a more robust and stable crosstalk cancel-
lation algorithm. This thesis provides the first steps towards the incorporation of
audio perception in the domain of crosstalk cancellation and audio envelopment
with a limited amount of loudspeakers.
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Mathematical notation

The following notation is used in the thesis.

x̂ frequency domain

� pointwise multiplication

∗ convolution

x column vector

X two or higher dim. tensor

I identity matrix

F flip operator

W DFT matrix

W−1 IDFT matrix

X−1 matrix inverse

XT transpose

XH Hermitian transpose

X† matrix pseudoinverse

x∗ desired / optimal solution

||x||2 L2-norm

R Set of real numbers

C Set of complex numbers

! Factorial

!! Double factorial

δ(x) Kronecker delta function

atan2(x, y)2-argument arctangent

mod(x, c) modulo function

diag(x) matrix with x diagonal

The following definitions are used in the thesis:
General definitions:

• fs: Sample frequency.

• fopt(): Optimization function.

• vs: The speed of sound.

• wh: The width of the head.

• ls: The 3D location of the source.

• ll: The 3D location of the listener.

• dL: Distance from source to left ear.

• dR: Distance from source to right ear.

• ps: Pressure level of a stimulus.

• pSPL: Pressure level expressed in SPL.

• τ60: The time it takes for the amplitude of the reflections to drop 60 dB.

• β: Reflection coefficients of the walls in a rectangular room.

• θout The outgoing (originating from a loudspeaker) azimuth angle.
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• φout: The outgoing (originating from a loudspeaker) elevation angle.

• θin: The incoming (arriving at the head of the listener) azimuth angle.

• φin: The incoming (arriving at the head of the listener) elevation angle.

• α: Intermediate or optimization variable.

• e: L2-norm of the difference between obtained and desired response.

• dIACC: Difference between obtained and desired τIACC.

• dθ: Difference between perceived and desired azimuth angle estimation.

• PEAQ(x∗, x): The Perceptual Evaluation of Audio Quality measure given signal
x and reference signal x∗

Signal and response definitions:

• yL: The measured signal deep in the ear canals for the left ear.

• yR: The measured signal deep in the ear canals for the right ear.

• cL: The channel composed of all the responses and signal alterations from the
input signal fed to the loudspeaker, up until the measurement by the auditory
system for the left ear.

• cR: The channel composed of all the responses and signal alterations from the
input signal fed to the loudspeaker, up until the measurement by the auditory
system for the right ear.

• s: The input signal fed to a loudspeaker.

• h: The response of a loudspeaker.

• d: The directivity of a loudspeaker.

• r: The response of a single reflection.

• vL: The HRTF response for the left ear.

• vR: The HRTF response for the right ear.

• m: The masking signal response.

• ε: The distortion response.

• g: The masking curve.

• u: Window response.

Auditory system definition

• yIACC: The IACC response of vectors yL and yR.

• τIACC: The time delay corresponding to the peak value of yIACC.

• Tq: The threshold in quiet.

• γ: Gamma-tone filter.

• pγ: Power response of gamma-tone filter.

• fγ: Gamma-tone filter bank centre frequencies.

• ηγ: Gamma-tone filter order.
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• κγ: Gamma-tone filter constant.

• hOM: The outer- and middle-ear filter.

• mp: Masker power.

• εp: Distortion power.

• ξ: Detectability.

• c1 & c2: Calibration constants for detectability.

Optimization variables:

• µIACC: The upper limit of the IACC response.

• αL: Optimization response at left ear.

• αR: Optimization response at right ear.

• αIACC: Optimization IACC response.

• αIACC,L: Left optimization IACC response.

• αIACC,R: Right optimization IACC response.

Lengths and iteration variables:

• Nb: Number of bins (samples) in a response, with nb as iteration variable.

• Ns: Number of loudspeakers, with ns as iteration variable.

• Nr: Number of reflections, with nr as iteration variable.

• Nγ: Number of filters in gamma-tone filter bank, with nγ as iteration variable.

• Nc: Number of channel blocks, with nc as iteration variable.

• Ni: Number of input signal blocks, with ni as iteration variable.

• Ny: Number of in-ear response blocks, with ny as iteration variable.

• Nl: Number of listener locations, with nl as iteration variable.



Nomenclature

List of Abbreviations

BWc Critical Bandwidth

BRIR Binaural Room Impulse Re-
sponse

DFT Discrete Fourier Transform

ERB Equivalent Rectangular Band-
width

HRTF Head Related Transfer Func-
tion

IACC InterAural CrossCorrelation

IDFT Inverse Discrete Fourier Trans-
form

ILD Interaural Level Difference

ITD Interaural Time Difference

JND Just Noticeable Difference

MDF Multi-Delay Filter

PEAQ Perceptual Evaluation of Audio
Quality

QP Quadratic Problem

RIR Room Impulse Response

SPL Sound Pressure Level

SRTF (Loud)Speaker Related Trans-
fer Function

SV Singular Value

SVD Singular Value Decomposition

VR Virtual Reality

Constants

p0 = 20 µPa SPL reference value
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1
Spatial audio and virtual sources

Recreating audio experiences in regular house holds has been a topic of research
for decades. Nowadays, an audio device can be found in nearly every house. Filling
a room with sound is usually done with (a set of) loudspeakers and there are a
lot of options to chose from. Systems range from one small smart loudspeaker
to extensive systems including multiple loudspeakers, subwoofers and sometimes
even ceiling mounted loudspeakers. All these systems are meant to give the user
a certain experience of audio ranging from movies to (live) music. Especially in
movies, but also in music, sound sources have a certain direction or location the
sound should come from. For instance, a car that drives at the right side of the
television screen, should be heard from the right side as well and when it moves,
the location of the sound source should also move accordingly.

Creating and delivering the spatial information of the sound source correctly
proves to be a challenging task. A famous solution to this problem is provided by
Dolby Digital in the form of the 5.1 audio codec for home cinema setups [1–3]. This
codec provides six distinct responses meant for six distinct loudspeakers that are
placed around the listener in a prescribed setup. Using this setup, the listener
experiences a 360° audio experience and thus receives the spatial information cor-
responding to, for instance, a driving car.

The major downside to these kind of solutions is that a very specific setup is
required to obtain optimal results (see Figure 1.1 for the Dolby Digital 5.1 exam-
ple). General living rooms or even home cinema rooms do not allow for such a
setup because the loudspeakers do not fit in the ideal positions or because of aes-
thetic reasons. The audio coming from these off-positioned loudspeakers results
in a wrong audio perceptual experience. A non-equidistant setup can be corrected
using volume adjustment but correcting the difference in angle is more challenging.

1.1. Creating virtual audio sources
The aforementioned audio codec is designedwith the purpose of delivering an audio
experience to one person. We can redefine this goal into: delivering the desired
response to two points in space, the location of both ears. In this case the desired
response is the signal measured by our auditory system. This measured signal
should be perceptually equivalent to the signal that would have ended up in the ear
canals if the simulated source were real. Creating this desired response at both

1
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Figure 1.1: Dolby Digital ideal setup for the 5.1 codec. Figure adopted from
[4].

ears, given a small amount of loudspeakers placed in a room with no placement
limitations, is the general goal of this thesis.

Note that some figures in this thesis make use of an illustrative head sketch, the
different views of this head sketch are depicted in Figure 1.2.

An illustrative example of the goal is shown in Figure 1.3. In Figure 1.3a we
can see a living room with plants, couches and other furniture and decoration.
The shape of the room and the furniture in the room force a non-ideal loudspeaker
setup. Given this setup we wish to create a virtual audio source as depicted in
Figure 1.3b, where the green arrows indicate that we compute the response at
both left and right ear coming from the virtual source.

By defining an audio source and its location, the desired response found at both
ears can be calculated. Since the channel from the physical loudspeakers to both
ears is known, we can derive the output of these loudspeakers such that the desired
response is actually perceived.

Figure 1.2: Different views of used head sketch.
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(a) A room with a non-ideal 5.1 loudspeaker setup.

(b) The created virtual source using the non-ideal setup.

Figure 1.3: Due to the shape of the room and due to the furniture and decoration
inside the room, the loudspeakers are placed in a non-ideal setup when compared
to the ideal setup in Figure 1.1. Using this setup, we wish to create the virtual
source (depicted by the shaded loudspeaker on the left) by creating the response
that would be caused by the virtual source at both ears (denoted by the green
arrows). The physical loudspeakers can be used to create this response.
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1.2. Applications for virtual audio sources
The ability to create virtual audio sources can prove useful in many different appli-
cations besides movie and music entertainment, we discuss a few possibilities.

Noise attenuation: In nearly all situations in everyday life there is at least some
sort of environmental noise present. Attenuating these noise sources is sometimes
desirable for protection of hearing or simply comfort. A situation including a pos-
sible noise attenuating system using a virtual source is presented in Figure 1.4

Figure 1.4: An example of virtual sources in noise attenuation. The red noise
source should be attenuated. By using the three physical loudspeakers to cre-
ate a virtual source (the green source), which approximates the inverse of the
noise source, the noise can be attenuated. The graph on the top left gives a
rough indication of the functioning of noise attenuation, with the blue plot the
perceived response.

Virtual Reality experience: When playing a game in Virtual Reality (VR), the
audio greatly contributes to the perception. Normally the audio is presented by
headphones on the VR-glasses. The audio experience and comfort could be in-
creased if loudspeakers delivered the sound. To be able to do this, the sound and
its location corresponding to events that happen in the virtual world should be de-
livered to the ears correctly. When the player is moving or rotating, the response
found at both the ears should move or rotate accordingly. An example of this is
given in Figure 1.5 where the player moves but events happening in the virtual
world remain at the same location.

1.3. Definitions and variables in the thesis
Before we can continue to the problem definition we must first establish a few
Definitions and variables that are used throughout the thesis. Other definitions are
discussed throughout the thesis:

• Room Impulse Response (RIR): The Room Impulse Response describes the
amplitude, delay and response of all the reflections in a room originating from
a sound source being received at a single point in space.

• Head Related Transfer Function (HRTF): The Head Related Transfer Func-
tion describes the way our body and ears alter an incoming sound wave before
our auditory system measures the sound wave. These alterations allow us to
localize sound sources in space. More on this in Chapter 2.
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(a) Two virtual events happen in the room.
The arrows show how these should be pre-
sented to the listener.

(b) The two virtual events still happen at
the same location but the perceived re-
sponse changes as shown by the arrows.

Figure 1.5: Virtual sources in a virtual reality experience.

• Loudspeaker: In the thesis the term loudspeaker is mostly used to refer to a
loudspeaker but it could also be generalized to any audio source.

• Listener: The listener is the human who receives the audio. The listener
has two measuring points, the two ears, and the measured audio is altered
according to the (listener dependent) Head Related Transfer Function.

• Physical loudspeakers: The physical loudspeakers are the set of loudspeak-
ers that are actually present in the room.

• Virtual loudspeaker: The virtual loudspeaker is the sound source present at
a certain location we want to recreate by tuning the response of the physical
loudspeakers. The virtual loudspeaker is thus not actually present but the
response that would have come from it is recreated.

• Sweet spot: The sweet spot is the region in space around the listeners’ head
in which the illusion of the virtual loudspeaker is sufficiently recreated. The
illusion of the virtual loudspeaker is not sufficiently recreated outside of the
sweet spot region.

The definitions are followed by some variables and their notation:

• Channel: The channel is composed of all the responses and signal alterations
from the input signal fed to the loudspeaker up until the measurement of the
audio by the human auditory system. The composition of the channel is further
discussed in Chapter 4. The channel is denoted by cL and cR for left and right
ear respectively.

• Input signal: The input signal is the signal fed to the loudspeaker and is
denoted by s.

• Received signal: The received signal is the signal measured by the human
auditory system, it is denoted by yL and yR for the left and right ear respec-
tively.
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1.4. Research question and assumptions
With the objective illustrated before in mind, we can construct a proper problem
definition. In this thesis we focus mainly on creating one single virtual source given
a set of loudspeakers. Here we assume that extending the creation of one virtual
source to multiple virtual sources is possible with the required future research. To
create the virtual source we use four loudspeakers based on the 5.1 loudspeaker.
We omit the centre speaker and subwoofer since they are generally not used for
delivering spatial audio cues [5]. The resulting setup consists of a good amount of
speakers to create spatial audio without the need to place an over the top amount
of loudspeakers in the room. This leads to the following problem definition:

Research Question. Given a set of four physical loudspeakers in a room, is it
possible to create the illusion of a virtual audio source for one listener in the room?

While solving this problem we make a set of assumptions listed below:

1. The 3D location of the loudspeakers is known.

2. The 3D location of the two ears and the direction of the head is known.

3. The loudspeakers play there content at the same time, so there is no delay
between loudspeakers.

4. The loudspeakers’ response and directivity is known.

5. The Head Related Transfer Function (HRTF) is known and is applicable to the
listener.

Note that some of these assumptions are clarified and described more through-
out the thesis. Later on we also consider how the system performs when these
assumptions do not exactly hold, since this is where the real challenges lie.

1.5. Possible solutions
In state-of-the-art literature, one can find two possible approaches that try to ad-
dress to the problem presented in the problem definition: wavefield synthesis and
crosstalk cancellation. The performance and possible use of these approaches
serves as a base for the newly proposed algorithm in this thesis. The two ap-
proaches and their limitations are further discussed in the following sections.

1.5.1. Wavefield synthesis
The principle of wavefield synthesis is creating a sound field in a room correspond-
ing to a sound source which is present somewhere in space using an array of closely
spaced loudspeakers [6]. By timing and tuning the output of the loudspeakers in
a smart way, the waves coming from these loudspeakers combine into one wave
which corresponds to the sound source you want to create. This principle is shown
in Figure 1.6a. In the figure we can see that the wavefront that would have been
emitted by the large source on the left can be artificially created using a large loud-
speaker array. In this case the loudspeaker in the middle plays first and the further
we go to the side of the array, the later the loudspeakers starts playing, which,
after combining, creates the wavefront corresponding to the large loudspeaker.

A major advantage of wave field synthesis is that we are exactly creating the
source wewish to simulate, this means that a large zone in the room is filled with the
correct sound waves. Because of this, multiple people in the room can experience
this source as it was intended.
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(a) The loudspeaker array in the middle of
the figure creates the same wave as the
large loudspeaker on the left. We can thus
create the illusion of the source on the left
with the array of loudspeakers. In fact, any
arbitrary source can be created with the
loudspeaker array (up to some limitations).
Figure adopted from [7].

(b) Example of a practical wavefield syn-
thesis setup. This setup is created in the
”Casa del Suono”, an italian museum dedi-
cated to audio, to show the power of wave-
field synthesis. It shows that this involved
setup is not practical for endconsumers
due to the large amount of precisely placed
loudspeakers. Figure Adopted from [8].

Figure 1.6: Wavefield synthesis, the principle (a) and a practical implementation
(b).

The downside to this technique is the (large) amount of loudspeakers required to
be able to perform wavefield synthesis. A sufficient setup would look like an array
of loudspeakers next to each other with very little space between them, an example
is shown in Figure 1.6b. Since this thesis centers around a solution achievable with
only four loudspeakers and in a normal house-hold situation, wavefield synthesis is
not an applicable solution to the problem.

1.5.2. Crosstalk cancellation
Originally, crosstalk cancellation was introduced to mimic the headphone experi-
ence on a pair of loudspeakers. The big advantage with headphones is that the
audio played to the left ear cannot be heard by the right ear and vice versa. On
top of that, there is no influence of the room on the audio quality with headphones.
Crosstalk cancellation aims to bring this experience with the comfort of loudspeak-
ers. Normally, with a stereo loudspeakers setup, the audio presented by the left
loudspeaker is perceived by the left and right ear. Crosstalk cancellation aims at
artificially removing the audio from the left loudspeaker to the right ear and vice
versa, in short, cancelling the crosstalk. The crosstalk cancellation framework can
be generalized to creating any desired response at the left and right ear using only
two loudspeakers [9]. In Figure 1.7, the crosstalk cancellation setup is depicted
where the green channels should be preserved and red channels should be can-
celled.

In theory, crosstalk cancellation works but in practice only very specific scenar-
ios with near-perfect prior knowledge on the setup can result in satisfying results
[10, 11]. Crosstalk cancellation relies on the inversion of the channel response from
the loudspeakers to the ears (more on this in Chapter 3). This operation yields a
very unstable matrix inversion making a practical implementation nearly impossi-
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Figure 1.7: Crosstalk Cancellation setup where the green arrows depict the
channels that should be preserved and the red arrows depict the crosstalk chan-
nels that should be cancelled.

ble. On top of that, crosstalk cancellation requires high accuracy prior knowledge
on the room impulse response. As is discussed in Section 3.2, the presence of the
room impulse response with high accuracy in a practical, furnitured and decorated
room is an unrealistic assumption.

In the thesis we take the principles of crosstalk cancellation but we make an ap-
proximation of the optimization to obtain a more stable solution without sacrificing
the perceptual target signals. The proposed solution is formulated in the following:

Proposed Solution. The crosstalk cancellation algorithm described in literature
uses an objective cost function (the L2-norm). By optimizing for a subjective cost
function that is related to the crosstalk cancellation problem, we hope to make the
solution more stable. The subjective cost function is designed by considering psy-
choacoutstics. On top of this, a generalized room impulse response is introduced
which further increases numerical stability, decreases computational complexity
and makes the system less setup dependent without sacrificing on the audio per-
ception.

1.6. Thesis structure
This thesis is subdivided in several chapters that are connected as shown in Figure
1.8. The literature review on auditory localization is given in Sections 2.1 and the
literature review on auditory perception is presented in Section 2.2. To complete
the literature review, the crosstalk cancellation problem as posed in literature is
discussed in Section 3.1. If the reader is already familiar with these topics, these
sections can be skipped. Based on the findings in literature, the crosstalk cancel-
lation problem is analysed in Section 3.2 and the system model is introduced in
Chapter 4. Combining the findings results in the proposed algorithm presented in
Chapter 5 and the results are analysed in Chapter 6. We finalize with the conclusion
and future work in Chapters 7 and 8 respectively. In addition, a submitted paper is
presented in Appendix A. This paper presents a stochastical room impulse response
model which potentially improves the system model and proposed algorithm when
it is incorporated.
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Figure 1.8: Outline of the thesis. The blue coloured sections present the lit-
erature reviews and are not required to read if the reader is familiar with the
topics. The orange coloured chapters and sections are the ones that contain
the main contribution of this thesis. The green coloured appendix presents a
submitted paper that presents a stochastic room impulse model that could po-
tentially improve the system model and proposed algorithm.



2
Human auditory localization and

audio perception

To improve the crosstalk cancellation problem by means of an approximation of
the problem, we aim to apply the perception of sound of human listeners. In this
chapter we cover two aspects of the human auditory system that are of interest to
us in form of a literature review. First the auditory localization system is discussed,
in here we discuss how and how well human listeners can identify the location of
a sound source. After this, we cover the threshold of hearing and the masking
principles.

2.1. Human auditory localization
Humans are able to localize sound sources with great precision. By means of only
two sensors, the two ears, we are able to estimate the horizontal angle (referred
to as azimuth angle), the vertical angle (referred to as elevation angle) and also
the distance to the sound source. To be able to estimate these parameters, we use
a set of characteristics in the perceived sound. These characteristics are usually
referred to as auditory cues. The combination of different auditory cues results in
our ability to localize sound with surprising precision.

In the following section, the details of human auditory localization are discussed
by means of a literature review. First, azimuth estimation is presented which is
primarily focused on binaural cues. These are cues that use the response found
at both ears and compares them to obtain the required information. Next, the
elevation estimation is discussed which primarily uses monaural cues, cues that
only use the response found at a single ear. The estimation of the third parameter
in a polar coordinate system, namely distance, is discussed in Appendix B.1 since
these findings are not directly applied in the thesis. A few interesting but specific
finds are presented in Appendix B.2, these are also not directly applied in the thesis.

Please note that most of these findings are based on experiments with human
subjects. In my opinion, some sources present conflicting conclusions. This means
that they should be treated with caution as is mentioned throughout this chapter.

Before diving into the auditory localization we define the axes system and cor-
responding angle definition used throughout the thesis, it is shown in Figure 2.1.
The axes system is roughly based on the definitions found in [12] and [13]. [12] is

10
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the report corresponding to the Head Related Transfer Function (HRTF) data used
in the thesis. In this definition, note that the elevation angle has double defined
angles. This is done because only elevation rotations from 0° to 180° are considered
for the elevation angle. The elevation angles at the left half of the elevation defi-
nition are mirrored to the right side by adding or subtracting 180° to the azimuth
angle. This axis system is considered since we do not consider upside-down head
orientations which is an uncommon position when listening to music or watching a
movie.

Figure 2.1: Definition of the axis system and corresponding angle definitions.
Do note the uncommon definition of the elevation angle. This is done because
only elevation rotations from 0° to 180° are considered for the elevation angle.
The elevation angles at the left half of the elevation definition are mirrored to
the right side by adding or subtracting 180° to the azimuth angle.

2.1.1. Azimuth angle estimation
The estimation of the azimuth angle is performed using the differences between
the response found at the left and right ear. Both ears lie in the horizontal plane in
which we determine the azimuth angle. It seems intuitive that this placement of the
ears allows for great azimuth angle estimation performance and literature shows it
does [14–21]. First we discuss the two major cues used for this, Interaural Time Dif-
ference (ITD) and Interaural Level Difference (ILD), which is found in the so-called
duplex-theory. We follow with a small sidestep to the InterAural CrossCorrelation
(IACC) measure, which represents how our brain determines the azimuth angle es-
timation. After this, we discuss the performance of azimuth estimation based on
multiple experiments found in various published literature [18, 22–24] and finalize
with a few conflicting sources [25, 26].

Duplex theory
The duplex theory describes how humans are able to localize sound sources in the
azimuthal plane using a combination of the ITD and ILD cues [14, 15], first their
definitions are given followed by their contribution to the duplex theory.

Interaural time difference
In general, for a given source location and head orientation, the time it takes for
the wave to reach the left and right ear is not the same. This difference in arrival
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time, referred to as Interaural Time Difference (ITD), can be used to determine the
azimuth angle. Figure 2.2 shows an example of this. Throughout our lifetime our
brain learns how to interpret certain delays in arrival time and translate them to
the corresponding azimuth angle.

Figure 2.2: Example illustrating the interaural time difference and interaural
level difference. Here, the path from the source to the right ear is longer than
the path from the source to the left ear. Where dL and dR is the distance from
source to left and right ear respectively and wh is the width of the head, esti-
mated around 20 cm.

There is a certain maximum frequency for which ITD can be used, this has to do
with the width of the head. When half the wavelength is smaller than the distance
between the ears, a certain threshold is reached after which the brain is unsure
whether the difference is half a wavelength, one and a half wavelength or more than
that. Because of this, we do not use ITD for frequencies higher than f = 0.86 kHz,
according to Equation (2.1), where vs is the speed of sound and wh is the width of
the head.

f =
1

2

vs
wh

=
1

2

342

0.20
= 0.86 kHz (2.1)

This is roughly in line with the 1.5 kHz generally found in literature [14–18].
Some research has shown that some people have developed the ability to use ITD
at a higher frequencies by means of envelope analyses [15].

Interaural Level Difference
The Interaural Level Difference (ILD) is based on the same principle as the ITD,
the sound source is measured slightly different by the left and the right ear. In the
case of the ILD the small level difference expressed in Sound Pressure Level (SPL)
between the two signals is considered. For instance, in Figure 2.2, the SPL at the
right ear is less than the SPL at the left ear. This can be used to localize a sound
source. On top of the level difference occurring due to the difference in audio path
distance, the shadowing effect of the head in between the ears also contributes to
the level difference.

The downside of the ILD is that it is less reliable than the ITD. Since the differ-
ence in SPL depends on the distance of the listener to the source, this cue is not
fully reliable without prior knowledge of the distance to the source. The ITD does
not have such limitations.



CHAPTER 2. HUMAN AUDITORY LOCALIZATION AND AUDIO PERCEPTION 13

The ITD and ILD cues together compose the duplex theory. Research shows
that the ITD cue is the most dominant cue and when both ITD and ILD are present
but opposing, the ITD cue is followed [19]. ITD is only used for sound source with
frequencies smaller than about 1.5 kHz after which it becomes less reliable. When
localizing higher frequency content, the ILD is used, with limited performance. A
sound source can be best localized when both the ITD and ILD can be used. The
larger the bandwidth, the better the localization [20, 21].

Interaural crosscorrelation
The InterAural CrossCorrelation (IACC) is an important measure when considering
audio perception. In short, as the name suggests, the IACC is the crosscorrelation
between the response found at the left and right ear, which are denoted as yL ∈
RNb×1 and yR ∈ RNb×1 respectively where Nb is the length of the response. The IACC
is defined as given in Equation (2.2) [27].

yIACC(n̄b) =

∑Nb

nb=1 yL(nb)yR(nb − n̄b)√
yLTyLyRTyR

(2.2)

Where yIACC(n̄b) is sample n̄b of the InterAural Crosscorrelationwith n̄b = 1, ..., 2Nb−
1, yL(nb) and yR(nb) are the nth

b sample of the responses yL and yR with nb = 1, ..., Nb

and (·)T denotes the transpose operation. Note that the term in the denominator is
a normalization term.

The IACC cue is mainly treated in literature when analysing the quality of audio
in terms of the feeling of envelopment and spatial impression in, for instance, con-
cert halls [28–30]. Although these are interesting topics, we are not interested in
this.

An aspect of the IACC we are interested in is the relation between the IACC
and the azimuth angle estimation. It is shown that it is very likely that the brain
calculates (something related to) the IACC and uses the index of the peak, τIACC,
of this response to determine the azimuth angle [31, 32]. τIACC is determined by
means of Equation (2.3), where the limiting set indicates that delays outside this
range are too large to correspond to valid auditory cues. The index of the peak
value represents the ITD between both ears. A few examples of IACC responses
are given in Figure 2.3.

τIACC = argmax
n̄b

yIACC(n̄b), for n̄b ∈ [−1, 1] ms (2.3)
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Figure 2.3: Example of IACC responses at different azimuth angles. The time
index of the peak values corresponds to the ITD observed.
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As can be seen in this figure, when the source is in front of the listener, at
90° azimuth, the IACC peak is at τIACC = 0 ms. This makes sense considering the
signal arrives at the left and right ear at the same time. Looking at the case of the
source being to the left of the listener, at 180° azimuth, the peak of the IACC is at
τIACC ≈ −0.75 ms. Once again, this corresponds to the found ITD. It is interesting
to note that this τIACC corresponds to a distance of vs · τIACC = 343 · 750 · 10−6 = 0.26
m, which is roughly the width of the head, wh. This result is in line with the source
being at 180° azimuth since the sound to the right ear has to travel wh more distance
than the sound travelling to the left ear.

Azimuth angle estimation performance
The duplex theory gives us the ability to localize audio sources in the azimuthal
plane, but how good is our performance? Our localization performance is generally
best in front of us with a maximal error of about 5° and this increases to about 20°
when localizing sources to the left or right [18, 22–24].

Conflicting sources
Although the statements above are confirmed by several studies, there are some
sources that present different results in my opinion, they are given here for sake
of completeness. Note that most of the conflicting information originates from the
fact that the data is obtained by means of subjective experiments, there are nu-
merous reasons why this would lead to conflicting findings. [25] states that the
most important frequency band to perform localization is 4 ↔ 16 kHz which greatly
conflicts with the importance of the ITD cue. [26] states a similar find by conclud-
ing that content with frequencies under 2 kHz has little contribution to auditory
localization.

2.1.2. Elevation angle estimation
While the estimation in the azimuthal plane is relatively straightforward, this is not
true for elevation estimation. In the elevation plane, both ears are at the same
location meaning the responses can not be compared to obtain useful information.
All the spatial information must be gathered from one sensor in said space. This
brings us to the monaural cues, which are the primary source of information for
elevation localization. We elaborate on the Head Related Transfer Function (HRTF)
and discuss its contribution and key features according to literature.

Head related transfer function
Defining the Head Related Transfer Function (HRTF) is not a straightforward task.
In short, the HRTF is how our body and, most importantly, the ears alter the signal
that comes in from a source away from the body [14]. The HRTF is generally mea-
sured using a microphone placed deep inside the ear canal using a source placed
about a meter away from the subject. The HRTF is subject dependent, everyone
has a different HRTF. An example of an HRTF response based on measurements on
the KEMAR head model [33] is given in Figure 2.4. In the figure, we can see how a
flat spectrum signal is altered by the HRTF.

The KEMAR head model is meant to represent the average head across human
civilization such that the measurements done on this head should come close to
everyone’s personal HRTF. Even though this is far from true and there is a serious
mismatch between a personal HRTF and the average HRTF, it is the best we can
do when trying to generalize the HRTF. The HRTF’s are generally measured using
a source a meter away from the subject but this HRTF is also applicable to sources
placed further away [34].

Throughout our lifetime we learn how to interpret the HRTF and we are also
able to adapt to a different HRTF given enough time [35]. Generally, we use the
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(a) Filter path described by the HRTF.
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(b) An example HRTF corresponding to the filter path indicated in (a).

Figure 2.4: Example of an HRTF response given a measurement based on the KE-
MAR head model.

spectrum of the incoming signal and its features to estimate the elevation angle
[36], an example is given in Figure 2.5. In the figure, it is shown that certain peaks
and dips are moved when the elevation angle changes and we use the frequencies
of these peaks and dips to estimate the elevation angle [37].

The frequency content of the to be localized sound source influences the localiza-
tion abilities. Peaks and dips in the spectrum of the source can lead to misleading
localization cues. Generally it is found that we localize a sound source by assuming
the source has a flat spectrum [19].

2.2. Human sound perception
The human auditory system contains an impressive and well performing auditory
source localization functionality, but this is not the only impressive characteristic
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(a) HRTF responses for different elevation
angles.

(b) Filter paths corresponding to the two
HRTF responses given in (a).

Figure 2.5: HRTF for different elevation angles, the colors of the arrows and the
responses correspond to each other.
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of the human auditory apparatus. We are able to detect low power sound sources,
even when a louder distortion sound source is present [38]. Although our sound
detection is impressive, it still has limited performance. These limitations consist of
the minimum detectable sound pressure and the influence of present sound sources
on this detectability. In the proposed algorithm, these limitations are exploited by
allowing unnoticeable errors which improve the robustness of the algorithm.

Numerous attempts have been done to quantify the ability to perceive sound
(e.g. [39]) and in the following, the critically acclaimed measure used in this the-
sis are discussed. We start with the definition of the threshold in quiet followed
by modelling the human auditory apparatus. After this, we combine these two to
introduce sound masking principles and models thereof.

2.2.1. Absolute threshold in quiet
The absolute threshold of hearing is a frequency dependent measure, or curve in
practise, that shows the just noticeable Sound Pressure Level (SPL) for an average
human listener. Sound sources resulting in sound pressure levels underneath the
curve are not noticeable by the auditory system and vice versa.

Before we can introduce the definition of the threshold in quiet we must first
define the SPL in decibels. The SPL is defined as the detected Sound Pressure Level
of a sound stimulus relative to a standardized value [40]. The standardized pressure
level is given by p0 = 20 µPa or equivalently p0 = 20 µN/m2 [41]. The resulting sound
pressure level in dB SPL of sound stimulus ps is given by pSPL = 20log10(ps/p0) (dB
SPL). As an indication, 60 dB SPL corresponds to normal speech at 1meter distance,
100 dB SPL corresponds to a disco and 150 dB SPL corresponds to a jet engine at 10
meter distance leading to permanent hearing damage [42].

With SPL defined, we can introduce the definition of the absolute threshold of
hearing, also known as the threshold in quiet. The threshold in quiet, denoted by
Tq(f) with f the frequency in Hz, is given in Equation (2.4) [43].

Tq(f) = 3.64(f/1000)−0.8 − 6.5e−0.6(f/1000−3.3)2 + 10−3(f/1000)4 (dB SPL) (2.4)

The threshold in quiet is also depicted in Figure 2.6. Interpreting the threshold
in quiet, as shortly mentioned before, is relatively straightforward. With no other
sound sources or noise present, sound stimuli underneath the curve in Figure 2.6
cannot be heard or detected by the human listener. All the stimuli above the curve
are heard and detected by the human listener.
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Figure 2.6: The threshold in quiet.
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2.2.2. Human auditory apparatus
The threshold in quiet shows the limitations of sound detection in a quiet scenario.
If the listener is not listening in quiet but a different sound source is present, the
sound detection performance changes. In practise, the sound source raises the
threshold in quiet curve at certain frequencies dependent on the characteristics
of the sound source. Note that this is beneficial to us, the higher the curve, the
more space we have to make unnoticeable errors! When a sound source is present,
the threshold curve is generally referred to as the masking curve. Before we can
derive the exact shape of themasking curve based on the sound source’s properties,
we must first discuss the human auditory apparatus and its frequency dependent
behaviour.

When a sound wave enters the ear, it eventually reaches the cochlea and the
basilar membrane which, roughly speaking, records the sound wave and sends cor-
responding signals to the brain. See [40, 41] for more details. The functionality
of the basilar membrane can be modelled as a filter bank ranging over the entire
audible spectrum, 20 to 20000 Hz [44–46]. The filters are divided over the audible
spectrum in logarithmic fashion which suits the behaviour of the auditory system
[38].

Deriving the filters in the filter bank starts with determining the center frequen-
cies of these filters. For this we use logarithmic Equation (2.5) and find the frequen-
cies fγ corresponding to the linear spacing of output f̄ [47], as shown in Figure 2.8a.

f̄(fγ) = 21.4log10(4.37fγ/1000 + 1) (2.5)

With the centre frequencies defined, the bandwidth of each cochlear filter can
be determined. The critical bandwidth measure, as posed in [40], relates centre
frequencies and critical bandwidths based on subjective experiments. The critical
bandwidth measure, denoted by BWc, is given by Equation 2.6.

BWc(fγ) = 25 + 75(1 + 1.4(fγ/1000)
2)0.69 (Hz) (2.6)

Although widely used, other expressions exist. The measure used further on in
this thesis is the Equivalent Rectangular Bandwidth (ERB) [47–49] and it is pre-
sented in Equation (2.7).

ERB(fγ) = 24.7(4.37(fγ/1000) + 1) (Hz) (2.7)

Besides the fact that [44–46] use the ERB scale, the main reason for choosing
this measure is that it is based onmore experiments and it is composed of numerous
different more elaborate measures [38].

With the centre frequency and the bandwidth of each filter in the basilar mem-
brane filter bank known, the actual filters can be derived. The filters are modelled
by an ηthγ order gamma-tone filter γ(f) given by Equation (2.8) [44, 45].

γ(f) =
1(

1 +
(

f−fγ
κγERB(fγ)

)2) ηγ
2

(2.8)

Here, ηγ is generally taken as ηγ = 4 and κγ =
2(ηγ−1)(ηγ−1)!

π(2ηγ−3)!! with ! the factorial and
!! the double factorial operator.

2.2.3. Auditory maskers
With the model for the human auditory apparatus defined, the sound masking prin-
ciples can be defined and the so-called masking curve can be constructed. In this
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section, a model is discussed that is non-ideal but can be used efficiently in opti-
mization problems, which is an important property for the proposed algorithm. The
model and its calibration is primarily based on the findings in [44, 45].

The masking curve model is depicted in Figure 2.7, the model is described in
more detail in the following.

Figure 2.7: Human auditory apparatus model used to construct the masking
curve.

We start with the frequency domain signal coming into the model, ŷ ∈ CNb×1,
which represents either ŷL or ŷR, the response found inside the left or right ear. ŷ
is divided into the masker signal m̂ ∈ CNb×1 and the distortion ε̂ ∈ CNb×1.

To simulate the frequency dependent passive filtering done by the shape of the
outer and middle ear, ŷ is filtered by outer- and middle-ear filter ĥOM ∈ RNb×1. It is
important to note that the system model we use (presented in Chapter 4) considers
the Head Related Transfer Function (HRTF) which includes an outer- and middle-
ear filter. The reason for this is that the HRTF is measured deep in the ear canals.
Because of this, ĥOM is not considered in the implemented algorithm presented in
Chapter 5 as it is already implied. For the analysis in this chapter the outer- and
middle-ear filter presented in [44] is used.

The outer- and middle-ear filter considered in [44] is the inverse of the threshold
in quiet as presented in Equation (2.4), ĥOM = −t̂q (dB).

The gamma-tone filter bank consists of Nγ = 64 gamma-tone filters. The centre
frequencies fγ are determined by finding the linear spacing of f̄ in Equation (2.5) as
is depicted in Figure 2.8a. The corresponding gamma-tone filter bank Γ̂ ∈ RNγ×Nb

derived from Equation (2.8) is given in Figure 2.8b. The black plot in Figure 2.8b
shows the sum of the absolute square of all the individual filters p̂γ ∈ RNb×1, as also
given in Equation (2.9), where nγ = 1, ..., Nγ and nb = 1, ..., Nb. We can see that the
result is a near flat power response which is desired according to [38, 45], it shows
that the filters themselves do not apply a frequency amplification or suppression.

p̂γ(nb) =
∑
nγ

|γ̂(nγ , nb)|2 (2.9)

As the model in Figure 2.7 shows, a constant c1 is added to the signal which
represents the noise floor of the auditory system. The value of this constant is
determined later in the calibration stage of the model.

Before we can determine the filter dependent detectability ξnγ , we must deter-
mine the masker and distortion power for each filter. They are given in Equation
(2.10) and Equation (2.11) respectively.

mp,nγ =
1

Nb

∑
nb

|ĥOM(nb)|2|γ̂nγ (nb)|2|m̂(nb)|2 (2.10)

εp,nγ
=

1

Nb

∑
nb

|ĥOM(nb)|2|γ̂nγ
(nb)|2|ε̂(nb)|2 (2.11)
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(a) Centre frequencies of gamma-tone filter. The coloured lines indicate the
centre frequencies fγ corresponding to the linear spacing of f̄ .

(b) Gamma-tone filter bank modelling the filter bank functionality of the basilar
membrane. The black plot at the top shows the sum of the absolute square of
the individual filters.

Figure 2.8: Derivation of the gamma-tone filter bank. As shown in (a), the centre
frequencies of the filters are determined by finding the frequencies fγ correspond-
ing to the linear spacing of f̄ in Equation (2.5). Given these centre frequencies, the
filter bank as shown in (b) is derived.
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Given these powers, the detectability for each filter is given by Equation (2.12)

ξnγ
=

εp,nγ

mp,nγ
+ c1

(2.12)

The last step represents the ability of humans to combine information over all
the filters in the filter-bank to improve detectability. Including this property can be
approximated by a summation as given in Equation (2.13). In here, c2 is a constant
used to make sure that ξ = 1 represents a just noticeable distortion.

ξ = c2
∑
nγ

ξnγ = c2
∑
nγ

∑
nb

|ĥOM(nb)|2|γ̂nγ
(nb)|2|ε̂(nb)|2∑

nb
|ĥOM(nb)|2|γ̂nγ

(nb)|2|m̂(nb)|2 + c1
(2.13)

With the detectability defined, it is possible to define the masking curve. The
masking curve represents the frequency dependent, just noticeable distortion given
the presence of a masker. To find the masking curve ĝ, we solve Equation (2.13)
for ε̂(n̄b), where n̄b = 1, ..., Nb, given ξ = 1.

1

ĝ2(n̄b)
=

1

ε̂2(n̄b)
= c2

∑
nγ

|ĥOM(n̄b)|2|γ̂nγ
(n̄b)|2∑

nb
|ĥOM(nb)|2|γ̂nγ

(nb)|2|m̂(nb)|2 + c1
(2.14)

Calibrating the model
The calibration of the model is based on two findings in psychoacoustical research
[44, 45]. First the threshold in quiet is used, specifically at f = 1 kHz [44, 45] (from
now on referred to as nb,1kHz). This finding allows us to calibrate constant c1 by
setting m̂ = 0, ε̂ = t̂q diag(δ(nb − nb,1kHz)) and ξ = 1, with δ(·) the Kronecker delta and
diag(·) the diagonal matrix with the input vector on the diagonal. Substituting this
into Equation (2.13) and rewriting it leads to Equation (2.15)

c1 = c2
∑
nγ

|ĥOM(nb,1kHz)|2|γ̂nγ
(nb,1kHz)|2|t̂q(nb,1kHz)|2 (2.15)

Psychoacoustics has shown that humans have a 1 dB Just Noticeable Difference
(JND) at a volume of 70 dB SPL [44, 45], we use this to calibrate c2. To obtain the 1 dB
level difference, a 1 kHz sinusoid is chosen with amplitude A70 and A52 for masker
and distortion respectfully. Here, A70 and A52 are the amplitudes corresponding to
a 70 and 52 dB SPL signal. Given this setting, and ξ = 1, Equation (2.13) can be
rewritten to find c2, it is given in Equation (2.16). Combining Equation (2.15) and
(2.16) gives the solution to both constants.

1

c2
=
∑
nγ

|ĥOM(nb,1kHz)|2|γ̂nγ (nb,1kHz)|2A2
52

|ĥOM(nb,1kHz)|2|γ̂nγ (nb,1kHz)|2A2
70 + c1

(2.16)

To show an example of the functioning of the model, Figure 2.9 shows the mask-
ing curve with and without the presence of a 52 dB SPL sinusoid at 1 kHz masker.
As can be seen, the masker does not only influence the masking curve at 1 kHz but
at a wider frequency range.
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Figure 2.9: Masking curve with and without a 52 dB SPL sinusoid at 1 kHz
masker.



3
Crosstalk cancellation

As stated in Section 1.5.2, crosstalk cancellation was first introduced to mimic the
headphone experience using a pair of stereo loudspeakers. Although this is an in-
teresting usecase it can, in theory, be extended to create any virtual source using
any setup with at least two loudspeakers. As also noted in Section 1.5.2, this ap-
proach does not result in a practical stable solution and making crosstalk cancella-
tion applicable in practise is the main goal of this thesis. Before we can improve the
crosstalk cancellation algorithm, the original algorithm has to be properly defined
and analysed, this is done in this chapter. First, the original crosstalk cancellation
algorithm according to literature is discussed and expanded. After this, an in-depth
analysis of the original crosstalk cancellation algorithm is performed and the major
causes of problems is identified.

3.1. Crosstalk cancellation, a literature re-
view

Given channels cL, cR, input signal s and received signals yL and yR, crosstalk can-
cellation is posed in the literature to create any desired response at the two ears
with at least two loudspeakers.

The solution to the crosstalk cancellation problem as presented by [10, 50–52]
can be described with respect to the setup presented in Figure 3.1. As the figure
shows, the goal is to cancel the crosstalk channels and preserve the direct channels.

The equations describing the crosstalk cancellation, as shown in Figure 3.1, are
given in Equations (3.1) and (3.2) for the left and right ear response respectively.
The equations are presented in the frequency domain. In the equation, ns = 1, ...Ns

denotes the loudspeaker number with Ns = 2 the number of loudspeakers in the
setup, ŷL,ns

∈ RNb×1 and ŷR,ns
∈ RNb×1 are the responses found at the left and right

ear respectively coming from loudspeaker ns, Nb is the length of the response, ŝns
∈

RNb×1 is the input signal presented to loudspeaker ns, ĉL,ns
∈ RNb×1 and ĉR,ns

∈ RNb×1

are the channels from loudspeaker ns to the left and right ear respectively and
ĈL,ns

= diag(ĉL,ns
) and ĈR,ns

= diag(ĉR,ns
) with diag(·) denoting a square matrix

with the input vector on the diagonal (equivalent to a pointwise multiplication).

22
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Figure 3.1: Crosstalk Cancellation setup where the green arrows depict the
channels that should be preserved and the red arrows depict the crosstalk chan-
nels that should be cancelled.

ŷL =
∑
ns

ŷL,ns
=
∑
ns

ĈL,ns
ŝns (3.1)

ŷR =
∑
ns

ŷR,ns
=
∑
ns

ĈR,ns
ŝns

(3.2)

The two equations can be rewritten into a matrix form given by Equation (3.3).



ŷL(1)
ŷR(1)
ŷL(2)
ŷR(2)

...
ŷL(Nb)
ŷR(Nb)


=



ĉL,1(1) ĉL,2(1) 0 0 . . . 0 0
ĉR,1(1) ĉR,2(1) 0 0 . . . 0 0

0 0 ĉL,1(2) ĉL,2(2) . . . 0 0
0 0 ĉR,1(2) ĉR,2(2) . . . 0 0
...

...
...

...
...

...
...

0 0 0 0 . . . ĉL,1(Nb) ĉL,2(Nb)
0 0 0 0 . . . ĉR,1(Nb) ĉR,2(Nb)





ŝ1(1)
ŝ2(1)
ŝ1(2)
ŝ2(2)
...

ŝ1(Nb)
ŝ2(Nb)


→ ŷ = Ĉŝ

(3.3)
With received signal vector ŷ ∈ C2Nb×1, channel matrix Ĉ ∈ C2Nb×2Nb and input

vector ŝ ∈ C2Nb×1. The crosstalk cancellation problem as treated in literature aims
to achieve ŷ∗ = ŝ, where (·)∗ denotes the desired or optimal solution. The solution
posed in literature is a simple matrix inversion presented in Equation (3.4).

ŷ∗ = ĈĈ−1ŝ = Iŝ = Ĉŝ∗ (3.4)

Here (·)−1 denotes the matrix inverse, I is the identity matrix and ŝ∗ = Ĉ−1ŝ is
the optimal solution for ŝ to achieve ŷ∗ = ŝ. Do note that the inverse of the channel
matrix may not exist leading to a non-existing solution.

The given setup can be extended to contain more than two loudspeakers, Ns ≥ 2,
resulting in the matrix form given in Equation (3.5) (Note that Equation (3.3) is a
special case, Ns = 2, of Equation (3.5)).
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ŷL(1)
ŷR(1)
ŷL(2)
ŷR(2)

...
ŷL(Nb)
ŷR(Nb)


=



ĉL,1(1) . . . ĉL,Ns
(1) 0 . . . 0 . . . 0 . . . 0

ĉR,1(1) . . . ĉR,Ns
(1) 0 . . . 0 . . . 0 . . . 0

0 . . . 0 ĉL,1(2) . . . ĉL,Ns
(2) . . . 0 . . . 0

0 . . . 0 ĉR,1(2) . . . ĉR,Ns
(2) . . . 0 . . . 0

...
...

...
...

...
...

. . .
...

...
...

0 . . . 0 0 . . . 0 . . . ĉL,1(Nb) . . . ĉL,Ns
(Nb)

0 . . . 0 0 . . . 0 . . . ĉR,1(Nb) . . . ĉR,Ns
(Nb)





ŝ1(1)
...

ŝNs(1)
ŝ1(2)
...

ŝNs(2)
...

ŝ1(Nb)
...

ŝNs(Nb)


→ ŷ = Ĉŝ

(3.5)
In this equation, the sizes of the variables are given by ŷ ∈ C2Nb×1, Ĉ ∈ C2Nb×NsNb

and ŝ ∈ CNsNb×1. With this renewed setup, the goal ŷ∗ = ŝ is not viable anymore
since we now haveNs loudspeaker outputs to obtain a desired response for only two
points in space. The additional loudspeakers give usmore freedom for optimization,
possibly leading to more stable and robust solutions.

Now lets say we wish to obtain any ŷ∗ given the multiple loudspeaker setup,
the solution can be found using Least Squares minimisation. This solution is the
original crosstalk cancellation solution as posed in literature. The solution is found
in Equation (3.6) [53].

ŝ∗ = argmin
ŷ

||ŷ∗ − ŷ||22 = argmin
ŝ

||ŷ∗ − Ĉŝ||22 (3.6)

Where ||(·)||2 is the L2-norm. The well known solution to this is given in Equation
(3.7) and substitution of the solution for ŝ∗ is shown in Equation (3.8).

ŝ∗ = (ĈHĈ)−1ĈHŷ∗ = Ĉ†ŷ∗ (3.7)

Ĉŝ∗ = ĈĈ†ŷ∗ = Iŷ∗ = ŷ∗ (3.8)

Here, (·)H denotes the Hermitian (conjugate) transpose and (·)† denotes the
Moore-Penrose (pseudo) inverse. Note that the two loudspeaker solution presented
in Equation 3.4 is a special case of the solution presented in Equations 3.7 and 3.8.

3.2. Limitations and issues of crosstalk can-
cellation

The CrossTalk Cancellation (CTC) approach presented thus far theoretically gives
good results. In practise, the issues of CTC result in a poorly functioning algorithm.
The reason CTC is not functioning is generally described by a solution that is not
stable, not robust and vulnerable to errors and noise. The major cause of the inac-
curacies can be found in the (pseudo) inverse of the channel found in the solutions
(see Equation (3.4) and Equation (3.7)). The channel matrix is a badly conditioned
matrix not suited for inversion and its inverse thus leads to the enhancement of
noise and errors.

To further understand the problemswith the original implementations of crosstalk
cancellation, we discuss the underlying reasons for the bad inversion properties of
the channel matrix. Understanding the factors that contribute to these properties
hopefully allows us to improve the crosstalk cancellation algorithm. The found fac-
tors are described in the following sections.
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3.2.1. Condition number and inversion quality
To show that the inversion of the channel matrix could potentially lead to imple-
mentation problems, we analyse the condition number of the matrix [54]. A similar
analyses is presented in [55]. The condition number is a measure of how good the
matrix is conditioned and thus how well the result of the inversion is defined. A
high condition number means that the matrix is ill-conditioned and vice versa.

The condition number of the channel matrix is calculated using the singular
values (SV) of the matrix [56]. The channel matrix Ĉ as given in Equation (3.5)
describes the full frequency range of interest of the channel. For better insight, we
wish to evaluate the condition number per frequency bin and so Ĉ is divided into
one channel matrix for each frequency bin, given by Ĉ ∈ C2×Ns . Due to the size of
the channel matrices, the Singular Value Decomposition (SVD) provides only two
SV’s. Dividing the largest SV over the smallest SV gives the condition number of
the channel matrix.

The stability of the matrix inversions is greatly dependent on the parts that com-
pose the channels. These parts are the Room Impulse Response (RIR), the Head
Related Transfer Function (HRTF), the (loud)Speaker Related Transfer Function
(SRTF) and the number of and the position of the loudspeakers. Later in this chap-
ter, these parts are discussed in more detail. Different situations and the corre-
sponding condition numbers are depicted in Figure 3.2. The figures show an indi-
cation of the influence of different channel parts on the quality of the inversion.

As can be seen in Figure 3.2a, when we only consider the Room reflections, the
condition number is very high. The obvious reason is that, in this case, the left and
right response are the same leading to an inversion of a rank 1 matrix, the smallest
singular value is practically zero.

When adding the HRTF (described and evaluated in Section 2.1.2) to the model,
the condition number drastically drops since the left and right response now clearly
differ, this can be seen in Figure 3.2b. The fact that the condition number drops
so drastically, is a very convenient property. It indicates that a more elaborate and
realistic model actually improves crosstalk cancellation performance.

Next we include the SRTF to the analyses, which, in short, is a combination of
the directivity and the response of the loudspeakers. Including this SRTF slightly
decreases the conditionality of the matrix, as can be seen when comparing Figure
3.2b and 3.2c. The general behaviour of an SRTF is that the loudspeaker emits
more energy from the front and less from the side, top, bottom and the back. Since
we assume that the loudspeaker is always front-facing the listener, the most energy
emitting part of the loudspeaker directly faces the listener. This direct path from
loudspeaker to listener, without sound reflections from thewall, is referred to as the
direct path and is the first soundwave coming in. An example of this can be found in
Figure 3.3a, where the first non-zero peak is the direct path. Before the SRTF was
added, the loudspeakers are modelled as omnidirectonal emitters, meaning that all
outgoing directions receive the same energy from the sound source. Including the
SRTF thus resulted in a relative energy decrease for the reflections compared to the
direct path, resulting in a channel with a more impulse like shape. In the example
of Figure 3.3a, this would result in a decrease of the amplitude of the signal after
the direct path. The impulse like shape results in a flat frequency response, which
is beneficial for the inversion. The condition number shows this by means of the
improvement after the addition of the SRTF.

Finally, adding more loudspeakers to the setup makes a clear difference as is
shown in Figure 3.2d. Adding more loudspeakers to the setup gives more options
and freedom to obtain the desired response which is reflected in a smaller condition
number, corresponding to more stable inversion.
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(a) Condition number per frequency bin
with no HRTF, no SRTF and only 2 loud-
speakers.
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(b) Condition number per frequency bin
with HRTF, no SRTF and only 2 loudspeak-
ers.
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(c) Condition number per frequency bin
with HRTF, SRTF and only 2 loudspeakers.
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(d) Condition number per frequency bin
with HRTF, SRTF and 4 loudspeakers.

Figure 3.2: Condition number per frequency bin in different situations. In these fig-
ures we subsequently add the Head Related Transfer Function (HRTF), the Speaker
Related Transfer Function (SRTF) and more speakers to the model that at first con-
sists of the Room Impulse Response (RIR) and two speakers. Take note of the dif-
ferent amplitude axis definitions in these figures.
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(a) Example of a RIR in time domain.
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(b) Example of a RIR in frequency domain.

Figure 3.3: Example of a Room Impulse Response (RIR) computed using the image
source method. Code to generate these figures is provided by [57].

3.2.2. Room impulse response
The Room Impulse Response (RIR) describes at what time delay, with which ampli-
tude and with what response each sound reflection path reaches the listener. This
RIR is causing the most trouble when trying to invert the channel. Looking at the
frequency domain signal of a generic RIR, as the one given in Figure 3.3b, it is clear
that it contains a lot of low valued samples. These low valued samples are amplified
by the inversion causing noise and out of the ordinary sound behaviour. To prop-
erly invert the channel, some specific frequencies have to be amplified substantially
to properly cancel the channel. In practise this results in strange sounding audio
causing some frequencies to explode and others to vanish.

In theory, the RIR is an infinitely long response in time but in practise the RIR is
considered truncated at the τ60 time [58]. In figure 3.3a an example RIR is shown
cut off at the τ60 time. The τ60 time is defined as the time at which the amplitude of
the RIR is decayed 60 dB with respect to the maximum magnitude. The τ60 time in a
regular living room we consider is about 200ms, which translates to 0.2∗16000 = 3200
samples given our sampling frequency of 16 kHz. This size results in a computa-
tional complex inversion.

3.2.3. Non-personal head related transfer function
As also mentioned in Section 2.1.2, the Head Related Transfer Function (HRTF) is
the response describing how the human body and, primarily, the ears alter an in-
coming sound wave. This response depends on the direction the sound wave comes
from and this direction dependency is used for the auditory localization. The HRTF
is considered personal, any two people have clearly different HRTF’s and listening
to someone else’s HRTF generally leads to wrong auditory cues, presenting the
listener with a wrong sound localization experience. As mentioned before, a gener-
alized HRTF is used in the model based on the general KEMAR head model. Even
though this is a general head model, it is far from ideal. The perceptual cues that
the response is optimized for might be invalid for the listener, generally leading to
a wrong experience.

3.2.4. Errors in location and orientation of loudspeak-
ers and listener

When optimizing the loudspeaker output to generate the desired response at both
ears, the position and orientation of all the loudspeakers and the listener are as-
sumed to be known. These positions are used to determine all the reflections and
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calculate all the outgoing and incoming angles. Small differences between the
known position and the actual physical position lead to substantial errors in the re-
sponses [10, 59]. The spikes that appear in the RIR, as shown in Figure 3.3, corre-
spond to a soundwave that has been reflected from one or multiple walls. When the
loudspeaker or receiver position slightly changes, the amplitude and arriving time
of these reflections generally change considerably with random behaviour [60].
This change of the reflections results in a wrong response being used in the op-
timization procedure. The unpredictability and randomness of the result of these
small errors could have detrimental effects on the optimization.

3.2.5. General errors in models
Apart from the above mentioned specific problems, model simplifications with re-
spect to the practical scenario also contribute to errors in the found crosstalk can-
cellation solution. One of these simplifications is the assumption that a room is
perfectly rectangular and also empty, which in practise is not correct and also con-
tradicts the purpose of this thesis. Another assumption is that a loudspeaker is
a point source even though they generally consist of multiple drivers and have a
non-negligible physical appearance.



4
System model

Since the goal of the thesis is to make a system that works in practise, the sys-
tem model we define and use throughout the thesis is involved and a lot of factors
are considered to approach reality. The advantage of an involved system, apart
from being closely related to the physical situation, is that the numerical proper-
ties of the model improve with a more involved model, as presented in Section
3.2.1. In our model we consider the listener being located in a (rectangular) room
and the reflections of the wall are considered, this is done by means of the Room
Impulse Response (RIR). The model consists of a Head Related Transfer Function
(HRTF) model that includes all the auditory localization cues (ILD, ITD and HRTF)
that are mentioned in Section 2.1. The directivity of the speakers and their sound
response is considered by means of the (loud)Speaker Related Transfer Function
(SRTF). The model is introduced after which the individual building blocks are fur-
ther elaborated on and, if applicable, the implementation is discussed. A portion of
the system model is already covered in Chapter 3 but this is repeated for sake of
completeness.

4.1. Structure and signals of the channel
Here the system model structure is described and it is presented in frequency do-
main, denoted by (̂·). The response from loudspeaker ns, where ns = 1, ..., Ns with Ns

the number of loudspeakers, to each ear is described in Equations (4.1) and (4.2)
for left and right ear respectively.

ŷL,ns
= Ĥns

(∑
nr

D̂ns
(θout,nr

, φout,nr
)R̂nr

(ls, ll)V̂L(θin,nr
, φin,nr

)

)
ŝns

(4.1)

ŷR,ns
= Ĥns

(∑
nr

D̂ns
(θout,nr

, φout,nr
)R̂nr

(ls, ll)V̂R(θin,nr
, φin,nr

)

)
ŝns

(4.2)

Where for all vectors A = diag(α) with diag(·) denoting a square matrix with the
input vector on the diagonal, ŷL,ns

and ŷR,ns
describe how the signal originating from

the nth
s loudspeaker is received inside the left and right ears, ŝns is the signal fed to

the nth
s loudspeaker, ĥns

is the response of the nth
s loudspeaker, nr = 1, ..., Nr with Nr

the number of reflections, d̂ns(θout,nr , φout,nr ) is the directivity of the nth
s loudspeaker

29
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for outgoing angles θout,nr
and φout,nr

, r̂nr
(ls, ll) is the response of the nth

r reflection
given 3D loudspeaker location ls and listener location ll and v̂L(θin,nr

, φin,nr
) and

v̂R(θin,nr
, φin,nr

) are the HRTF’s given the angles of incidence θin,nr
and φin,nr

for the
left and right ear.

The vectors applied in Equation (4.1) and (4.2) are all of size CNb×1 and are also
zero-padded prior to calculations if necessary. The full size of these variables are
given in Equation (4.3).

ŶL, ŶR, Ŝ, Ĥ ∈ CNb×Ns

D̂(θout,nr , φout,nr ), R̂(ls, ll), V̂L(θin,nr
, φin,nr

), V̂R(θin,nr
, φin,nr

) ∈ CNb×Ns×Nr

(4.3)

Figure 4.1 shows what the variables correspond to given a few reflection exam-
ples.

Figure 4.1: Example of a few reflections that happen in a room. The direct
path and two single reflections are shown in the figure, denoted by reflections
nr = 1, 2, 3. The indices in the responses show how the contributions of every
path are determined.

For convenience, we summarize all the terms contributing to the perceived chan-
nel in the variables ĉL,ns

∈ CNb×1 and ĉR,ns
∈ CNb×1 (or in general, ĈL ∈ CNb×Ns and

ĈR ∈ CNb×Ns), which represent the channel responses from the nth
s loudspeaker to

the left and right ear respectfully. This results in Equations (4.4) and (4.5). Note
that this notation comes in useful since the goal of the thesis is to optimize the
speaker output of all the loudspeakers.

ŷL,ns
= ĈL,ns

ŝns (4.4)

ŷR,ns
= ĈR,ns

ŝns (4.5)
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The total response found at both ears given all the loudspeakers in the system
is given by Equations (4.6) and (4.7) with total responses ŷL ∈ CNb×1 and ŷR ∈ CNb×1

for left and right ear respectfully.

ŷL =
∑
ns

ŷL,ns
=
∑
ns

ĈL,ns
ŝns (4.6)

ŷR =
∑
ns

ŷR,ns
=
∑
ns

ĈR,ns
ŝns

(4.7)

In the following sections, the parts of the model are further elaborated.

4.2. Room impulse response and reflections
The Room Impulse Response (RIR) is the transfer function from a single point
source (loudspeaker) in the room to a listener point in space caused by the room and
its sound characteristics. This response is composed of the direct path response
(shortest path from source to listener) and all the reflections from one or multiple
walls or objects. The longer the sound travels in the room the more the amplitude
decreases with A ∝ 1

α2 with A the amplitude and α the distance travelled by the
sound wave. When the sound travels longer, the response is also perceived later
in time. This information is included in the RIR and also the sound energy decay
when the wave reflects from a wall is included. In the end, the RIR thus shows all
the weighted, time-delayed direct-path and reflections happening in a room given
a single loudspeaker and listener location pair. An example is given in Figure 4.2.
Please note that currently the RIR is only representing the amplitude of the incom-
ing response, no direction information can be found in the response thus far. Later
in this chapter we add this information and thus create a so-called Binaural Room
Impulse Response (BRIR) [61, 62].
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Figure 4.2: Example of a Room Impulse Response computed using the image
source method. All the peaks in the response represent one reflection path.
Code to generate this figure is provided by [57].

For physical rooms, it is best to measure the RIR [63–65]. In the special case of
an empty rectangular room, the RIR can be modelled and simulated efficiently and
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with good precision using the so-called image-source method [60], as is also used
to obtain Figure 4.2.

In the model, the assumption is made that we have an empty rectangular room
to obtain the RIR required and thus we use the image source method. For now, the
assumption is made that this simple case is a good enough approximation of a real
physical room but a new model is proposed in the to be published paper found in
Appendix A.

Figure 4.3 shows a small scale example of the image source method in 2D. In the
figure, the white rectangle in the middle represents the physical room including the
receiver and the physical loudspeaker. The black arrow indicates the sound path of
the direct path response from physical loudspeaker to physical receiver. The other
gray shaded rooms represent the functioning of the image-source method, they are
folded versions of the original room and loudspeaker to make it easier to determine
the reflection paths. Because of these virtual rooms, an actual reflection path with
properly placed wall reflections and proper angles does not have to be determined.
A straight arrow from the loudspeaker in the virtual room to the physical receiver
gives all the information required. The reflection sound paths are represented by
the coloured arrows and as can be seen from the figure, the distance the wave
travels and the amount of walls it passes can be easily determined.

Figure 4.3: Representation of the image-source method. The white rectan-
gle in the middle of the picture represents the physical room including the
receiver and loudspeaker. The gray rectangles around this room are folded
versions of the original room that make the computation of reflections paths
straight-forward. The coloured arrows indicate the sound paths of reflected
sound waves. As can be seen, due to the folded rooms, it is easy to determine
the traveled distance of the sound wave and also the number of walls it re-
flected from.

To compute the RIR’s using the image-source method, the Room Impulse Re-
sponse Generator given in [57] is used. This code can be computed using mex to
be used in MATLAB and uses the image source method to efficiently compute the
responses. The original source code is modified to give more outputs that are men-
tioned throughout this chapter. Other modifications are applied to be able to do
multi-thread computation for increased processing speed and to be able to handle
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multiple speaker and listener locations as input.
To allow for all the factors in the model to be represented and implemented

as desired, the most important output, the response, is also changed. Originally,
the entire response would be returned including all reflections. Since we wish to
modify each reflection path (all the arrows in Figure 4.3) and their response indi-
vidually, all the reflections, their start time and the response itself are returned
individually. The individual reflection responses, as denoted by R̂nr (ls, ll), are con-
structed by means of a Hanning windowed sinc function with proper delay and
amplitude. The delay and amplitude of the responses are determined by the dis-
tance between loudspeaker location ls and listener location ll and also the reflection
coefficients of each wall the sound wave reflects from. [57] provides more details
on the exact implementation. Each reflection can now be processed individually
after which they are added together to construct the full response.

4.3. Head related transfer function model
To make the model for human listeners instead of, for instance, microphones, the
influence of the human body and its ears are included. This is done by adding the
Head Related Transfer Function (HRTF) to the system model which includes all the
auditory cues discussed in Section 2.1.

The HRTF response transforms a single reflection path into two paths to the left
and right ear. Since the measurements of the HRTF are made at 1 meter distance
[12], applying the HRTF to the response is depicted as given in Figure 4.4. Do
note that this is not a depiction of the path the sound waves travel but merely a
depiction of the way in which the HRTF influences the response. This response is
not equivalent to the actual response path to the left and right ear, as is depicted
in Figure 4.1. Literature shows however that the response depicted in Figure 4.4
is a sufficient approximation of the actual reflection paths [34] and this response is
thus considered in the model.

Figure 4.4: The influence of the HRTF on the response. Note that the paths
depicted in the right picture do not correspond to the sound wave path but to
the precise way the HRTF influences the response. The reason for this is that
the HRTF is measured at 1 meter distance.

To apply the HRTF responses V̂L(θin,nr
, φin,nr

) and V̂R(θin,nr
, φin,nr

) to the channel
responses ĈL,ns

and ĈR,ns
respectively, (as done in Equations (4.1) and (4.2)) the

incoming angle of the sound wave must be determined. Due to the image-source
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method as depicted in Figure 4.3, it is straightforward to calculate the azimuth
angle θin,nr

and elevation angle φin,nr
for each nth

r reflection. The 3D position of
the sources is denoted by ls,nr

and ll denotes the position of the listener. The cor-
responding azimuth and elevation angle of the incoming sound wave are given in
Equation (4.8), where atan2(·) denotes the 2-argument arctangent function, mod(·)
is the modulo function and dnr = ls,nr − ll. Given these angles, the correct HRTF
response can be chosen and applied to the response.

θin,nr
= mod (atan2 (dnr

(y), dnr
(x)) + 360°, 360°)

φin,nr
= atan2

(√
d2nr

(x) + d2nr
(y), dnr (z)

)

atan2(y, x) =



atan
(
y
x

)
, x > 0

atan
(
y
x

)
+ 180, x < 0 and y ≥ 0

atan
(
y
x

)
− 180, x < 0 and y < 0

90, x = 0 and y > 0

−90, x = 0 and y < 0

undefined, else

(4.8)

The used HRTF’s are based on a database of measurements given by [12]. This
database provides measurements 360° in azimuth angle and 120° in elevation an-
gle, both have a step size of 1°. The measurements are performed on the KEMAR
head model. Even though this makes a very well defined HRTF description with
43560 measurement points, it is still not a continuous set. To obtain the required
continuous set, the measurement points are linearly interpolated and extrapolated.

4.4. Speaker directivity and transfer func-
tion

Recent studies have shown that the directivity of the loudspeakers has a substantial
impact on the auditory localization of that source [66–68]. Because of this, we wish
to add the directivity of the speakers to the model. Directivity data is available
for a set of commercial loudspeakers in the database provided by [69]. For the
simulations, the directivity data on the KEF LS50 bookshelf loudspeakers is used.
Due to the KEF’s affordable price, high quality audio and modern and compact
design, the KEF’s fit the goal of the thesis well. The KEF LS50 loudspeaker, that is
depicted in Figure 4.5, consists of a coaxial driver meaning that the sound emitted
by the tweeter and the woofer have the exact same origin.

The measurements done for this speaker include a set of measurements along
the azimuth circle and along the elevation circle with steps of 5°. This is little data
especially when we require a continuous spherical data set. Interpolating the data
is prone to errors but a method to give reasonable results is presented in [71]. This
method is used to obtain a continuous data set on the directivity of the KEF LS50
loudspeakers.

To apply the correct directivity response D̂ns
(θout,nr

, φout,nr
) to the channel re-

sponses ĈL,ns
and ĈR,ns

, (as done in Equations (4.1) and (4.2) respectively) the out-
going angles of the sound wave from the loudspeaker must be determined. Calcu-
lating the outgoing azimuth angle θout,nr

and elevation angle φout,nr
is, unlike deter-

mining θin,nr
and φin,nr

, not a straightforward task. As can be seen in Figure 4.3,
with every folded room, the loudspeaker direction also folds which proves to be
difficult to track. To obtain a computationally efficient and elegant way to correctly
compute the angles, quaternions are used. Quaternions are an extension to imag-
inary numbers by adding two additional imaginary parts, they are applied mainly
in 3D graphics and computations [72]. Basic theory on quaternions and its use in
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Figure 4.5: KEF LS50 loudspeakers. These loudspeakers and their directivity
measurements are considered in the system model. The loudspeakers only
consist of one coaxial driver which consists of one tweeter and one woofer.
Figure adopted from [70].

the implementation of the system model is presented in Appendix C.1. The theory
in the appendix provides a method to compute the angles θout,nr

and φout,nr
for all

reflection paths nr.
Given the outgoing sound wave angle from the loudspeakers and the continu-

ous loudspeaker directivity data set, the loudspeaker and its characteristics can be
added to the model and the channel response. The response corresponding to the
directivity of the loudspeaker is referred to as the (loud)Speaker Related Transfer
Function) (SRTF).



5
Proposed algorithm

The CrossTalk Cancellation (CTC) problem as discussed in chapter 3 gives theo-
retically correct results but a practical use for the current implementation is very
unlikely. To solve the practical issues, we wish to optimize for perceptual measures
instead of the objective measure found in the original CTC problem. In this chapter,
the steps towards the final proposed algorithm which includes the perceptual mea-
sures are discussed. First, the auditory localization validation metric is discussed.
This metric is used to support the choices made in the derivation of the proposed
algorithm. The metric definition is followed by the evaluation of the original CTC al-
gorithm using this metric. After this, two relatively simple algorithms are discussed
based on the findings in Chapters 2 and 3. These algorithms provide slightly better
performance than the original CTC solution but do not offer enough improvements
to be applicable in a practical scenario. These simple algorithms serve as an intro-
duction to the building blocks required for the final algorithm. This more involved
algorithm gives slightly worse results compared to the simple algorithms but also
comes with some advantages that are discussed throughout this and the following
chapters.

5.1. Simulation setup and interaural cross-
correlation response as validationmet-
ric

The method of characterizing the performance of the algorithms is the size of the
sweetspot. As mentioned in Section 1.3, the sweet spot is defined as the region in
space in which the illusion we wish to create is sufficiently present. Before diving
into the algorithms, we first specify the definition of the sweet spot and show how
it is determined.

As stated in Section 2.1.1, the time index of the peak in the InterAural Cross-
Correlation (IACC) is a measure that reliably shows the Interaural Time Difference
(ITD) interpretation of the auditory system. This is the reason the IACC is used
to determine the size of the sweet-spot. The sweet spot is defined as the largest
sphere in space, in which for all points in the sphere, the peak of the IACC is found
at the time index corresponding to the correct ITD cue. In here, a point in space

36
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represents the centre of the head. This metric is used throughout this chapter to
determine the performance of the algorithms, the bigger the sweet spot, the better
the performance. We assume that a better performance indicates that the system
is more stable and more robust against the errors and inaccuracies described in
Chapter 3. The practical implementation of the validation metric becomes more
clear later on.

The simulation setup is the same for all the proposed algorithms to obtain a
clear and valid comparison between them. The setup is placed in a room with size
4.5 × 4.4 × 3 m with the centre of the listeners’ head positioned at [2.2, 2.1, 1.3] m.
The reflection coefficients for the walls are chosen as β = [βx1 , βx2 , βy1 , βy2 , βz1 , βz2 ] =
[0.4,−0.15, 0.15,−0.6, 0.6,−0.4], where the average over all reflection coefficients is
zero. This results in an average of the RIR that is zero which simulates practi-
cal scenarios best [60]. For computational purposes, the τ60 is chosen as a con-
stant instead of a variable and is assumed to be 0.17 s. The setup consists of four
loudspeakers roughly placed in the corners of a rectangular room, with locations
[0.8, 1.1, 1.5] m, [3.8, 0.8, 1.4] m, [4.2, 4.0, 1.5] m and [1.1, 4.1, 1.2] m. The goal is to create a
virtual source to the left of the listener at location [0.7, 2.3, 1.4] m. The exact setup is
depicted in Figure 5.1.

Figure 5.1: Simulation setup used to validate the algorithms. The loudspeakers
roughly placed in the corners of the room are the physical loudspeakers and
the to be created virtual source is the shaded loudspeaker to the left of the
listener. For details see text.

In the simulation, the ”gong©” audio from MATLAB (R2022b) is used as audio
stimulus. A sampling frequency of fs = 16 kHz is used for the simulation instead of a
higher sampling frequency, for example fs = 44.1 kHz, as is usual the case for audio
processing. The reason for this is that it greatly reduces computational expenses
without loss of validity since nearly all the auditory localization is performed with
frequency content under 8 kHz as stated in Section 2.1. The speed of sound is
assumed to be vs = 342 m/s.
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(a) The IACC response for the optimiza-
tion point and two points on a 5 cm ra-
dius sphere around this point. The IACC
response shows that the the illusion is suf-
ficiently present at this point.
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(b) The IACC response for the optimiza-
tion point and two points on a 10 cm ra-
dius sphere around this point. The IACC
response shows that the the illusion is not
present at this point.

Figure 5.2: IACC responses found for original CTC optimization results. The figures
show that the sweet spot size is small for the original CTC problem. Do note that
the optimization is not performed for the off-positions, only the IACC response is
evaluated here.

5.2. Crosstalk cancellation performance
To be able to compare the performance of the new algorithms with the original
CrossTalk Cancellation (CTC) problem, its performance in terms of the validation
metric is determined. The original CTC optimizes for two points in space, the ears,
or, equivalently, one point in space representing the centre of the head. This simple
solution, as already presented in Section 3.1, is given by Equation (5.1) where ŷ∗

denotes the desired solution for left and right ear, Ĉ is the channel matrix and ŝ the
signal fed to the loudspeaker with ŝ∗ the optimal solution (For variable definitions
and explanation see Section 3.1).

ŝ∗ = argmin
ŝ

||ŷ∗ − Ĉŝ||22 (5.1)

This optimization gives a sweet spot size of a small circle around the optimization
point. To illustrate the size of the sweet spot, we show the IACC response found
at the point of optimization and also two points slightly off the optimization point.
The results for two different sets of off optimization points are shown in Figure 5.2.
Note that we do not optimize for these off points but only show the found IACC
responses.

Figure 5.2a indicates that the sweet spot given a single point CTC solution is
valid in a 5 cm radius sphere surrounding this point. Figure 5.2b on the other
hand shows that the illusion is not valid anymore 10 cm away from the optimization
point. These results led to believe that there exists a sweet spot sphere with a
radius between 5 and 10 cm.

Although these results sound promising, they are not. These results would only
be valid if there was perfect knowledge on all the attributes of the setup. In a prac-
tical scenario we can not assume this and these results are thus an overestimation
of the practical performance.

Increasing the robustness and practical applicability of the system can be in-
terpreted as increasing the sweet spot size so that hopefully the practical sweet
spot is large enough for the illusion to hold. The CTC algorithm is modified in the
following to increase this sweet spot size.



CHAPTER 5. PROPOSED ALGORITHM 39

5.3. Multi-point crosstalk cancellation
One possible way of increasing the sweet spot size is optimizing for multiple sweet
spots in close proximity. A similar implementation is done in [73] for multiple sound
zones. The hypothesis here is that multiple smaller sweet spots close to each other
combine to one bigger sweet spot. The implementation is done by placing one
optimization point at the centre of the head (as was the case in the original CTC
problem) and surrounding it by 6 optimization points on a sphere with a certain
radius. The scenario is illustrated in Figure 5.3 and Equation (5.2) shows the new
optimization problem.

Figure 5.3: Illustration of the 7 optimization points in multi-point crosstalk
cancellation. The colored dots indicate the position of the optimization points
and the dotted circles indicate the corresponding sweet spot sizes. The colours
in the figure correspond to the ones given in Equation (5.2).

ŝ∗ = argmin
ŝ

||ŷ∗1 − Ĉ1ŝ||22 + ||ŷ∗2 − Ĉ2ŝ||22 + · · ·+ ||ŷ∗7 − Ĉ7ŝ||22 (5.2)

In the figure and equation, the blue parts represent the original CTC setup and
the orange parts are the added optimization points. As is shown in the figure, the
extra optimization points are placed such that they are on the border of the original
CTC sweet spot placed on the crossings with the positive and negative x-, y- and
z-axis.

To test the performance of the algorithm, we assume an original CTC sweet spot
sphere with radius 6 cm and place the extra points accordingly. Similar results as
presented in Figure 5.2 for the new optimization are presented in Figure 5.4.

Comparing the results found in Figures 5.2a and 5.4a, we can see that the multi-
point optimization makes the peaks in the IACC more profound and the response
more similar to the desired result found at the centre optimization point. The best
improvement can be found when comparing Figures 5.2b and 5.4b. Here we see
that the IACC peaks for the latter are found closer to the correct time delay com-
pated to the original one-point CTC solution. Based on this and similar proof the
conclusion is drawn that the multi-point algorithm increases the sweet spot size
compared to the original one-point CTC solution.

This method can be extended by including more optimization points to further
increase the sweet spot size, but limitations are found relatively quickly. Adding
more optimization points leads to less pronounced peaks in the IACC response wich
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(a) The IACC response for the centre op-
timization point and two points on a 5 cm
radius sphere around this point. The IACC
responses show that the illusion is clearly
present at these points.
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(b) The IACC response for the centre op-
timization point and two points on a 10
cm radius sphere around this point. The
IACC responses show that the illusion is
still present at these further away points.

Figure 5.4: IACC responses found for multi-point CTC optimization results. The
figures show that the sweet spot size is substantially larger compared to the original
CTC sweet spot size. Do note that the optimization is not performed for the off-
positions, only the IACC response is evaluated here.

eventually results in a vanishing illusion. On top of that, adding more points dras-
tically increases the computational complexity of the problem with bad scalability
in the 3D field.

All in all, the multi-point optimization leads to increased performance at the
cost of computational complexity. Due to limited scalability, only a small increase
in sweet spot size is realistic and practical. More improvements to the CTC solution
are required to achieve a substantial increase in sweet spot size resulting in valid
illusions in practical scenarios.

5.4. Optimizing for the interaural crosscor-
relation

In the previous approach, the entire signal ŝ is optimized such that it matches the
desired response ŷ as closely as possible. The primary goal of the algorithms is,
however, not to obtain the best signal reproduction (including the spatial cues)
but to present the desired spatial audio cues to the listener while not noticeably
deterring the audio quality. By focusing more on the primary goal of the algorithm
and treating the audio quality as a secondary constraint, a more robust and efficient
solution might be found.

An implementation of this can be found in the validation measure, the InterAural
CrossCorrelation (IACC). Optimizing directly for the IACC response instead of the
entire response might improve the robustness and effectiveness of the solution and
thus increase the sweet spot size.

As mentioned in Section 2.1.1, the IACC is defined as the cross correlation of
the response found at the left and right ear, as given in Equation (2.2). First, we
are going to write the cross correlation in a more applicable form, as presented in
Equation 5.3.

yIACC(n̄b) =

∑Nb

nb=1 yL(nb)yR(nb − n̄b)√
yLTyLyRTyR

→ yIACC =
YLFyR√

yLTyLyRTyR
=

YRFyL√
yLTyLyRTyR

(5.3)
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F =


0 0 . . . 0 1
0 0 . . . 1 0
...

... . .
. ...

...
0 1 . . . 0 0
1 0 . . . 0 0

 (5.4)

In here, yIACC ∈ R2Nb−1×1 is the IACC with n̄b = 1, ..., 2Nb−1 and nb = 1, ..., Nb with Nb

the length of yL and yR and F ∈ RNb×Nb , as defined in Equation (5.4), represents the
exchange matrix that flips the entries of a vector. YL ∈ R2Nb−1×Nb , and equivalently
YR, represents the toeplitz matrix of the left ear response defined in Equation (5.5)
that is used to implement the convolution.

YL =



yL(1) 0 0 · · · 0
yL(2) yL(1) 0 · · · 0
yL(3) yL(2) yL(1) · · · 0

...
...

...
...

...
yL(Nb − 1) yL(Nb − 2) yL(Nb − 3) · · · 0
yL(Nb) yL(Nb − 1) yL(Nb − 2) · · · yL(1)

0 yL(Nb) yL(Nb − 1) · · · yL(2)
...

...
...

...
...

0 0 0 · · · yL(Nb)


(5.5)

The interesting property of the IACC we wish to optimize for is the time-delay
corresponding to the peak of the IACC response. As mentioned in Section 2.1.1, this
time-delay, denoted by τIACC, is derived by means of Equation (2.3) and repeated in
Equation (5.6).

τIACC = argmax
n̄b

yIACC(n̄b), for n̄b ∈ [−1, 1] ms (5.6)

With these (revisited) definitions given, its application to the usecase can be
discussed.

Since the location of the virtual loudspeaker is known, the desired τIACC is known
or can be easily calculated prior to running the algorithm. For now, we assume it
to be known and denoted by τ∗IACC. This gives us the optimization problem given in
Equation (5.7), where we omitted the normalization term since we are not inter-
ested in the amplitude of the IACC peak. In here, ĈL,ns

= diag(ĉL,ns
) and ĈR,ns

=
diag(ĉR,ns

) with diag(·) the square matrix with the input vector on the diagonal, α ∈
RNb×1 and A ∈ R2Nb−1×Nb are intermediate optimization variables and W ∈ CNb×Nb

denotes the DFT matrix with W−1 ∈ CNb×Nb its inverse, the IDFT. Note that the
size of the optimization problem is mainly caused by the dependence of the IACC
on the loudspeaker signals sns and the corresponding required calculations. The
problem can be summarized by: minimizing the IACC peak index error for the IACC
calculated by the sum of the signals measured by the ears originating from all loud-
speakers.

arg min
s1,s2,...,sNs

||τ∗IACC − τIACC||2

s.t. τIACC = arg max
n̄b∈[−1,1] ms

αIACC(n̄b)

αIACC = ALFαR

αL =
∑
ns

W−1ĈL,ns
ŝns

αR =
∑
ns

W−1ĈR,ns
ŝns

(5.7)
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The sole purpose and functioning of this problem is to achieve a desired τIACC.
To make sure the solution results in an audio experience similar to the desired
response, we add a constraint to the optimization problem as given in Equation
(5.8). In here, a1 defines the allowed error in terms of the L2-norm.

arg min
s1,s2,...,sNs

||τ∗IACC − τIACC||2

s.t. ||y∗L −αL||22 + ||y∗R −αR||22 ≤ a1

τIACC = arg max
n̄b∈[−1,1] ms

αIACC(n̄b)

αIACC = ALFαR

αL =
∑
ns

W−1ĈL,ns
ŝns

αR =
∑
ns

W−1ĈR,ns
ŝns

(5.8)

This problem can also be easily rewritten to have a close resemblance with the
original CTC problem as posed in Equation (5.1), it is given in Equation (5.9). In
this formulation, the optimization problem is essentially the same as the original
CTC problem with the addition of a hard constraint on the desired IACC peak time.
Do note here that in case of a near perfect CTC solution in the original problem,
the constraints do not have any influence on the optimization outcome, apart from
a substantial increase in computational expenses.

arg min
s1,s2,...,sNs

||y∗L −αL||22 + ||y∗R −αR||22

s.t. τ∗IACC = τIACC

τIACC = arg max
n̄b∈[−1,1] ms

αIACC(n̄b)

αIACC = ALFαR

αL =
∑
ns

W−1ĈL,ns
ŝns

αR =
∑
ns

W−1ĈR,ns
ŝns

(5.9)

The benefit of the problem found in Equation (5.9) over the one found in Equa-
tion (5.8) is that the value of τIACC is harshly constraint. This indirectly causes the
optimization to be forced to have a correct IACC peak before the audio experience
is optimized, which is in line with purpose of the algorithm.

To further improve the optimization problem, and, essentially, provide an ac-
tual benefit of this optimization problem over the original CTC problem, we also
consider the profoundness of the IACC peak. To do this, we analyse the shape of
the IACC found for a near perfect CTC solution in the search interval for τIACC. It
is given in Figure 5.5a, which is a zoomed in version of the optimization point re-
sponse found in Figure 5.2b. In Figure 5.5b an IACC originating from a loudspeaker
to the right of the listener is shown.

As seen in the figures, a so-called upper limit is plotted above the IACC response.
This limit is an empirically determined overestimate of IACC responses. In the
optimization, the IACC response should be entirely underneath this curve to force
a profound IACC peak at the desired τ∗IACC. The curve is defined in Equation (5.10).

µIACC(t) = 0.3 + 0.7e−4·106(t−τ∗
IACC)

2

(5.10)

Adding the upper limit to the optimization problem results in the problem found
in Equation (5.11), where c3 is an empirically determined scaling factor used to
tune the impact of this limit.
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(a) The IACC response originating from
loudspeakers to the left of the listener and
the corresponding upper limit.
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Figure 5.5: IACC responses and corresponding upper limit.

arg min
s1,s2,...,sNs

||y∗L −αL||22 + ||y∗R −αR||22

s.t. τ∗IACC = τIACC

τIACC = arg max
n̄b∈[−1,1] ms

αIACC(n̄b)

αIACC ≤ c3µIACC

αIACC = ALFαR

αL =
∑
ns

W−1ĈL,ns
ŝns

αR =
∑
ns

W−1ĈR,ns
ŝns

(5.11)

Solving this problem results in a desired IACC response while maximizing the
resemblance of the experienced audio with the desired audio in terms of the L2-
norm. The major downside to this problem is its optimization properties.

In the current form, the problem is non-convex and it is thus difficult to find an
optimal solution while also being computationally expensive. This is far from ideal
for the real-time audio appliances this algorithm is aimed for. In the following sec-
tions, some relaxation methods (approximation methods) are proposed to decrease
computational complexity and improve optimization properties.

5.4.1. Channel interaural crosscorrelation optimiza-
tion

The size of the data vectors has a significant impact on the computational complex-
ity of the optimization problem. Generally speaking, the size of s, is much bigger
than the (non zero-padded) size of c, which is roughly τ60 long. The channel re-
sponse contains all the spatial information while the audio fed to the loudspeaker
generally does not contain any spatial information. A possible relaxation (or ap-
proximation) would be to optimize for the channel response and the corresponding
IACC only, after which the found channel response can be convolved with the au-
dio. This drastically decreases the computational complexity of the problem. The
corresponding problem is presented in Equation (5.12), where sns

now corresponds
to the channel optimization variable.
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arg min
s1,s2,...,sNs

||c∗
L −αL||22 + ||c∗

R −αR||22

s.t. τ∗IACC = τIACC

τIACC = arg max
n̄b∈[−1,1] ms

αIACC(n̄b)

αIACC ≤ c3µIACC

αIACC = ALFαR

αL =
∑
ns

W−1ĈL,ns
ŝns

αR =
∑
ns

W−1ĈR,ns
ŝns

(5.12)

5.4.2. From non-convex to quadratic program
The optimization problem contains two constraints that are not convex, namely:
τIACC = argmaxn̄b∈[−1,1] ms αIACC(n̄b) and αIACC = ALFαR.

First we rewrite τIACC = maxn̄b∈[−1,1] ms αIACC(n̄b) into a similar but linear form.
The desired time-delay τ∗IACC is known prior to the start of the optimization, we
thus know that the maximum value of αIACC should be at τ∗IACC and the other values
should be lower than that. This can easily be added to the problem as presented in
Equation (5.13). Note that the αIACC ≤ c3µIACC constraint is also merged with this.
As can be seen, the constraint is now linear.

arg min
s1,s2,...,sNs

||c∗
L −αL||22 + ||c∗

R −αR||22

s.t. αIACC(τ
∗
IACC) > αIACC(n̄b) + c3(1− µIACC(n̄b)), for n̄b 6= τ∗IACC

αIACC = ALFαR

αL =
∑
ns

W−1ĈL,ns
ŝns

αR =
∑
ns

W−1ĈR,ns
ŝns

(5.13)

The convolution constraint αIACC = ALFαR is a more involved to relax and it
is not possible to make it convex without loss of accuracy. An approximation of
the convolution can be made using the prior knowledge of the desired (channel)
response. Currently, we optimize the IACC determined by the optimized response
of the left and right ear. We can change this to the IACC determined using the
optimized response of left ear and desired right ear and also the optimized response
of the right ear and desired response of the left ear. This new problem is formulated
in Equation (5.14), where c4 is an additional scaling constant and αIACC,L and αIACC,R

denote the so defined left and right IACC. The flip operators in the calculations for
the left and right IACC’s are applied such that the convolution matrix is made with
the prior known desired response and the IACC peaks end up at the the same τIACC
for efficiency and simplicity.
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arg min
s1,s2,...,sNs

||c∗
L −αL||22 + ||c∗

R −αR||22

s.t. αIACC,L(τ
∗
IACC) > αIACC,L(n̄b) + c4(1− µIACC(n̄b)), for n̄b 6= τ∗IACC

αIACC,R(τ
∗
IACC) > αIACC,R(n̄b) + c3(1− µIACC(n̄b)), for n̄b 6= τ∗IACC

αIACC,L = FC∗
RFαL

αIACC,R = C∗
LFαR

αL =
∑
ns

W−1ĈL,ns
ŝns

αR =
∑
ns

W−1ĈR,ns
ŝns

(5.14)

The applied change results in different, non-ideal, results that hopefully come
close to the original optimization problem, which holds when the optimization result
comes close to the target signal. The great benefit of this change is that the non-
convex constraint is now split into two linear constraints. The optimization problem
is now not only convex but also a Quadratic Problem (QP) which has beneficial
optimization properties.

The aforementioned improvements did not prove to be sufficient to give desir-
able results. The simplification of optimizing for the channel instead of the entire
received audio response does not hold and is not reliable enough. This is shown
in Appendix C.2. Not doing this simplification however results in computational
expenses too great to handle.

A solution to this can be found when subdividing the audio signal and also the
channel response into smaller time blocks. This not only allows for improved com-
putation times but also allows near real time processing of the audio. The theory
and implementation of this Multi-Delay Filter (MDF) inspired setup is discussed in
the next section.

5.5. Near real-time optimization framework
Real-time computation and processing is important for audio appliances. Espe-
cially when watching a movie, the audio stream coming in should be processed and
outputted with an unnoticeable delay. To achieve this, we subdivide the incoming
audio and also the channel into small time blocks and do the optimization block by
block. As mentioned previously, this method also greatly decreases the computa-
tional expenses required.

Even though the Multi-Delay Filter [74] is not implemented and used directly,
its setup is used. Instead of the conventional overlap-add method, an odd-even
overlap-add method is used for smoother results [75]. In short, s and c are subdi-
vided in time blocks of a power 2 length with 50% overlap and proper windowing.

Given a desired block length L̄b (s), we define the actual block length Lb (s) as
defined in Equation (5.15), with fs the sample frequency. This block length is the
next power of 2 of the desired block length in samples.

Lb = 2dlog2(L̄bfs)e (s) (5.15)

The input audio signal sns , the channel signals cL,ns and cR,ns and the response
signals yL and yL are divided into Ni, Nc and Ny time blocks, respectively. These
time blocks do not yet include the 50% overlap for notation purposes which become
clear later on. The response blocks are defined in Equation (5.16) with ni = 1, ..., Ni,
nc = 1, ..., Nc and ny = 1, ..., Ny. Where the set of all the blocks is denoted by S ∈
RNs×Lb×Ni , CL ∈ RNs×Lb×Nc , CR ∈ RNs×Lb×Nc , YL ∈ R1×Lb×Ny and YR ∈ R1×Lb×Ny .
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Sns,ni
= [sns

(niLb − Lb + 1), ..., sns
(niLb)]

CL,ns,nc
= [cL,ns

(ncLb − Lb + 1), ..., cL,ns
(ncLb)]

CR,ns,nc
= [cR,ns

(ncLb − Lb + 1), ..., cR,ns
(ncLb)]

YL,ny
= [yL(nyLb − Lb + 1), ..., yL(nyLb)]

YR,ny
= [yR(nyLb − Lb + 1), ..., cR(nyLb)]

(5.16)

With the time blocks defined, the optimization setup can be defined. First, one
time block is added at the beginning and end of the time block set containing only
zeros to allow for a smooth beginning and end of the algorithm. The new set sizes
are now given by S ∈ RNs×Lb×Ni+2, CL ∈ RNs×Lb×Nc+2 and CR ∈ RNs×Lb×Nc+2.

Since the algorithm is intended for real-time appliances, the computation of the
desired response is also done real-time. Since all responses are prior known, the
desired response can be computed by convolution in parts using zero padding as
shown in Equation (5.17), where 0 ∈ R1×Lb is the zero vector and the stars indicate
that the signals correspond to the desired response.

Y∗
L,ny

= first Lb of
∑
nc

W−1(W diag([S∗
ny−nc+1,0])W diag([C∗

L,ny+nc+1,0])) +

last Lb of
∑
nc

W−1(W diag([S∗
ny−nc

,0])W diag([C∗
L,ny+nc+1,0]))

Y∗
R,ny

= first Lb of
∑
nc

W−1(W diag([S∗
ny−nc+1,0])W diag([C∗

R,ny+nc+1,0])) +

last Lb of
∑
nc

W−1(W diag([S∗
ny−nc

,0])W diag([C∗
R,ny+nc+1,0]))

(5.17)

With the desired signal defined, the optimization setup can be constructed. To
keep the optimization computationally cheap and also introduce as little delay as
possible, the optimization is only done for the first two channel blocks. Due to the
shape of the RIR (see Figure 4.2), the most power is in these first two channel
blocks which is beneficial for this optimization setup. The signal is also filtered by
the other channel blocks and added to the entire response, but optimization does
not control this. The hypothesis is that these uncontrolled channel blocks do not
cause much trouble since the channel power is small and the next iteration can
compensate for this.

To further improve performance and general smoothness of the algorithm, an
odd and even set is created for optimization. These two sets are optimized inde-
pendently but the signals to be send to the loudspeaker are added together. The
separation of these two sets prevents sharp edges in the optimization signals re-
sulting in smoother results [76].

The optimization process can be found in Equation 5.18, where notation A[α,α+1]

is introduced as more compact replacement for [Aα,Aα+1]. In the equation, Y[ni,ni+1]

denotes the current illusion at these time samples given previously computed re-
sponses and fopt represents the used optimization function as, for instance, the one
given in Equation (5.14).

Sodd,[ni,ni+1] =fopt(Yodd,[ni,ni+1],Y∗
[ni,ni+1], C[ni,ni+1]), for ni = 1, 3, ..., Ni

Seven,[ni,ni+1] =fopt(Yeven,[ni,ni+1],Y∗
[ni,ni+1], C[ni,ni+1]), for ni = 2, 4, ..., Ni

(5.18)

As can be seen, the optimization is now done over two time blocks with 50%
overlap. Eventually, the overlapping time blocks are added together to obtain the
desired audio signal to be presented to the loudspeakers.

The odd and even obtained loudspeaker signals Sodd and Seven are added together
at the required time index but the sets always remain separated for optimization.
For clarity, this is illustrated with proper windowing in Figure 5.6.
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Figure 5.6: Illustration of the odd and even optimization sets. The two sets add
op to one due too proper windowing.

Given a newly optimized loudspeaker signal, the odd or even illusion becomes
as denoted in Equation (5.19), where a new incoming solution S[ni,ni+1] gives an
update to the existing illusion.

YL,ny
= first Lb of

∑
nc

W−1(W(U diag(CL,[ny+nc,ny+nc+1]))W(US[ny−nc+1,ny−nc+2])) +

last Lb of
∑
nc

W−1(W(U diag(CL,[ny+nc,ny+nc+1]))W(US[ny−nc,ny−nc+1]))

YR,ny
= first Lb of

∑
nc

W−1(W(U diag(CR,[ny+nc,ny+nc+1]))W(US[ny−nc+1,ny−nc+2])) +

last Lb of
∑
nc

W−1(W(U diag(CR,[ny+nc,ny+nc+1]))W(US[ny−nc,ny−nc+1]))

(5.19)
Here, U = diag(u), with u ∈ R2Lb denoting a properly sized Hanning window.

With the optimization setup defined, the optimization function fopt can be defined,
which is done in the next section.

5.6. The proposed optimization function
The optimization function optimizes a small time block of audio being played by
the loudspeakers to obtain the desired response at the ears. In general, given the
channel and the desired response, a suitable loudspeaker output signal is derived.
To do so efficiently and as good as possible, a few alterations are applied to the
input signals that are further emphasized in Appendix C.3. In this chapter we do not
take these alterations into account to obtain a general description of the proposed
algorithm. For the implementation details of the proposed algorithm as presented
in Equation (5.22), see Appendix C.4.

First the required response, ȳ, at time block ni is defined given the desired re-
sponse Y∗

[ni,ni+1] and the current present illusion originating from responses gener-
ated in previous time blocks. It is defined as given in Equation (5.20).

ȳ = Y∗
[ni,ni+1] − Y[ni,ni+1] (5.20)

With this required response and the MDF inspired framework, the derived op-
timization functions, for instance the one found in Equation (5.14), can be imple-
mented. A new and improved optimization function is defined instead. Before doing
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so, a new optimization feature is introduced that greatly reduces optimization com-
plexity, the masking curve.

As stated and explained in Section 2.2, the masking curve gives the frequency
dependent audio power that cannot be heard in presence of a masker. In this case,
the masker is the required response and the audio power that should be masked
is the difference (error) between the required response and the obtained response
found by the optimization.

The masking curve is calculated as presented in Section 2.2 and is implemented
by means of the masking matrices ĜL ∈ R2Lb×2Lb = diag(ĝL) and ĜR ∈ R2Lb×2Lb =
diag(ĝR) for left and right ear respectively [77], where diag(·) converts the vector
into a matrix with the vector on the diagonal . This matrix serves as a weighting
matrix which indicates the frequency dependent error that can be made.

Due to the masking curve, the minimization of the 2-norm as presented in Equa-
tion (5.14) can be replaced by a constrained as shown in Equation (5.21). Note
that in contrast to Equation (5.14) we do not optimize for the channel but for the
response found at the ears.

arg min
s1,s2,...,sNs

0

s.t. ||ĜL(ˆ̄yL − α̂L)||2 ≤ c1

||ĜR(ˆ̄yR − α̂R)||2 ≤ c2

αIACC,L(τ
∗
IACC) > αIACC,L(n̄b) + c3(1− µIACC(n̄b)), for n̄b 6= τ∗IACC

αIACC,R(τ
∗
IACC) > αIACC,R(n̄b) + c4(1− µIACC(n̄b)), for n̄b 6= τ∗IACC

αIACC,L = FȲRFαL

αIACC,R = ȲLFαR

αL =
∑
ns

W−1ĈL,ns
ŝns

αR =
∑
ns

W−1ĈR,ns
ŝns

(5.21)

This special problem is referred to as a constraint satisfaction problem. Since
all the requirements can be defined in constraints and there is no necessity for
any minimization, this optimization form can be used. The lack of a minimization
greatly decreases the computational complexity since all the optimizer has to do is
find a solution within the feasible set.

The introduced constraint satisfaction problem finds a solution for one single
point in space. The goal of the thesis is to create an as big as possible sweet spot
to increase the chances of a satisfying illusion. Just like the multi-point CTC al-
gorithm, we include multiple points in space surrounding the centre point in the
optimization.

The problem found in Equation (5.21) allows for a computationally cheap exten-
sion to a so defined semi multi-point optimization. As discussed in section 2.1.1,
the only interesting information of the IACC is in the rough range of −1 ↔ 1 ms
wherein the peak index corresponding to the ITD is present. Due to this property,
the computational expense of the IACC constraint can be greatly reduced up to a
point where it is nearly negligible compared to the computational expense of the
masking constraint.

Because of this, it is relatively cheap to add multiple IACC constraints for Nl

different points in space, as is done in the problem posed in Equation (5.22). In this
problem, nl = 1 corresponds to the centre optimization point. Do note that in the
implementation of the problem zero padding is required, this is further emphasized
in Appendix C.4. With this problem, the assumption is made that the masking curve
constraint holds for all the different points in space for which the IACC constraint is
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Figure 5.7: IACC responses found for the proposed algorithm with 7 optimization
points, one centered point surrounded by 6 equally spaced points on a 6 cm radius
sphere surrounding the centre point.

introduced. Also, do note that all αIACC,L and αIACC,R are calculated with the desired
responses at the centre optimization point, which also introduces errors.

arg min
s1,s2,...,sNs

0

s.t. ||ĜL(ˆ̄yL − α̂L,1)||2 ≤ c1

||ĜR(ˆ̄yR − α̂R,1)||2 ≤ c2

αIACC,L,nl
(τ∗IACC) > αIACC,L,nl

(n̄b) + c3(1− µIACC(n̄b)), for n̄b 6= τ∗IACC
αIACC,R,nl

(τ∗IACC) > αIACC,R,nl
(n̄b) + c4(1− µIACC(n̄b)), for n̄b 6= τ∗IACC

αIACC,L,nl
= FȲRFαL,nl

αIACC,R,nl
= ȲLFαR,nl

αL,nl
=
∑
ns

W−1ĈL,ns,nl
ŝns

αR,nl
=
∑
ns

W−1ĈR,ns,nl
ŝns

for nl = 1, ..., Nl & n̄b ∈ [−1, 1] ms
(5.22)

The result of the algorithm is, just like the other algorithms, evaluated by the
size of the sweet spot. In addition to the simulation setup mentioned above, we use
time blocks of length Lb = 16 ms for the simulation and just like the multi-point CTC
algorithm, the 6 extra optimization points are placed on the positive and negative
axis on a 6 cm radius around the centre point. The results of the simulation for the
problem defined in Equation (5.22) are given in Figure 5.7.

The results show a worse IACC response when compared to the results found for
the multi-point CTC as presented in Figure 5.4. Although this seems disappointing,
the amount of optimization points can easily be extended without adding too much
computational expenses. Instead of taking 6 optimization points on one sphere with
a radius of 6 cm, we now take 6 optimization points on three spheres with radii 2, 4
and 6 cm. The results are presented in Figure 5.8.

As can be seen, the addition of the spheres hardly makes a difference on the re-
sult. This indicates that the optimization problem and its structure does not lead to
the desired results. Further expanding the set of optimization points is possible and
leads to little added computational expenses. Optimization points on spheres with



CHAPTER 5. PROPOSED ALGORITHM 50

-2 -1 0 1 2

Time [s] 10 -3

-1

-0.5

0

0.5

1

A
m

p
lit

u
d
e

IACC response for different positions

Centre point

5 cm off in x

5 cm off in y

(a) The IACC response for the optimiza-
tion point and two points on a 5 cm ra-
dius sphere around this point. The IACC
responses show that the illusion is not en-
tirely valid at these points.

-2 -1 0 1 2

Time [s] 10 -3

-1

-0.5

0

0.5

1

A
m

p
lit

u
d
e

IACC response for different positions

Centre point

10 cm off in x

10 cm off in y

(b) The IACC response for the optimiza-
tion point and two points on a 10 cm ra-
dius sphere around this point. The IACC
responses show that the illusion is not en-
tirely valid at these points.

Figure 5.8: IACC responses found for the proposed algorithm with 19 optimization
points, one centered point surrounded by 6 equally spaced points on a 2, 4 and 6
cm radius sphere surrounding the centre point.

bigger radii lead to infeasible sets however, meaning it is not possible to greatly
expand the optimization problem.

5.7. Insight in time block optimization
Before discussing the results of the algorithm, the functioning of the optimization in
a time block is shown. At a certain time block, the optimization consists of the sig-
nals given in Figure 5.9, with the time domain signals given in Figure 5.9a and the
constraints related signals given in Figure 5.9b. The different signals are treated
to get a better idea of the functioning of the algorithm.

First of all, The required response is defined by means of the desired response
and the current response by means of Equation (5.20). This can be deduced from
Figure 5.9a with close inspection. Do note that the required response has an ad-
ditional zero block at the left, this has practical reasons that are discussed in Ap-
pendix C.3. The channels from the loudspeakers to the left and right ear are plot-
ted in the bottom two plots in Figure 5.9a. The clear difference between the two
show the influence of the HRTF. Especially the time difference but also the level
differences shows the effect of the head shadowing and of course the difference in
position of the ears. The loudspeaker signals convolved with channels for the left
channel should create the blue plot in the required response plot while those same
loudspeaker signals should create the red plot with the right channels. A solution
for the loudspeaker signals that does this sufficiently according to the optimization
constraints is given in the optimized loudspeaker response plot.

In Figure 5.9b the status of the constraints is given. The above two plots show
the masking curve, threshold in quiet and the current error between obtained re-
sponse and desired response. As can be seen from these plots, the error takes the
shape of the masking curve but stays far below its limits. Hard conclusions cannot
be drawn on this find but it seems to indicate that a solution with the desired IACC
requires a solution closely related to the exact desired response. The bottom two
plots in Figure 5.9b show the IACC constraints. As can be seen, the algorithm strug-
gles most with this constraint since the peak IACC value is not that much higher
than the other points. With constants c3 and c4 we are able to force these side lobes
to be smaller but this generally results in an infeasable problem.

This indicates that the freedom we give the algorithm by means of the masking
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(a) Optimization function time domain signals. In the desired, current illusion and required
response plot, the blue plots represent the response at the left ear and the red plots repre-
sent the response at the right ear. In the other plots, the optimized loudspeaker response
and the channels are depicted. Each individual loudspeaker is represented by the same
colour in these three plots.
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(b) Optimization function constraints. The top two plots show the masking curve of
the left and right ear respectively. The red plot represents the threshold in quiet, the
blue plot represents the masking curve and the yellow curve represents the error. The
bottom two plots show the IACC response used in the IACC related constraint, where
τ∗
IACC ≈ −0.7 ms.

Figure 5.9: An example of signals present in one optimization iteration . Both the
available and derived time signals are presented in (a). The constraints and their
status is depicted in (b).
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curve can not be used by the algorithm to create a more reliable IACC response.
Consequently, this freedom can not be used to increase the size of the sweet spot.



6
Results and validation

Throughout Chapter 5, the performance of the introduced algorithms’ is presented
by validating the IACC response of the algorithms. This is primarily done to moti-
vate choices and improvements that are made to the algorithms to eventually end
up with the proposed algorithm. In this chapter, a proper comparison and valida-
tion of the algorithms’ performance is done. The considered algorithms are the
original crosstalk cancellation algorithm, the multi-point crosstalk cancellation al-
gorithm and the proposed algorithm. The validation is done by considering three
aspects: auditory localization performance, error between desired and obtained
result, and the perceptual difference between desired and obtained result. The au-
ditory localization performance is tested by means of the IACC response, the error
between desired and obtained result is evaluated by means of the L2-norm and the
perceptual difference between desired and obtained result is validated by means
of the Perceptual Evaluation of Audio Quality (PEAQ) measure. The results are ob-
tained using the setup presented in Section 5.1. First, the validation metrics are
discussed after which a comparison and analyses of the results is performed.

6.1. Validation metrics
In this section, the validation metrics are introduced and discussed. To do this we
use the obtained response at left and right ear, ŷL and ŷR respectively, and the
desired response at left and right ear, ŷ∗L and ŷ∗R respectively.

6.1.1. Interaural crosscorrelation
The InterAural CrossCorrelation (IACC) is discussed in Section 2.1.1 but is shortly
repeated here for sake of completeness. We are interested in the time-index corre-
sponding to the peak value of the IACC response since this indicates the observed
Interaural Time Difference (ITD). The ITD is the primary auditory cue used by the
auditory system to estimate the azimuth angle when localizing a sound source.

Deriving the IACC response, yIACC, is done by calculating the cross correlation
of ŷL and ŷR as shown in Equation 5.3. Given the IACC response, the time-index
corresponding to the maximum value of the response is denoted by τIACC as shown
in Equation (5.6). Here, τ∗IACC denotes the time delay corresponding to the desired
response and τIACC denotes the time delay corresponding to the obtained result.
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In the validation, we rank the IACC performance based on the difference dIACC
between τ∗IACC and τIACC, as presented in Equation (6.1).

dIACC = |τ∗IACC − τIACC| (s) (6.1)

To be able to relate dIACC to the localization performance, dIACC must be trans-
lated to an angle difference. In the simulation, the to be recreated source is placed
at the left of the listener and will give the reference time delay τ∗IACC. The angle of
the perceived source relative to the reference source, denoted by dθ, in terms of
τIACC and τ∗IACC, is done by means of Equation (6.2). This equation originates from
the goniometric evaluation of the situation shown in Figure 6.1. Do note that we
assume a plane wave coming from the perceived loudspeaker in this situation. This
is a valid estimation since we are only interested in rough estimates of the angles
for the performance assessment as shown next.

dθ = 90° − asin
(
τIACC
τ∗IACC

)
(6.2)

Figure 6.1: From time index to azimuth angle of incidence. In the figure, the
loudspeaker on the left corresponds to the reference loudspeaker with delay
τ∗IACC and the shaded loudspeaker on the topleft corresponds to the perceived
loudspeaker corresponding to time-delay τIACC. Given these two time delays,
the angle α can be calculated by means of the asin(·) function in Equation (6.2).
Calculating the angle dθ by using this value is done as given in Equation (6.2).

The auditory localization performance of the algorithms is evaluated by the abil-
ity to correctly estimate the azimuth angle of the to be localized source. This ability
is evaluated by categorizing the results for each algorithm and scenario in four dif-
ferent groups. These groups are defined by means of the dθ that corresponds to the
τIACC found in the IACC of the perceived response.

The four different groups are presented in Figure 6.2. The first group is the one
corresponding to the green region. As presented in Section 2.1.1, the accuracy of
the localization of sources to the left or right of the listener is roughly 20°. Because



CHAPTER 6. RESULTS AND VALIDATION 55

Figure 6.2: Angle groups defining the different score groups. The green 10°
region indicates ”good” localization performance. The yellow 45° region indi-
cates ”sufficient” localization performance. The orange 85° region indicates
”indicating” localization performance. The red region indicates ”poor” local-
ization performance.

of this, we consider the green region, defined by a 10° span in both the positive and
negative y-plane, to be the region with ”good” localization properties.

The yellow region indicates the correct classification between a source origi-
nating from either the left, right, front or back. This region does not give correct
localization cues to localize the source at the correct location but at least gives the
correct direction. This region is referred to as ”sufficient”.

The orange region is a broader definition of the yellow region. The orange re-
gion indicates the correct distinction between left and right. According to Section
2.1.1, the accuracy of localization of sources in front of the listener is roughly 5°.
Because of this, the threshold for this region is not 90° but 85° to ensure that the
correct distinction between left and right is made (85° is chosen instead of 87.5° as
an additional safety margin). This region is referred to as ”indicating”.

The red region means that the listener receives auditory cues that do not at all
indicate the desired location of the virtual source. The localization of the source is
clearly wrong in this case and thus this region is referred to as ”poor”.

In some cases, the IACC response consists of two peaks of similar amplitude at
different time-indices. Two source locations will be perceived in this situation and
the worst time delay will be chosen when grading the localization.

To convert the regions in terms of dθ to dIACC, we use Equation (6.3), which is
based on Equation (6.2). The summary of all the scores and their definitions is
given in Table 6.1.

τIACC
τ∗IACC

= sin(90° − dθ) → dIACC = |τ∗IACC − τIACC| = |τ∗IACC − sin(90° − dθ)τ
∗
IACC| (6.3)
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Score dθ dIACC
good 10° 0.02 (ms)

sufficient 45° 0.25 (ms)
indicating 85° 0.79 (ms)

poor else else

Table 6.1: Localization scores. The dIACC is determined using Equation 6.3 and
the result is round up. The values dIACC serve as an upper limit difference to be
categorized in the corresponding group.

Difference grade Subjective Description of difference
0 Imperceptable
−1 Perceptable but not annoying
−2 Slightly annoying
−3 Annoying
−4 Very annoying

Table 6.2: Difference grade corresponding to the PEAQ measure. These scores
relate the output grades to the perceived audio quality.

6.1.2. L2-norm of the error
The original CrossTalk Cancellation (CTC) is an objective optimization problem and
we thus wish to validate all the algorithms by means of an objective measure. On
top of this, the validation by an objective metric gives us the means to make a
comparison between objective and perceptual performance. This is especially in-
teresting since the goal of the thesis is to change the objective measure of CTC into
a perceptual measure. The objective measure chosen is the L2-norm of the error
between the desired and obtained response, denoted by e, as given in Equation
(6.4).

e = ||ŷ∗L − ŷL||2 + ||ŷ∗R − ŷR||2 (6.4)

Validating the error based on this value is done by comparing the error values
of all the different algorithms and scenarios.

6.1.3. Perceptual evaluation of audio quality
The Perceptual Evaluation of Audio Quality (PEAQ) measure is used to determine
the audio quality of the obtained result in comparison with the desired result. The
PEAQ is a standardized measure to evaluate audio quality and it characterizes how
the audio quality would be perceived by human test subjects, as proposed in [78].
The used PEAQ implementation is based on [79] and the implementation can be
found in [80].

The PEAQ measure gives a subjective score that indicates the audibility of the
differences between the desired signal and the obtained signal. It does so in terms
of the difference grade which ranges from 0 to −4 as given in Table 6.2.

Since there is a response for the left and right ear, the average of the PEAQ
grades for both ears is taken, as presented in Equation 6.5. Here, PEAQ(·) denotes
the PEAQ measure.

PEAQ grade =
PEAQ(ŷ∗L, ŷL)

2
+

PEAQ(ŷ∗R, ŷR)
2

(6.5)
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Centre point CTC M-point CTC Prop. alg. 7 Prop. alg. 19
IACC good good good good
L2-norm 8.28 · 10−6 3.76 66.8 66.5
PEAQ 0.136 −2.11 −2.51 −2.65

Table 6.3: Results for centre optimization point. The bold-faced results corre-
spond to the best performing algorithm in that particular metric.

6.2. Results and validation of the algorithms
The validation methods provide a way to compare the discussed algorithms and
draw conclusions on the performance of the proposed algorithm. The compared
algorithms are the original CrossTalk Cancellation (CTC), the multi-point CTC, the
proposed algorithm with 7 optimization points and the proposed algorithm with 19
optimization points. All the algorithms have a centre optimization point that rep-
resents the centre of the head. The mutli-point CTC and the proposed algorithm
with 7 optimization points have 6 additional optimization points evenly placed on a
sphere with radius 6 cm centered around the centre optimization point. The pro-
posed algorithm with 19 optimization points has 6 additional optimization points
evenly placed on three spheres with radii 2, 4 and 6 cm centered around the cen-
tre optimization point. In the presented result tables, CTC refers to the original
crosstalk cancellation algorithm, M-point CTC refers to multi-point crosstalk can-
cellation, Prop. alg. 7 refers to proposed algorithm with 7 optimization points and
Prop. alg. 19 refers to proposed algorithm with 19 optimization points.

The algorithms are evaluated on the results obtained from a simulation with the
setup as presented in Section 5.1. The results are analysed at the centre optimiza-
tion point and two points 5, 10, 20 and 30 cm off the centre optimization points.
Apart from the centre optimization point, these validation points are not located at
an optimization point for a proper validation. Based on these findings, conclusions
are drawn.

An important note to the obtained result is the alteration of the results of the
proposed algorithms. Since the small time frames combined with the time inde-
pendence of the masking curve results in a form of musical noise, the audio quality
is degraded significantly. The PEAQ results are thus bad. A solution to this is not
researched nor implemented in this thesis. Since this musical noise is mainly found
in frequencies higher than the maximum frequency of the audio content, a low pass
filter is applied to the obtained results to mimic the effect of a solution to the mu-
sical noise problem. We only apply this filter when determining the PEAQ results.
This filter is a minimum-order low-pass filter with a stopband attenuation of 60 dB
and a cut-off frequency of 950 Hz.

6.2.1. Results centre optimization point
The results for the centre optimization point are presented in Table 6.3.

These results show that the original CTC algorithm gives a near perfect recon-
struction since the L2-norm error is close to zero and the PEAQ shows an impercept-
able difference. Comparing the L2-norm and the PEAQ results for the multi-point
CTC and the original CTC shows that the multi-point CTC optimizes for multiple
points and is thus unable to perfectly recreate the de desired response. The results
for the multi-point CTC and the proposed algorithms show that we do indeed opti-
mize for the audio perception and not an objective measure. Tis because the IACC
is good for both algorithms and the PEAQ score is also similar. The L2-norm of the
proposed algorithm solutions is however significantly higher compared to themulti-
point CTC. This clearly indicates that the optimization is done for the perception of
audio and not the objective signal.
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5 cm off in x CTC M-point CTC Prop. alg. 7 Prop. alg. 19
IACC good sufficient indicating indicating
L2-norm 8.62 8.19 196.5 192.8
PEAQ −2.45 −2.59 −3.30 −3.31
5 cm off in y CTC M-point CTC Prop. alg. 7 Prop. alg. 19
IACC sufficient good sufficient sufficient
L2-norm 8.07 6.58 210 206.6
PEAQ −2.97 −2.82 −3.88 −3.88

Table 6.4: Results for 5 cm off centre. The bold-faced results correspond to the
best performing algorithm in that particular metric.

10 cm off in x CTC M-point CTC Prop. alg. 7 Prop. alg. 19
IACC good indicating indicating indicating
L2-norm 13.72 12.49 218.1 218.2
PEAQ −2.73 −2.85 −3.31 −3.38
10 cm off in y CTC M-point CTC Prop. alg. 7 Prop. alg. 19
IACC sufficient good indicating indicating
L2-norm 13.22 11.15 217.8 220.5
PEAQ −3.23 −2.70 −3.36 −3.39

Table 6.5: Results for 10 cm off centre. The bold-faced results correspond to
the best performing algorithm in that particular metric.

6.2.2. Results 5 cm off optimization point
The results for the 5 cm off optimization points are presented in Table 6.4.

These results show that the CTC performance degrades greatly in the L2-norm
and PEAQ score compared to the results for the centre optimization point as found
in Table 6.3. The multi-point CTC performance suffered a small degration in the
PEAQ score but the IACC and L2-norm remained similar. The proposed algorithms
show a great decrease in performance. The PEAQ is far worse compared to the
centre optimization point and the IACC score is degraded. These results indicate
that the methods used to increase the sweet spot size do not give the desirable
result. Also do note that the results of the 7 and 19 point algorithm are very similar,
indicating that the additional optimization points do not improve the performance.

6.2.3. Results 10 cm off optimization point
The results for the 10 cm off optimization points are presented in Table 6.5.

These results are similar to the ones found in Table 6.4. The performance of
the proposed algorithms are slightly worse in terms of the IACC. Comparing the
CTC and the multi-point CTC shows that the multi-point CTC algorithm slightly
outperforms the CTC algorithm at 10 cm off the centre point, this was not the case
for 5 cm off. The localization performance is still roughly the same but the PEAQ
score and the L2-norm are better for the multi-point CTC algorithm.

6.2.4. Results 20 cm off optimization point
The results for the 20 cm off optimization points are presented in Table 6.6.

These results show the effect of the multiple optimization points. The IACC
results of the CTC algorithm are considered poor and do not contain the correct
auditory cues to recreate the virtual source. The other three algorithms do not show
perfect results but on average the performance is not poor. The other metrics have
similar scores compared to the ones given in Table 6.5.
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20 cm off in x CTC M-point CTC Prop. alg. 7 Prop. alg. 19
IACC poor poor poor poor
L2-norm 17.93 17.3 216.1 214.0
PEAQ −2.87 −2.77 −3.29 −3.34
20 cm off in y CTC M-point CTC Prop. alg. 7 Prop. alg. 19
IACC poor good indicating indicating
L2-norm 16.90 15.1 240.3 240.5
PEAQ −2.72 −2.73 −3.44 −3.50

Table 6.6: Results for 20 cm off centre. The bold-faced results correspond to
the best performing algorithm in that particular metric.

30 cm off in x CTC M-point CTC Prop. alg. 7 Prop. alg. 19
IACC poor poor poor indicating
L2-norm 16.88 16.88 232.4 233.4
PEAQ −3.29 −3.33 −3.81 −3.84
30 cm off in y CTC M-point CTC Prop. alg. 7 Prop. alg. 19
IACC indicating poor indicating indicating
L2-norm 15.86 15.40 244.6 243.6
PEAQ −3.49 −2.91 −3.89 −3.88

Table 6.7: Results for 30 cm off centre. The bold-faced results correspond to
the best performing algorithm in that particular metric.

6.2.5. Results 30 cm off optimization point
The results for the 30 cm off optimization points are presented in Table 6.7.

These results show that for both the original CTC and the multi-point CTC al-
gorithm the illusion of the recreated virtual source is nearly lost. The multi-point
CTC solution has a slight advantage in the PEAQ score. The proposed algorithm
gives a better results in the IACC metric, an indication of the illusion of the virtual
source is recreated at this distance. This performance in terms of the localization
performance comes at the cost of audio quality. The PEAQ score indicates a score
equivalent to very annoying meaning that the quality is deterred significantly.

6.2.6. Summary of the results
From the above results we can draw some general conclusions. The CTC and the
multi-point algorithms generate results that are closely related to the required re-
sponse as can be seen in the L2-norm results. The IACC and the PEAQ results for
the multi-point CTC are slightly better than the ones for the CTC algorithm, mean-
ing that multi-point CTC is an improvement over CTC. The proposed algorithm with
7 and 19 optimization points show similar results meaning that the addition of the
optimization points does not have a significant impact. The L2-norm error of the
proposed algorithm is significantly higher than the other algorithmswhile the PEAQ
score is not significantly worse. This indicates that the proposed algorithms do not
optimize for an objective but a perceptual measure. Comparing the proposed al-
gorithm results to the multi-point CTC results shows that the IACC performances
are better at long distance and the PEAQ results are worse. This indicates that we
were successful in increasing the size of the sweat spot but this came with the cost
of degraded audio quality.



7
Conclusion

The main focus of the thesis is the recreation of a virtual audio source in a practical
consumer living room situation. The rooms resembling a living room consist of a
small set of two to five loudspeakers and partly reflective walls. In this room, an
illusion resembling the virtual source must be delivered to a single listener in the
room. The resulting research question is:

Given a set of four physical loudspeakers in a room, is it possible to create the illu-
sion of a virtual audio source for one listener in the room?

A solution to this problem can be found in crosstalk cancellation. Crosstalk can-
cellation gives theoretically viable results but suffers from lack of robustness and
stability. Increasing this robustness and stability is attempted in this thesis by con-
sidering the audio perception of the human listener.

The bad characteristics of crosstalk cancellation originate from the objective
nature of the problem. The crosstalk cancellation problem implies the inversion
of the room impulse response resulting in an ill-posed problem. The stability and
robustness of the solution is defined in terms of the size of the sweet spot. The
sweet spot is defined as the largest sphere in space surrounding the head in which
the illusion is sufficiently present. A larger sweet spot indicates a more stable and
robust solution. To increase the sweet spot size, the problem is relaxed by finding
solutions that are perceptually sufficient instead of objectively optimal. One of the
perceptual measures used is the masking curve, which describes the frequency de-
pendent detectability of audio with a masker sound source present. The masking
curve is used to determine which errors are inaudible and this freedom is used to
optimize for the audio spatial perception and increase the stability and robustness
of the problem. The second used measure is the interaural crosscorrelation. This
measure is closely related to the way the human brain identifies the interaural time
difference which is primarily used when localizing an audio source in azimuth direc-
tion. These two measures are added to the original crosstalk cancellation problem
to form a constraint satisfaction problem. This constraint satisfaction problem finds
a solution in the feasible set defined by the perceptual constraints. As a result, the
sweet spot size is increased compared to the original crosstalk cancellation algo-
rithm. This comes however at the cost of deterred audio quality. The resulting
conclusion is that the proposed solution is more robust and stable than the original
crosstalk cancellation but lacks the desired audio quality.
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8
Discussion and future work

The presented work shows a step towards the inclusion of perceptual measures in
the field of audio envelopment and localization with a limited amount of speakers.
The proposed algorithm shows promising results but the validity, applicability and
expandability of the solution is questionable and requires further research.

First of all, the validation of the algorithms’ performance by means of the IACC is
questionable. To properly validate the performance of the algorithms, an involved
subjective experiment with a large number of listeners is required. Since such
an experiment is outside the scope of this thesis, the IACC measure is used as
replacement. A subjective validation experiment is desirable as expansion to this
work.

Another questionable aspect of the validation method is the assumption that a
larger sweet spot translates to a more robust and stable system. A larger sweet
spot means that there is more displacement of the head possible before the illusion
is lost, but that does not necessarily mean that the system is more robust against
other possible inaccuracies. The validation of this relation is required to show that
the proposed method of increasing robustness and stability holds.

The Room Impulse Response model used in this thesis results in a specific re-
sponse for a specific room. Since the goal is to construct an algorithm that functions
for practical and more general situations, this RIR model does not fit. To improve
this, a stochastical Room Impulse Response has been derived by means of simu-
lations. The work is presented in the submitted paper that can be found in the
Appendix A. This RIR model can improve the stability of the found solutions and
also the practicality of the system. A next step would be to use this stochastical
RIR to derive, for instance, a minimum variance solution to the problem instead of
the current deterministic algorithm. Due to limited time, the implementation of the
RIR model or a stochastical analyses could not be performed.

The ”gong” audio stimulus used to verify the algorithms is a simple, slowly vary-
ing and low frequency signal. A more varying audio stimulus could be used to
analyze the proposed algorithm more in depth. Similarly, the influence of higher
frequency content in the audio stimuli should be discovered. The length of the
channel, about 200 ms, could become a problem when using a faster varying and
higher frequency sound stimulus.

In the proposed algorithm we only consider the interaural time difference au-
ditory cue. In practice auditory localization uses more cues as, for instance, the
interaural level difference. Taking these auditory cues into account in the opti-
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mization can potentially increase the performance and also enable the possibility
to include elevation and distance estimation.

The masking curves used in the optimization give some problems caused by the
time dependency of the sound stimulus. Since the masking curve is determined in
the frequency domain, time dependency information is lost. This leads to proper
masking in the frequency domain but clear errors can be found in the time do-
main signal. Improved implementation of the masking curve is required for audibly
pleasing signals.

The HRTF model used to determine the channel from the loudspeaker to the sig-
nal found inside the ears is based on a large set of measurements performed on the
KEMAR head model. Instead of this advanced model, a more simplified model can
be used to lower the computational expenses and potentially improve the stability
and robustness. The proposed model consists of the outer- and middle-ear filter
used in the masking curve definition in combination with a delay corresponding to
the ITD cue.

Finally, when all the aforementioned issues are taken care of, the creation of
only one virtual source can be expanded to multiple virtual sources to be able to
create even more impressive audio experiences. Whether the creation of virtual
sources creates new problems should be investigated.
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Perceptually Accurate Stochastic Angular Room
Impulse Response

Dimme de Groot, Richard Eveleens, Arash Noroozi, and Jorge Martinez

Abstract—The room and its contents have a great impact on the
behaviour of the sound field in a room. The reverberation time in
a small and densely furnitured room can be roughly 100 ms, while
the reverberation time in concert halls can be multiple seconds.
Modelling the sound behaviour of a room is generally done
using the Room Impulse Response (RIR). The RIR has many
appliances in the field of audio processing. Think of, for example,
concert hall design, commercial entertainment and localization.
The estimation and modelling of the RIR is generally performed
in a deterministic manner with techniques ranging from the
idealistic image source method to highly complex room models.
In this paper, a zeroth order stochastic model of the RIR is
proposed for rooms that can be considered average living rooms.
By means of randomly generated rooms, a large set of simulations
is performed on which time-delay dependent distributions are
derived. Additionally, it is shown that the directivity and transfer
function of a loudspeaker has a great impact on the RIR and
can thus not be ignored when modeling the RIR in a practical
scenario.

Index Terms—Room Impulse Response (RIR), Speaker direc-
tivity, Probability Density Function (PDF)

I. INTRODUCTION

THE behaviour of a sound field in a room greatly depends
on the shape and contents of the room. One way to char-

acterize this influence of the room is the acoustic channel from
a source to a receiver inside a room. This response is known
as the Room Impulse Response (RIR), and it is of interest in
many algorithms [1], [2], [3]. Examples include spatial sound
[4], [5], [6], acoustic echo cancellation [3], [7], [8], [9], blind
source separation [3], [9], speech dereverberation [3], [10],
[11], [12] and beamforming [13].

Modelling the RIR has proven to be a computationally
expensive task. Approaches include numerically solving the
wave- or Helmholtz-equation with proper boundary conditions
[14], [15] and geometrical acoustics [1], [16]. The former pro-
vides accurate RIRs, but is computationally too expensive to
be used in real-time algorithms [2], [16]. Geometrical acoustic
based approaches can be used in some real-time algorithms,
but lack accuracy most pronounced in the low-frequency range
[2], [16]. Additionally, properly modelling a (furnitured) room
is difficult. All reflections’ behaviour depends on the type of
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material, angle of incidence, and signal frequency [1]. On top
of these problems, additional challenges are introduced by the
loudspeaker and receiver directivity pattern that need to be
taken into account [17] [18].

Due to the above mentioned challenges, algorithms may
profit from a stochastic characterisation of the RIR. The RIR
can be decomposed in three parts, the direct path, the early
reflections and the (late) reverberation [1], [2]. The stochastic
characterisation of the reverberation is well known and may be
modelled using plane-waves which arrive from all directions
[13], [19]. The resulting distribution can be approximated
using a a Gaussian or logistic probability density function (pdf)
[20]. Literature on the stochastic characterisation of the early
reflections is limited (TODO: check ook dat de gaussian en
logistic pdf wordt genoemd in literature terwijl wij laplace
distribution vinden).

In this paper, we aim to stochastically characterise the
impulse response for an isotropic receiver located in a small
room. The stochastic characterisation is limited to a zeroth
order Markov process. So, subsequent samples are considered
to be independent. The RIR’s are simulated using the mirror-
image source method [21], [22] and a number of different
sources of variation are considered.

In the following, we first describe the simulation setup in
Section II. This gives rise to three different scenarios with
increasing source of variation. The results of these simulations
are presented in Section III-A and further analysed in Section
III-B. We finalize with the conclusion in Section IV.

II. SIMULATION SETUP

The simulation setup described in the following is designed
to limit any biases in the obtained data. This is done by
identifying parameters of interest and randomising these in
some range of interest. We consider box-shaped rooms with
length Lx, width Ly and height Lz . The room has origin
(0, 0, 0) and its corners are given by non-negative coordinates.
The six walls have reflection coefficients specified by βi ∈ R,
i ∈ {1, . . . , 6}. For each of the three simulations described
below, eight isotropic receivers are considered. These re-
ceivers have a fixed location xl = (xl, yl, zl) given by
xl = ({2, 3.5}, {1, 2.5}, {1, 1.8}) (m).

A. Simulation 1

In the first simulation, only the reflection coefficients
are randomised. The room dimensions are (Lx, Ly, Lz) =
(5, 5, 2.5) (m) and the loudspeakers have fixed coordinates
which are specified by a spherical coordinate system centered
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around xl. Using the coordinate convention of [23], the
speaker locations are given by all possible combinations of

θi ∈ {0, 20, . . . , 340} (°),
ϕj ∈ {60, 80, . . . , 100} °),
rk ∈ {1, 1.4, 2, 2.8, 4} (m).

(1)

Depending on xl, some of the pairs (i, j, k) are discarded in
accordance with the procedure described in Section II-B. The
reflection coefficients are drawn from a uniform distribution
U(·) according to

βc ∼ U [0.5, 0.7]

βw1
, βw2

∼ U [0.05, 0.5]

β = shuffle({βc, βw1
, βw2

,−βc,−βw1
,−βw2

}),
(2)

where βc is a ceiling reflection coefficient, βw1 and βw2 are
wall reflection coefficients. The range of the distribution is
chosen to representing practical living rooms (bron). This
definition of the reflection coefficients results into an average
reflection amplitude of zero (waarom willen we dit).

B. Simulation 2

Simulation 2 adds a few randomizing factors to simulation
1, with first varying speaker locations. Per listener location,
a set of speaker locations is drawn uniformly in each of the
regions defined by

θi = [i, i+ 2) (°), i ∈ {0, 20, . . . , 340},
ϕj = [j, j + 5) (°), j ∈ {60, 80, . . . , 100},
rk = [f(k), f(k + 1)) (m), k ∈ {1, 2, . . . , 5},

(3)

with f = {1, 1.4, 2, 2.8, 4, 5.6}. Regions of which at least one
of the corner points is located within 20 cm from at least one
of the walls are discarded. The sizes of regions are based on
the findings in psychoacoustic literature. Humans are best at
localizing the azimuth direction θ (≈ 2° accuracy), worse at
elevation direction ϕ (≈ 5° accuracy) and worst in distance
r detection. The exact values depend on, among others, the
type of signal [24], [25]. Uniformly sampling the regions on a
Cartesian grid is achieved through the inversion method [26].

The rooms will also be varied in simulation 2. The size
of the rooms is chosen to reflect typical listening rooms. The
room-dimensions are drawn according to

Lx ∼ U [5.0, 7.0] (m)

Ly ∼ U [5.0, 7.0] (m)

Lz ∼ U [2.5, 3.0] (m).

(4)

To randomize the room placement, the origin of the room is
shifted from (0, 0, 0) to (x0, y0, 0). The value (x0, y0) is drawn
according to

(x0, y0) ∼ (U [−Lx + 5, 0], U [−Ly + 5, 0]) (m). (5)

The origin in z-direction is not varied since a listener standing
on the floor is considered in this setup.

C. Simulation 3

Simulation 3 is equal to simulation 2 with the addition of
a directive loudspeaker. The normal (point of maximum gain)
of the loudspeaker is always set such that it points towards
the listener location. Note that this implies that it varies per
speaker region and even per drawn speaker. The loudspeaker
considered in our simulation is the KEF LS50. The directivity
patterns are obtained through the implementation provided by
[27], where a spherical harmonics representation is fitted on
sparse measurement data provided by [28] to form a complete
directivity pattern.

D. Implementation Details

The simulations were performed on MATLAB R2021b with
default settings. For each of the simulations and for each
loudspeaker-listener pair, at least 60000 runs are considered.
Since the simulations were collected over multiple runs, the
random number generator was set to “shuffle”. The RIRs were
simulated through a modified version of [22]. The modified
code returns individual reflections and the incidence and
outgoing angles which are combined to form a RIR. No high
pass filter is applied. As further explained in [22], the sampling
occurs through a Hanning-windowed ideal low-pass filter with
a length of 8 ms and a cutoff-frequency fs/2 with fs = 16 kHz
the sampling frequency. The speed of sound was set to c = 342
m/s. For the KEF LS50, a linear interpolation object with 5°
resolution was created based on the directivity pattern. Down-
sampling was done using the resample function. The length of
the considered impulse responses is 170 ms, which captures
the majority of the possible rooms their T60. The calculated
RIR is normalized by shifting and scaling the response such
that the reflection corresponding to the direct-path starts at the
same time-sample and has its magnitude multiplied by 4πrl,s,
with rl,s the distance between the transmitter and receiver.

For each simulation and speaker-receiver pair, each time-
sample n of the computed RIRs corresponds to one histogram.
The histogram limits are given by a time-sample dependent
range which is derived based on the RIR energy curves e
presented in [29]. The resulting curve is shown in Fig. 1. The
centers of the 301 histogram bins are linearly spaced between
[−e(n), e(n)], so that bin 151 serves as the zero amplitude
bin.

III. SIMULATION RESULTS

The results of the three simulations are shown in Fig. 2 and
3. In both figures, the number of the simulation is given by the
number of the column. In Fig. 3, the row number corresponds
to a time index. In Fig. 2 the simulation results are presented
by time-dependent histograms. Do note that the y-axis does
not denote the value of the bin-center. Instead, it denotes the
bin number. At any time instant, as given by the x-axis, the
amplitude corresponding to a given bin number may vary. In
Fig. 3 we zoom in on a few selected histograms (denoted
by the red dotted lines in Fig. 2). In here, the amplitude
corresponding to the histogram bin is given.
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Fig. 1. The energy curve e on which the range of the histograms is based.
An example RIR is added for reference

A. Interpreting simulation results

The results from simulation 1 clearly show the almost
absence of randomness. As seen in Fig. 3, at t = 0.02 s, an
early reflection arrives at the receiver, hence it is not possible
for the amplitude to be zero. The two step shape of this plot
also shows the two reflection coefficients sizes, where a lower
coefficient (βω) occurs more often than a higher coefficient
(βc). At the late reverberation, t = 0.07 s and t = 0.12 s, the
distribution becomes more random as is predicted in (bron).

Both the histogram and the highlighted distributions of
simulation 2 show a great increase in randomness. Apart from
the direct path, all time samples show a zero-centered random
behaviour. Especially at t = 0.02, the increased randomness
from simulation 2 compared to simulation 1 can be found. The
hypothesis is that the time sample dependent distributions ob-
tained from simulation 2 serve as the fundamental distributions
for the RIR of rooms fitting the room type considered.

Simulation 3 serves as a small but interesting sidestep to
simulation 2. In simulation 3, the directivity and the directive
transfer functions from a speaker, the KEF LS50’s, are added
to the equation. The histogram in Fig. 2 of simulation 3 shows
the great impact of the characteristics of a speaker on the
RIR. Although concise conclussions can not be drawn on the
exact influence of speakers on the RIR, it is clear that the
speakers’ directivity and transfer function can not be ignored
when modelling the RIR in a practical scenario.

B. Estimating RIR distributions

The time-sample dependent histograms, as depicted in Fig.
3, can be used to derive Probability Density Functions (PDF)
for each time sample. The PDF’s will be derived for the data
from simulation 2. Three possible distributions are selected
to be fit on the data: the Laplace distribution, the normal
distribution and the logistic distribution. The three distributions
are fitted on the histograms and the best fitting distribution is
selected by comparing the L2-norms of the difference between
PDF and the data. Doing this for all the obtained data shows
that the direct path response (response up until t ≈ 0.01 s) is
best described by a normal distribution and the reverberations

are best described by a Laplace distribution. (figure required
to show this?)

An example of the mean and standard deviation of a
speaker-receiver pair is given in Fig. 4. The figure shows that,
apart from the direct path, the mean of the distributions is
zero. This is expected and validates that the definition of the
reflection coefficients results in a zero mean RIR on average.
The standard deviation shows a clear pattern in the early
reflections (response up until t ≈ 0.025 s) after which a
logarithmic decay is observed.

An example of a generated RIR based on the proposed
model is shown in Fig. 5. The figure shows that the major
difference between the proposed model and the deterministic
model is that the deterministic response consists of a few dis-
tinct peaks while the proposed model shows a more smoothed
out response. The behaviour of the standard deviation before
t ≈ 0.025 s as presented in Fig. 4 can be found in Fig. 5.

IV. CONCLUSION

In this paper, a stochastic Room Impulse Response (RIR) is
introduced that is applicable for any furnitured and decorated
room that can be characterised as standard shoebox living
room. Classic approaches to derive a RIR are based on
deterministic simulations or models that require precise prior
knowledge on the room properties. In practical room scenarios,
this prior knowledge is generally not available and expensive
to obtain. A more general and widely applicable model of
the RIR is desirable in this case. Deriving the stochastic RIR
is performed by simulating a large amount of deterministic
RIR’s and fitting a probability density function on the set
of simulated RIR’s. The simulated RIR’s show a direct path
response best described by a normal distribution and the
response caused by the reflections are best described by a
Laplace distribution. Additionaly, it is shown that the influence
of the directivity and response of the speaker on the RIR can
not be ignored due to its significant impact.
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that the y-axis represents the histogram bin number, this bin number should be translated to a time dependent amplitude by means of the energy curve found
in Fig. 1. This is done for a few time samples in Fig. 3.
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Fig. 3. The amplitude - normalized occurrence plots of a few time samples from Fig. 2 (indicated by the red-dotted line). The amplitude distribution of each
time sample of the RIR for each simulation is estimated using these amplitude occurrences.
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B
Auditory localization extra

findings in literature

B.1. Distance estimation
Distance estimation is not our strongest trait as performance is generally consid-
ered worst when compared to azimuth and elevation estimation. The main reason
for this is that we do not have the sensors required to measure distance based on
sound only. To be able to do some distance estimation we apply some simple tricks.

First of all the measured SPL can be used to estimate the distance with a lower
SPL corresponding to a further away distance. Themajor difficulty here is that prior
knowledge is required on the volume of the sound source itself, which is generally
not the case of course [15].

In the special case of a source being present to the left or right of us, the ITD
can also be used to perform some distance estimation [15].

The above mentioned solutions work given that the subject is present in free
space. When the subject is in a room with reflective walls it becomes easier to
perform distance estimation. It is found that the ratio between direct path sound
energy and reflective path energy is used to perform distance estimation [81, 82].
Generally, if the direct path energy is much higher than the reflective path energy,
the source is close by and when the reflective path energy increases relative to the
direct path, the source is further away.

B.2. Specific finds on auditory localization
In addition to the findings discussed thus far, there are a fewmore interesting prop-
erties in human auditory localization that are worthwhile to discuss even though
they will have no significant impact on the rest of the thesis.

The sound detection threshold, the SPL after which a sound source is audible,
is dependent of the azimuth angle to the sound source with a maximal difference
of 8 dB SPL [83].

A sound source placed in an environment containing a broad band noise stim-
ulus can be detected with an SNR of about −8 dB or higher. Auditory localization
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performance is poor at this point but becomes nominal after increasing the SNR
with about 6 dB [20, 84].

The sense of motion and our perception of it is still up for discussion. Two popu-
lar theories exist, the snapshot and continuous motion theory. The snapshot theory
states that we take frames of audio and than unconsciously perceive it as contin-
uous, just like our vision works and why televisions work. The continuous motion
theory states that we continuously measure and estimate the position of the sound
source. Which of these theories holds true was not found [14, 15].

Finally, an interesting out of the box find. Our localization performance can be
biased by saying numbers prior to a localization task. If we hear a ”one” being
pronounced before we localize a sound source, our localization is biased to the
left since we expect a ”one” to be present at the left. The opposite holds true for
a pronounced ”nine” [85, 86]. This indicates that our localization is most likely
influenced by many different unexpected factors inducing bias in our localization
performance.



C
Proposed algorithm

implementation details

In this appendix, a few implementation problems are emphasized and the imple-
mented solutions are shown.

C.1. Outgoing loudspeaker angles and quater-
nions

Calculating the 3D orientation of a speaker for a reflection path is a challenging
task in the image-source method framework. To indicate the challenging aspect,
the functioning of the image-source method is shown in 2D in Figure C.1, which is
partly a repetition of Section 4.2. In the figure, the white rectangle in the middle
represents the physical room including the receiver and the physical loudspeaker.
The black arrow indicates the sound path of the direct path response from physical
speaker to physical receiver. The other gray shaded rooms represent the function-
ing of the image-source method, they are folded versions of the original room and
speaker to make it easier to determine the reflection paths. Because of these virtual
rooms, an actual reflection path with properly placed wall reflections and proper
angles does not have to be determined. A straight arrow from the speaker in the
virtual room to the physical receiver will give all the information required. The
reflection sound paths are represented by the coloured arrows and as can be seen
from the figure, the distance the wave travels and the amount of walls it passes can
be easily determined. This method does, however, not provide a straight-forward
way to determine the outgoing direction of sound from the virtual loudspeakers.

As shown in Figure C.1, the outgoing direction of the sound from the loudspeaker
is different for every reflection path. The position of the reflection loudspeaker
and the receiver is known but due to all the reflections occurring, the angle can
not be calculated efficiently given this information. This problem gets even more
challenging when expanding to the 3D field as is required for the implementation.

An elegant and efficient way of calculating the outgoing angles of reflection
paths is found in quaternions. Quaternions are an extension to imaginary numbers
by the addition of two extra imaginary numbers. These extra imaginary numbers
allow for an efficient computation of 3D angles. Applying the quaternion theory

77



APPENDIX C. PROPOSED ALGORITHM IMPLEMENTATION DETAILS 78

Figure C.1: Representation of the image-source method. The white rectan-
gle in the middle of the picture represents the physical room including the
receiver and loudspeaker. The gray rectangles around this room are folded
versions of the original room that make the computation of reflections paths
straight-forward. The coloured arrows indicate the sound paths of reflected
sound waves. As can be seen, due to the folded rooms, it is easy to determine
the traveled distance of the sound wave and also the number of walls it re-
flected from.

to the outgoing loudspeaker angle is possible since we have knowledge on the re-
flection history of the sound wave. We know exactly how often a sound wave has
reflected from every wall in the room. This information is conveniently found in
the code used for the image-source code method [57]. In this appendix, the knowl-
edge of quaternions required for the implementation are discussed after which the
implementation to obtain the outgoing loudspeaker angles is given.

C.1.1. Quaternions and basic operations
Quaternions and the corresponding algebra provided in this section are primarily
based on [72]. Quaternions are an extension to the complex numbers, they are
denoted as given in Equation (C.1).

a+ bi+ cj+ dk (C.1)

In the definition, a, b, c and d are real numbers and 1, i, j and k are the basis
vectors spanning the 4D quaternion space. Important multiplication properties of
the basis elements are given in Equation (C.2).

i1 = 1i = i, j1 = 1j = j, k1 = 1k = k

ij = −ji = k, jk = −kj = i, ki = −ik = j

i2 = j2 = k2 = ijk = −1
(C.2)

Thesemultiplication rules expand to the quaternionmultiplication given in Equa-
tion (C.3).
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a3 + b3i+ c3j+ d3k = (a1 + b1i+ c1j+ d1k)(a2 + b2i+ c2j+ d2k), with

a3 = a1a2 − b1b2 − c1c2 − d1d2

b3 = a1b2 + b1a2 + c1d2 − d1c2

c3 = a1c2 − b1d2 + c1a2 + d1b2

d3 = a1d2 + b1c2 − c1b2 + d1a2

(C.3)

Another important operation is the inverse of a quaternion, it is given by Equa-
tion (C.4).

(a+ bi+ cj+ dk)−1 =
1

a2 + b2 + c2 + d2
(a− bi− cj− dk) (C.4)

Determining the outgoing loudspeaker angles can be done with the above de-
scribed operations as is explained in the next section.

C.1.2. Outgoing loudspeaker angles
For each reflection path, the virtual loudspeaker location, ls ∈ R3×1, and the physical
receiver location, ll ∈ R3×1, is known. Given these locations we can derive the vector
corresponding to the traveled path of the sound wave, this vector corresponds to
the outgoing sound direction from the (virtual) loudspeaker. It is given by d ∈ R3×1

and calculated as d = ll−ls. The quaternion required to perform quaternion algebra
based on d is given in Equation (C.5).

d = 0 + dxi+ dyj+ dzk (C.5)

As shown in Figure C.1, instead of drawing the actual sound path including re-
flections, a straight direction is drawn through a set of folded rooms. When folding
a room, the loudspeaker and its direction is also folded. We can interpret this as
a folding of loudspeaker direction for each wall passing. For instance, the top left
virtual loudspeaker in Figure C.1 has been folded once to the left and once to the
top. Implementing a fold and applying this fold to the outgoing direction vector is
done by means of quaternion algebra.

A reflection crosses a wall in either x-, y- or z-direction. For each of these three
cases, a rotation matrix is defined. When a reflection crosses a wall in x-direction,
meaning that it crosses a wall with a normal in x-direction, the direction of the
outgoing vector is rotated around the y-axis. The corresponding angle at which it
should rotate is determined by dx and dz. Since we are treating a reflection of an
x-direction wall, the z component must remain unchanged and the x component
should be mirrored over the z-axis. To do this, the angle between the x and z com-
ponent is calculated by φ = tan(dx

dz
). The direction vector is rotated twice around

the y-axis with this angle. An example of this is given in Figure C.2.
The quaternions used to implement this operation is given in Equation (C.6).

With similar derivation, the rotation quaternion for y- and z-direction can be de-
rived. They are given in Equation (C.7) and (C.8) respectively. In here atan2(·) is
the 2-argument arctangent function as defined in Equation (C.9).

rx = cos(φ) + sin(φ)j, with φ = atan2(
dx
dz

) (C.6)

ry = cos(φ) + sin(φ)k, with φ = atan2(
dy
dx

) (C.7)

rz = cos(φ) + sin(φ)i, with φ = atan2(
dz
dy

) (C.8)
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Figure C.2: Example of a quaternion rotation.

atan2(y, x) =



atan
(
y
x

)
, x > 0

atan
(
y
x

)
+ 180, x < 0 and y ≥ 0

atan
(
y
x

)
− 180, x < 0 and y < 0

90, x = 0 and y > 0

−90, x = 0 and y < 0

undefined, else

(C.9)

Given these rotation quaternions, we can apply the rotation on the direction
quaternion by means of Equation (C.10).

d̄ = rdr−1 (C.10)

We know how many times an x-, y- and z-direction reflection occurs for each
reflection path. Applying the corresponding reflections to the direction quaternion
gives the correct outgoing sound wave direction from the loudspeaker, denoted by
d̄.

Calculating the azimuth and elevation angles corresponding to this direction
quaternion is not a trivial task. The angle definition of the loudspeakers is the same
as the one used for the listener as shown in Figure 2.1 and repeated in Figure C.3.
The double defined elevation angle causes problems when calculating the angles.
Another challenge is that all the angles have to be calculated with respect to the
direction of the loudspeaker in the physical room. The direction of the physical
loudspeaker is set such that the front of the loudspeaker faces the listener, this
direction is defined by quaternion dl.

To calculate the correct angles relative to dl, rotations are applied such that
dl is placed exactly like the system shown in Figure C.3. Reflection loudspeaker
directivity d̄ will be rotated with the same rotations.

In the implementation, dl and d̄ are rotated among the z- and x-axes with proper
angles such that dl has the same orientation as the one given in Figure C.3. This
orientation is denoted by the quaternion dl = 0+j. With the obtained orientation, we
can calculate the angles corresponding to d̄. It is shown in Equation (C.11), where
the two cases for the azimuth angle θ are caused by the double defined elevation
angle φ.
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Figure C.3: Angle definitions loudspeaker.

θ =

atan2
(

d̄y

d̄x

)
, d̄z ≥ 0

atan2
(

d̄y

d̄x

)
+ 180°, d̄z < 0

φ = atan2


√
d̄2x + d̄2y

d̄z


(C.11)

C.2. Difference between channel and received
response interaural crosscorrelation

In the proposed algorithm, an attempt was made to relax the optimization of the
InterAural CrossCorrelation (IACC) of the received responses yL(n) and yR(n) for left
and right ear respectively. This IACC would be replaced by the IACC of the received
channel at the left and right ear given by cL(n) and cR(n) respectively. Here we show
why this method did not succeed.

The received response for the left and the right ear is described by Equations
(C.12) and (C.13) respectively. Here, s(n) denotes the audio stimulus and n is the
discrete time index. Note that the vector notation is replaced with a discrete signal
notation in this section, which simplifies the derivation.

yL(n) = cL(n) ∗ s(n) (C.12)

yR(n) = cR(n) ∗ s(n) (C.13)

Given these definitions, the IACC responses for the received response and the
channel response are given in Equation (C.14) and (C.15) respectively.

yIACC(n) = yL(n) ∗ yR(−n)

= cL(n) ∗ s(n) ∗ cR(−n) ∗ s(−n)

= cL(n) ∗ cR(−n) ∗ s(n) ∗ s(−n)

(C.14)

cIACC(n) = cL(n) ∗ cR(−n) (C.15)

The term s(n) ∗ s(−n) found in Equation (C.14) represents the autocorrelation of
s(n). The autocorrelation is a symmetric signal around n = 0 and the peak of the
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response is located at n = 0. The term cL(n)∗cR(−n) is present in both IACC equations
with the only difference being the addition of the autocorrelation of s(n) in Equation
(C.14). Due to the autocorrelation properties, the assumption was made that s(n) ∗
s(−n) would not have impact on the peak location of the IACC peak. Given this
assumption holds, cIACC(n) could be considered for IACC peak index optimization
instead of yIACC(n).

The abovementioned assumption proved to be too unreliable to be used in the
optimization. An example to show this is given in Figure C.4 and the inequality
is presented in Equation (C.16). In the figure, the inequality is shown with a sim-
ple example. The received IACC response is determined by convolving the audio
stimulus autocorrelation with the channel IACC respone, as per Equation (C.14).
The figure shows that the assumption does not hold in general and throughout the
development of the proposed algorithm it became clear that this assumption is not
reliable enough to be used in the optimization.

argmax
n

yIACC(n) 6= argmax
n

cIACC(n) (C.16)
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Figure C.4: Interaural crosscorrelation difference channel and received re-
sponse. The received IACC response is determined by convolving the au-
dio stimulus autocorrelation with the channel IACC respone, as per Equation
(C.14). The figure shows that the peak index of the IACC response can be dif-
ferent for cIACC(n) and yIACC(n).

C.3. ”Unreachable” target signal
One problemwhen optimizing small time frames is the general shape of the channel
response. The channel response only contains a few significant peaks that will
mainly be used by the optimizer to achieve a satisfying result. A problem with this
is that these peaks only start relatively late, because of this, the desired output
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(a) Due to the near-zero valued samples in
the green unreachable region, the required
response cannot be obtained in this area
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(b) With the addition of a zero block and
slight shift of the channel response, all
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able

Figure C.5: Illustration of unreachable response in MDF framework.

samples before this first significant peak can not be ”reached” by the optimized
signal. This is shown by means of an example in Figure C.5a.

To fix this, the required signal is zero padded with a full block length at the be-
ginning and the first significant channel peak is shifted such that it lays somewhere
around one block length. The downside to this is that the optimization is now done
over three block lengths instead of two. By extra zero padding we still make sure
that the optimized x only has non zero samples in the first two time blocks. The
adjustment of the example in Figure C.5a is shown in Figure C.5b. The definition
of the the required response ȳ ∈ R3Lb×1 is now as given in Equation (C.17) with
0 ∈ RLb×1.

ȳ = [0 Y∗
[ni,ni+1] − Y[ni,ni+1]] (C.17)

C.4. Implementation optimization function
Implementing the proposed algorithm as given in Equation (5.22) requires zero
padding and different definitions for efficient implementation. The optimization
function in Equation (5.22) is repeated with the original variable sizes as described
in Chapter 5. The optimization problem given in Equation (C.18) can be evaluated
given the required responses ȳL ∈ R2Lb×1 and ȳR ∈ R2Lb×1 where Lb is the block
length, the desired InterAural CrossCorrelation (IACC) time delay index τ∗IACC and
the channel responses cL,ns,nl

∈ R2Lb×1 and cR,ns,nl
∈ R2Lb×1 for ns = 1, ..., Ns and

nl = 1, ..., Nl with Ns the number of loudspeakers and Nl the number of optimization
points with nl = 1 the main centre optimization point.
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arg min
s1,s2,...,sNs

0

s.t. ||ĜL(ˆ̄yL − α̂L,1)||2 ≤ c1

||ĜR(ˆ̄yR − α̂R,1)||2 ≤ c2

αIACC,L,nl
(τ∗IACC) > αIACC,L,nl

(n̄b) + c3(1− µIACC(n̄b)), for n̄b 6= τ∗IACC
αIACC,R,nl

(τ∗IACC) > αIACC,R,nl
(n̄b) + c4(1− µIACC(n̄b)), for n̄b 6= τ∗IACC

αIACC,L,nl
= FȲRFαL,nl

αIACC,R,nl
= ȲLFαR,nl

αL,nl
=
∑
ns

W−1ĈL,ns,nl
ŝns

αR,nl
=
∑
ns

W−1ĈR,ns,nl
ŝns

for nl = 1, ..., Nl & n̄b ∈ [−1, 1] ms
(C.18)

In the optimization problem, n̄b = 1, ..., 4Lb − 1 denotes the IACC sample indexes,
W−1 ∈ C2Lb×2Lb denotes the Inverse Fast Fourier Transform (IFFT) matrix, sns

∈
R2Lb×1 for ns = 1, ..., Ns are the loudspeaker signal optimization variables, F ∈ R2Lb×2Lb

is the exchange (flip) matrix, ȲL ∈ R4Lb−1×2Lb and ȲR ∈ R4Lb−1×2Lb denote the toeplitz
matrix of ȳL and ȳR respectively, µIACC ∈ R4Lb−1×1 denotes the upper limit of the
IACC, ḠL ∈ R2Lb×2Lb and ḠR ∈ R2Lb×2Lb are the masking curve matrices with the
masking curve on the diagonal for left and right ear respectively, ||(·)|| denotes the
L2-norm, αL,nl

∈ R2Lb×1, αR,nl
∈ R2Lb×1, αIACC,L,nl

∈ R4Lb−1×1 and αIACC,R,nl
∈ R4Lb−1×1

are optimization variables and c1, ..., c4 are optimization constants.
Implementing this problem in a CVX problem in MATLAB requires a series of

computations that are described here. The main challenges that arise in the im-
plementation is the addition of proper zero padding. The zero padding is required
to make sure the sizes of the variables in the calculations match and also to make
sure that a convolution performed using the FFT does not result in a circular con-
volution. In the following, the size of some variables is redefined and new variables
are introduced that correspond to the implementation used to compute the results.
First a set of general signal definitions is given after which the masking constraint
and the IACC constraint are described.

The optimization variables s1,s2, ...,sNs are implemented by placing the column
vectors underneath each other to form s ∈ R2NsLb×1. This means that all the con-
straints are rewritten to be compatible with this shape. To make sure the speaker
signals do not take a too large amplitude and the results remain stable over mul-
tiple time blocks, the maximum absolute value of the optimized speaker signals is
limited by means of an infinity norm. This simple constraint forces the algorithm
to produce solutions that are closer to the desired signal which is desirable when
considering future time blocks.

C.4.1. Masking constraint
The new definition of the required response as described in Equation (C.17) leads
to a redefinition of the variables ˆ̄yL and ˆ̄yR in the masking constraints in Equation
(C.18). On top of this, some additional zero padding is required before converting
from time to frequency domain to have a compatible size with α̂L,1 and α̂R,1.

The renewed and combined definition of the zero padded ˆ̄yL and ˆ̄yR is given in
Equation (C.19), where 0 ∈ R3Lb×1 is a zeros matrix and W ∈ C6Lb×6Lb is the FFT
matrix.
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ˆ̄y ∈ R12Lb×1 =

W
[
ȳL
0

]
W
[
ȳR
0

]
 (C.19)

Computing a compatible combination of α̂L,1 and α̂R,1 starting from s is a more
challenging task. First the speaker signals must be zero-padded, which is done by
means of the zero-padding matrix defined in Equation (C.20), where ⊗ denotes the
Kronecker product and I denotes the identity matrix.

Zns ∈ R6Lb×2Lb =

[
I
0

]
, I ∈ R2Lb×2Lb , 0 ∈ R4Lb×2Lb

Z̄ ∈ R6NsLb×2NsLb = I⊗ Zns
, I ∈ RNs×Ns

(C.20)

Similarly, the matrix implementing the FFT on all the speaker signals is defined.
It is given in Equation (C.21).

W̄ ∈ C6NsLb×6NsLb = I⊗W, I ∈ RNs×Ns , W ∈ C6Lb×6Lb (C.21)

To complete the response, the channel corresponding to each ear-loudspeaker
pair must be multiplied with the speaker signal. This is done by means of the matrix
given in Equation (C.22), where diag(·) converts the vector into a matrix with the
vector on the diagonal.

ĈL,ns
∈ C6Lb×6Lb = diag

(
W
[
cL,ns,1

0

])
, 0 ∈ R4Lb×1, W ∈ C6Lb×6Lb

ĈR,ns
∈ C6Lb×6Lb = diag

(
W
[
cR,ns,1

0

])
, 0 ∈ R4Lb×1, W ∈ C6Lb×6Lb

Ĉ ∈ C12Lb×6NsLb =

[
ĈL,1 . . . ĈL,Ns

ĈR,1 . . . ĈR,Ns

] (C.22)

To complete the masking curve constraints, the final part is the masking curves
themselves. The masking curve matrices are calculated as ĜL ∈ R6Lb×6Lb = diag(ĝL)

and ĜR ∈ R6Lb×6Lb = diag(ĝR). Calculating ĝL and ĝR is performed according to
Section 2.2 and does not require any further implementation details.

To efficiently implement themasking curve, themasking curvematrices are com-
bined to form the matrix as defined in Equation (C.23).

Ĝ ∈ R12Lb×12Lb =

[
ĜL 0
0 ĜR

]
, 0 ∈ R6Lb×6Lb (C.23)

Given the above defined matrices, the masking curve constraints can be rewrit-
ten to Equation C.24, which is the constraint implemented in the MATLAB imple-
mentation.

||Ĝ(ˆ̄y− ĈW̄Z̄s)||2 ≤ c1 (C.24)

C.4.2. IACC constraint
Implementing the IACC constraints is more involved than the masking constraint
and entails some extra steps. First the audio input signal s needs to be converted
to the perceived response. The difference with the definition of the perceived re-
sponse in the masking curve constraint is that we remain in the time domain.

First, the loudspeaker signals must be zero padded with length Lb, this is done
using the zero padding matrix as given in Equation (C.25).



APPENDIX C. PROPOSED ALGORITHM IMPLEMENTATION DETAILS 86

Zns
∈ R3Lb×2Lb =

[
I
0

]
, I ∈ R2Lb×2Lb , 0 ∈ RLb×2Lb

Z ∈ R3NsLb×2NsLb = I⊗ Zns
, I ∈ RNs×Ns

(C.25)

Convolving all the loudspeaker signals with the ear to loudspeaker channels is
done by the matrix described in Equation (C.26), where the function toep(·) is the
toeplitz matrix defined as given in Equation (C.27) (Note the slight different defi-
nition than the one given in Equation (5.5), a row of zeros is added). As shown, we
do this for all optimization points nl.

CL,ns,nl
∈ R6Lb×3Lb = toep

([
cL,ns,nl

0

])
, 0 ∈ RLb×1

CR,ns,nl
∈ R6Lb×3Lb = toep

([
cR,ns,nl

0

])
, 0 ∈ RLb×1

Cnl
∈ R12Lb×3NsLb =

[
CL,1,nl

. . . CL,Ns,nl

CR,1,nl
. . . CR,Ns,nl

] (C.26)

A = toep(a) =



a(1) 0 0 · · · 0
a(2) a(1) 0 · · · 0
a(3) a(2) a(1) · · · 0
...

...
...

...
...

a(Nb − 1) a(Nb − 2) a(Nb − 3) · · · 0
a(Nb) a(Nb − 1) a(Nb − 2) · · · a(1)

0 a(Nb) a(Nb − 1) · · · a(2)
...

...
...

...
...

0 0 0 · · · a(Nb)
0 0 0 · · · 0


, a ∈ RNb×1, A ∈ R2Nb×Nb

(C.27)
To calculate the IACC, the found responses at the ears must be flipped which is

done by means of the exchange matrix as presented in Equation (C.28).

Ē ∈ R6Lb×6Lb =


0 0 . . . 0 1
0 0 . . . 1 0
...

... . .
. ...

...
0 1 . . . 0 0
1 0 . . . 0 0

 ,

E ∈ R12Lb×12Lb = I⊗ Ē, I ∈ R2×2

(C.28)

To convolve the responses at left and right ear with the required response to ob-
tain the so defined left and right IACC’s is done by means of the required response
convolution matrix as presented in Equation (C.29)

ȲL ∈ R12Lb×6Lb = toep (ȳL) ,

ȲR ∈ R12Lb×6Lb = toep (ȳR) ,

Ȳ ∈ R24Lb×12Lb =

[
ȲL 0
0 ȲR

]
, 0 ∈ R12Lb×6Lb

(C.29)

For clarity, we flip one of the IACC responses to make sure that both IACC re-
sponses have the same axes system. This is done using the flip matrix as presented
in Equation (C.30). After this operation, both IACC responses are given such that
a time delay index to the left of the zero delay index corresponds to a source per-
ceived from the left.
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F =

[
Ē 0
0 I

]
, 0, I, Ē ∈ R12Lb×12Lb (C.30)

With all the above mentioned matrices, we are able to calculate the left and right
IACC. To convert this IACC into a proper constraint, first the desired time index
of the IACC peak must be determined. This is done by finding the time indexes
of the peak value of the IACC computed with solely the required response. For
convenience we define a left and right peak time index τ∗L,IACC and τ∗R,IACC but in
practise they are the same.

The range of interest in the IACC is given by [−1, 1] ms. Translating this to dis-
crete samples results in a small range of 2LI samples. For fs = 16000, LI = 16 (we
force 2LI to be even for convenience although this is not correct).

In the constraints we wish the IACC at τ∗L,IACC and τ∗R,IACC to be larger than the
other samples in the response in the range of interest(µIACC is added later in the
implementation). To do this, we use the difference matrix as presented in Equation
(C.31), where δ[·] is the discrete impulse response function, nI = −LI , ..., LI and 1 is
a ones vector. Do note the drastic decrease in vector size after the multiplication
with this matrix.

DL ∈ C2LI×2LI = −I+ δ[nl − τ∗L,IACC]
T ⊗ 1, I ∈ R2Li×2Li , 1 ∈ R2Li×1

DR ∈ C2LI×2LI = −I+ δ[nl − τ∗R,IACC]
T ⊗ 1, I ∈ R2Li×2Li , 1 ∈ R2Li×1

D ∈ R4Li×24Lb =

[
0 DL 0 0̄

0̄ 0 DR 0

]
, 0 ∈ R2Li×6Lb−Li , 0̄ ∈ R2Li×12Lb

(C.31)

In order for the IACC constraint to hold, the resulting vector must only contain
non-negative values. Including the IACC upper limit µIACC ∈ R2Li×1, as defined and
determined by means of Equation (5.10), is done by stating that the resulting vector
should be larger than the one given in Equation (C.32).

µ ∈ R4Li×1 =

[
1− µIACC

1− µIACC

]
, 1 ∈ R2Li×1 (C.32)

Combining all, the IACC constraint can be implemented for each optimization
point nl by means of Equation (C.33) and expanded to include all the optimization
points nl as presented in Equation (C.34).

DFȲECnl
Zs ≥ µ (C.33)

 DFȲEC1Zs
...

DFȲECNl
Zs

 ≥

µ...
µ

 (C.34)

To finalize, the optimzation problem used in the implementation defined in terms
of the constraints described above is given in Equation (C.35).

argmin
s

0

s.t. ||Ĝ(ˆ̄y− ĈW̄Z̄s)||2 ≤ c1

||s||∞ ≤ c2 DFȲEC1Zs
...

DFȲECNl
Zs

 ≥

µ...
µ


(C.35)
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