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1
INTRODUCTION

1.1. PROCESS OUTLINE
Carbon dioxide is a by-product of many industrial operations around the world, includ-
ing the burning of fossil fuels (oil, gas, coal) in power plants, steel works and the man-
ufacturing of cement. The release of CO2 into the atmosphere has an adverse impact
on the environment. One approach to keep carbon emissions under control is to de-
velop safe and continuous methods for CO2 Capture and Storage (CCS). The possible
mitigation techniques are the immobilization and safe disposal of CO2 underground in
porous strata: saline porous reservoir rocks (deep underground rock formations satu-
rated with saline fluids), coal formations and principally depleted oil and gas reservoirs
can be used for efficient storage of CO2. The immobilization and safe disposal of CO2

may occur by the following mechanisms (Fig. 1.1): (1) trapping below an impermeable
layer; (2) dissolution in the in-situ formation fluids; (3) capillary trapping as an immobile
phase confined in the pores of the reservoir matrix; (4) adsorption onto organic matter
in coal and shale; (5) and mineral carbonation.

In the Netherlands, in 2001, substantial interest in environmental protection, espe-
cially the mitigation of the greenhouse gases, resulted in the establishment of a national
R&D program for CO2 capture, transport, and storage called CO2 Afvang, Transport en
Opslag (CATO 1 and 2). The first phase of the CATO program focused on technical, eco-
nomical, societal and ecological issues related to CCS as a contributor to a more sus-
tainable energy system. "CATO has developed into a successful research network in the
Netherlands and has become the Dutch national CCS program. It should be noted that
this was not the original intention, but through the nature of the activity, CATO has initi-
ated numerous CCS projects in the Netherlands that are now highly relevant to the new
national Dutch policy on climate change, where CCS is recognized as an important ele-
ment. CATO is therefore a ’gift to government’ and has established a much-needed basis
of a national capability in CCS. CATO is well linked to CCS research activities interna-
tionally and, especially, in Europe. It is one of the few national European CCS programs
covering the entire CCS chain. The active participation of industry, research institutes

1
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Figure 1.1: (a) Graphical representation of terrestrial and geological sequestration of CO2 emissions [1]; (b) Oil
trapped in the pore spaces after secondary recovery.

universities and NGO’s makes CATO a powerful consortium which is similar in nature
to the highly influential Zero Emission European Union Technology Platform" (Interna-
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tional review committee, 2007). The second phase of CATO focuses on research and an
integrated development in five subprogram lines: CO2 capture; transport and CCS chain
integration; subsurface storage of CO2 and monitoring storage; regulation and safety;
and finally, public perception.

The thesis research is a part of the CATO2 storage activities and particularly con-
cerned with storage of CO2 in depleted oil reservoirs, i.e. oil reservoirs which were sub-
ject to primary production and secondary extensive water flooding. In the early life of
an oilfield, oil is produced either by pumping or due to natural pressures present in the
formation (primary recovery). When pressure is too low to force oil to the surface, wa-
ter injection is applied for maintaining pore pressure (secondary recovery). The recov-
ery factors of combined primary and secondary recovery typically vary between 40 and
60% [2]. Water flooding performance can be affected by the reservoir factors, such as
heterogeneity, connectivity in the porous matrix, and by interactions between injected
and in place fluids, like the mobility ratio [3]. Therefore, techniques that modify the fluid
properties, or influence the rock-fluids interactions, have to be applied to increase oil
production. Such techniques belong to the Enhanced Oil Recovery (EOR) category. CO2

flooding is one of such EOR techniques, involving a transfer of CO2 into the oil phase,
and, as a result, induces volume increase, viscosity, and interfacial tension reduction. It
offers an advantage, i.e. high miscibility with light oil at relatively low minimum misci-
bility pressures. However, the main disadvantage is that the differential buoyancy of CO2

and oil impose gravity separation and, in the worst case, CO2 leakage from the storage
reservoir upwards into groundwater and finally to the surface. Therefore, dissolving CO2

in water and creating sparkling water (carbonated water) as a recovery enhancing agent,
has the potential to minimize issues arising during CO2 flooding.

The main objective of all CCS EOR projects is an optimal oil recovery together with
effective storage of CO2 in the final stage of the injection process. Whereas the CO2 flood-
ing process requires a continuous source of large volumes of CO2, the above-mentioned
technique, called carbonated water flooding (CWF), requires small volumes of this gas.
Moreover, CWF has two additional advantages over pure CO2 flooding: (1) Related to
oil recovery: At specific pressure–temperature (P-T ) reservoir conditions, CO2 primarily
dissolved in water and further transferred to an oil phase. So, the CO2 front advances
more gradually than the water front [4]. Further, the dissolution of CO2 in the oil phase
increases oil mobility. The oil volume expansion and viscosity reduction have an in-
fluence on the oil relative permeability increase and enhancement of oil mobility. As a
result, firstly CWF has better sweep efficiency than gas due to the comparable viscosities
of CW and oil and secondly, there is a much better flooding (Fig. 1.2) due to the lower
mobility and density contrasts [5]; (2) Related to geological storage: CO2 cannot escape
from the formation as it is dissolved in water under in-situ P-T and thus cannot rise to
the surface.

From a technical point, at the field scale, the injectivity rate of CO2 (for CW) improves
over water, but it is expected to be lower than for pure CO2 flooding, resulting in a slower
response of oil in the reservoir (i.e., swelling and viscosity reduction). In contrast to water
flooding, for both CO2 and CW flooding the corrosion of carbon steel facilities, due to
the formation of carbonic acid, might be an issue additionally leading to asphaltene and
paraffins. Subsequently, reservoir and pipeline blockage can be expected.
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Figure 1.2: Schematic illustration of the oil sweep efficiency in a 2-D cross-section of a typical reservoir: (a)
CO2 flooding (b) CWF [15].

From an economical point of view, the trends of cost and profits of the coupled EOR-
CCS projects fluctuate. An example of the costs and profits of CO2/CW-EOR investment
is shown in (Fig. 1.3). To balance the high up-front, operating and production costs and
to improve the financial feasibility, tax incentives were introduced [7]. As a result, cash
flow improvement can be obtained.

1.2. CARBONATED WATER FLOODING – HISTORY
The CWF process is known under the names ’soda pop drive’ and ’fizzy water-flooding’.
It was introduced in the 1940s and since then the initial theoretical and experimental
studies were conducted at core scale: (1) in sand-packs and (2) in intack rock samples
at various operating P-T conditions (e.g. [3, 4, 8–16]). An elaborate literature review
was given by Mosavat (2014) [15]. In 1951 Martin studied the impact of natural gases,
organic components and wetting agents on CWF oil recovery and reported that CWF
reduced the initial oil saturation by about 12% [8]. Successive coreflood experiments by
Johnson et al. (1952) that studied the effect of CWF on oil recovery observed an increase
in the recovery factor by 15% to 25% and Holm (1959) reported 19% and 21% of recovery
improvement [10]. Panteleev and Tumasyan (1972) showed that CW imbibition led to an
11% increase of oil recovery compared to water imbibition.

In the intervening time, the CWF process and the imbibition mechanisms by CW
were studied theoretically [4, 17–19]. More recent, Sohrabi et al. (2000) simulated core-
scale CW floods and further validated the results with experimental data. They reported
a lack of consistency between experimental and simulated by a commercial numerical
software (Eclipse) recoveries [20]. In 2008 Sohrabi et al. confirmed increased oil recov-
ery by CWF both as a secondary and tertiary recovery method [21]. They proved that the
mechanisms controlling oil recovery in CWF include sweep efficiency due to a volume
increase of the isolated oil ganglia with the resulting fluid redistribution. Riazi and co-
workers (2011) proposed a theoretical approach to simulate the pore-scale behavior of a
model oil exposed to direct and indirect contact with a CO2 source [22]. Moreover, the
process of the mass transfer was studied by conducting a series of sensitivity analysis on
relevant variables. Mosavat and Torabi (2014) increased the number of free parameters
and conducted CWF laboratory experiments in unconsolidated, artificial sand-packs at
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Figure 1.3: Example of CO2/CW-EOR expenditure and revenues (after [6]).

different operating conditions using light-oil samples [23]. They found out that the effi-
ciency of CWF is mainly dependent on the temperature of the system and the injection
pressure. Moreover, in good agreement with Sohrabi et al. [20], they reported an in-
cremental secondary and tertiary recovery. Ahmadi et al. (2016) showed, by core flood
experiments and field scale numerical analysis, the optimal performance of oil recovery
at the concentration of 3.2 mol% and injection rate of ∼0.101 m3/s [16]. Additional refer-
ences on parameters in the previous paragraphs are discussed in the following chapters.

1.3. CARBONATED WATER FLOODING - THEORY
CWF models were developed based on the Buckley and Leverett theory [24]. De Nevers
made the following extended assumptions [4]: (1) there is no dissolution of oil in water
or vice versa; (2) the formation pressure is high enough that all CO2 will be dissolved;
(3) the oil and water are in equilibrium at any location where CO2 is present; (4) lack of
mass diffusion of CO2 in the direction of the flow. The movement of CO2 occurs due to
the flow of oil and water phases and is not a result of diffusion within the two phases.

The solution obtained by De Nevers with the method of characteristics is presented
in Figure 1.4. The CWF process is compared to plain water injection by presenting data
for a cumulative oil and CO2 production, the water saturation, and the CO2 concentra-
tions in the reservoir. In Fig. 1.4a the primary propagation of the water with a constant
CO2 concentration (G–E) can be observed. At this stage, the water saturation is much
higher for the CWF (Fig. 1.4b) producing a larger volume of oil. It can be confirmed by
a formation of an oil bank without CO2 (C–B). The carbonated stage is indicated by the
E–C section. In Figure 1.4c, the cumulative production of CO2 is discussed, where the
total volume of CO2 injected is represented by projecting point D on the y-axis. At the
same time, point D denotes the end point of the CO2 production. The cumulative oil
production from both scenarios is presented in Figure 1.4d. It is visible that the total oil
recovery is higher for CWF. The oil recovery exhibits a similar trend till reaching point B,
where an increase in oil production starts for CWF. De Nevers, in his study, explained the
above difference in terms of two processes: (1) oil volume increase due to mass transfer
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and dissolution of CO2; (2) oil shrinkage due to a plain water flood following the CWF.
After CWF the injected pure water removes CO2 from oil causing oil shrinkage.

1.4. OUTLINE OF THE THESIS
The background of the thesis is related to the fact that the efficient implementation of
CWF in the field requires an examination and understanding of the physical and dynam-
ical processes, and of the associated phenomena that occur during CWF into porous
systems containing brine and oil. Moreover, this thesis focuses on the importance of
conducting CWF studies in the scope of CO2 injection in order to determine similarities
and differences, and related advantages and disadvantages of CO2 over CW.

The thesis consists of four separate studies that cover research on (1) fluid–rock inter-
actions, i.e. electrokinetic phenomena, which is investigated via zeta potential and po-
tentiometric titration measurements; (2) fluid-fluid interactions or fundamental mech-
anisms that control mobilization and recovery of residual oil, i.e. molecular diffusion of
CO2 from CO2 rich source (carbonated water/CO2) into oil, (3) fluid–fluid–rock interac-
tions: thermodynamics, coupled flow and mass transfer via core flooding experiments,
and; (4) a detailed study on Bentheimer sandstone as being the reference reservoir rock.
It is conducted by qualitative and quantitative laboratory and theoretical analysis (rock
characterization). A graphical overview of the research is presented in Figure 1.5.

The research program starts with the definition of a reference porous system of Ben-
theimer sandstone through spatial characterisation of the matrix, mineral distribution
and pores (Chapter 2). The sandstone was used for all experiments as the model reser-
voir rock, because of its lateral continuity and homogeneous nature at block scale (me-
ters) and core scale (centimeters). In addition, it was chosen as a most promising can-
didate, because over the years researchers have been using it to investigate reservoir re-
lated matters ranging from passive and active properties of oil/gas/water/rock interac-
tion and processes to flow and transport. The chapter evaluates the sandstone proper-
ties and their characteristics to advance understanding on the presence of mineral ac-
cessory and the grain surface physical and electrical transport properties.

Chapter 3 is dedicated to understanding and assessing the effect of the accessory
constituents besides quartz (clays, feldspars, carbon and oxides) on the physical and
electrical transport properties. Fluids, especially formation water, CW and CO2, cause
geochemical reactions such as dissolution and recrystallization that lead to changes in
mineralogy and by that matrix structure. They modify fluid flow path characteristics and
electrical response.

Successively, conducting detail interpretation of Bentheimer matrix and determin-
ing the role of particular constituents, the focus in Chapter 4 is on rock-fluid interaction.
The relation between the efficiency of CWF (both oil recovery and CO2 trapping) and
the sensitivity of the reservoir minerals to variations in properties of the reservoir flu-
ids is studied. This phenomenon depends on changes in the rock surface charge and
wettability, which is a function of the film stability between rock surface and oil. There-
fore, Bentheimer sandstone surface charge behavior in an aqueous solution (water and
brine), with and without CO2 are presented.

In the next two chapters interaction occurring between fluids (oil/water/CO2) in the
zones of relatively low flow are discussed. As a reference, the performance of fluids dur-
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Figure 1.5: Scope of the research presented in this thesis.

ing CO2 floods in stagnant geometries is necessary for further analyzing studies on CW.
In Chapter 5, I evaluate and compare three different CO2 injection scenarios introduced
after water flooding. To mimic the stagnant zone, a glass micromodel with a single dead-
end pore placed down was designed. After defining its geometry, the efficiency of the
processes in relation to oil recovery and CO2 storage was studied. Additionally, the in-
fluence of the nature of the flow and the oil volume in the system geometry was investi-
gated.

In Chapter 6, having the knowledge of fluid behavior at different densities ratios and
at various flow rates from Chapter 5, I investigated the phase behavior of the CW-oil
system in indirect pore-scale diffusion experiments. In essence, swelling of oil due to
CO2 diffusion under P-T conditions was recorded and visualized over time. In addition,
a mathematical model was developed with Comsol MultiphysicsT M that explains the
processes observed in the experiments. The results predicted by the model were linked
to the results obtained during the experiments to determine the diffusion coefficient.

Chapter 7 involves the mechanisms controlling the oil displacement and CO2 se-
questration, the interaction between pore and the matrix system, and between the flow
and phase equilibrium. For this purpose, a series of CO2 and CW flooding experiments
were conducted and I injected CO2/CW as a 2nd stage EOR action after water flooding
while monitor and measure CO2 in the system. This chapter explains three phase trap-
ping mechanisms and shows results on the CO2 phase behavior with various injection
flow rates. Finally, I present the overall conclusions of this thesis in Chapter 8.

Note from the author: This text includes published papers in reviewed journals and
scientific conferences. Consequently, the reader may find similar texts and sentences in
some parts of the thesis.
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2
GENERAL ROCK

CHARACTERIZATION

BENTHEIMER SANDSTONE
Bentheimer sandstone outcrop samples are ideal for laboratory studies due to their lateral
continuity and block scale homogeneous nature. Over the years they have been used to in-
vestigate reservoir topics ranging from passive and active properties of oil/gas/water/rock
interaction and processes to flow and transport. This chapter shows an evaluation of Ben-
theimer sandstone properties and their characteristics to advance the understanding of
the mineral accessory and the physical and electrical transport properties. On the basis
of the nature of depositional environments and diagenesis, we measure and characterize
spatial attributes of the matrix, mainly by qualitative analysis, laboratory and stereolog-
ical measurements and statistical 2D/3D reconstructions. The main contribution of this
chapter is the impact of mineral composition on the petrophysical quality and block scale
homogeneity of the reservoir. With 3D techniques, reconstructions of the new rock grain
framework pore structures were created. Based on measurements, a review of literature
data and interpretation of variation between the outcrops and flow relevant parameters,
we conclude that Bentheimer sandstone is a rock that shows a constant mineralogy and is
largely free of paramagnetic impurities. In accordance with the results of 3D reconstruc-
tions techniques and in line with the depositional settings, they show a well-sorted grain
framework and a pore network that can be used to calculate the permeability and resis-
tivity without conducting any direct laboratory measurements of either parameter. Based
on our work and the literature, it is found that a high permeability, together with similar
distribution of pore throats and bodies, makes the sandstone an attractive and easy ob-
tainable candidate for comparative experimental studies. Moreover, we state by compar-
ing various techniques, that the efficiency and resolution accuracy of the applied method
must be taken into consideration when planning the measurements.

This chapter has been published as: Anna E. Pęksa, Karl-Heinz A.A. Wolf, Pacelli L.J. Zitha, Bentheimer sand-
stone revisited for experimental purposes, Marine and Petroleum Geology, Volume 67, November 2015, Pages
701-719, ISSN 0264-8172, http://dx.doi.org/10.1016/j.marpetgeo.2015.06.001.
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NOMENCLATURE
A Area, m2

C Constant associated with the tortuosity, [-]

D Diameter, mm

∆n Dissolution rate, mmol

E Young’s modulus, GPa

F Faraday constant, C/mol

γ Surface tension of the liquid surface, J/m2

K Permeability, D

K0 Kozeny constant, [-]

L Height, mm

Le /L Tortuosity, where Le is the effective length and L the curved length, [-]

M Mass, g

v Poisson’s ratio, [-]

P Pressure, Pa

p Perimeter, mm

ϕ Effective porosity, [-]

r Radii of curvature, m

R Ideal gas constant, J/K mol

ρ Bulk density, kg/m3

S Saturation [-]

Ss Specific surface, m/m2

ς Charge, C/m2

σ Stress, MPa

T Temperature, K

V Volume, m3

SUBSCRIPTS
a Area

Ave Average

b Pore body

g Grain

max Maximum

m Molar

p Pore

r w Residual water

s Surface

sol Dissolution

st Standard

t Tangent

v Vapor

w Water
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ABBREVIATIONS
ASTM American Society for Testing and Materials Standard Documents (+reference code)

BET Brunauer-Emmett-Teller

BS Bentheimer sandstone

CO2 Carbon dioxide

CT Computed tomography

FS Fresh core samples

FSQ Fresh core samples collected at different locations of the Romberg Quarry

GM Gravimetric method

H+ Hydrogen ion

H2O Water

HCl Hydrogen chloride

IS Intermediate core samples

Max Maximum

µCT Micro-CT scanner

N2 Nitrogen

NaCl Sodium chloride

NaOH Sodium hydroxide

OS Old core samples

PZC Point of zero charge

SEM Scanning Electron Microscope

STD Standard deviation

STP Standard Test Procedure

TS Thin section

UP Ultra Pycnometer

XRD X-ray Diffraction

XRF X-ray Fluorescence
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2.1. INTRODUCTION
Bentheimer Sandstone (BS) is a shallow marine formation deposited during the Lower
Cretaceous located on the border between the Netherlands and Germany and outcrop-
ping in Bentheim. BS forms shallow oil reservoirs between Enschede and Schoonebeek
[1–6]. The sandstone is considered an ideal sedimentary rock for reservoir studies due
to its lateral continuity and homogeneous block-scale nature. Both in its natural ap-
pearance and thermally treated, it has a limited number of minerals, a constant grain
size distribution, porosity, permeability and dielectric values, which makes it suitable
for standard laboratory experiments and the associated comparison with existing the-
ory [7, 8]. Therefore, Bentheimer sandstone is used to investigate a variety of reservoir
topics, ranging from passive and active properties of oil recovery processes to flow and
transport in the groundwater zone and environmental remediation. Researchers have
often used Bentheimer sandstone in energy production studies and related processes
such as geothermal energy [9–12] and geological storage of carbon dioxide [13–19]. The
homogeneity and isotropy of rocks have a strong relation to the propagation of under-
ground fluids. The major characteristics that are responsible for sandstone’s homogene-
ity and isotropy at the small scale relate to grain size distribution, the orientation of the
mineral grains/pores along a preferential direction [20], porosity and permeability - and
even for samples obtained from different locations, the lack of mineral dissolution and
precipitation processes, that may increase the anisotropy and effectively decrease the
connectivity. At field scale, the homogeneity of the reservoir can be related to layer-
ing [21], the existence of clay minerals in the zones of shear [22], and the preferred align-
ment of fractures and faults.

In this study, we examine the degree of block-scale homogeneity of the sample for
conventional experiments and for the more recent types of experiments (i.e. wettabil-
ity and electrokinetic studies). The objective is to conduct and analyze the Bentheimer
sandstone parameters and further to compare them to the literature data. Knowing de-
positional environments and diagenesis, we measure and characterize spatial attributes
of the matrix, mainly by qualitative analysis, laboratory and stereological measurements
and statistical 2D/3D reconstructions. In addition, we focus on the grain size distribu-
tion by using a micro-CT scanner and on the surface charge profile of Bentheimer sand-
stone with emphasis on the role of hematite and goethite.

This study was conducted at three different scales: (1) site scale (outcrop investiga-
tion); (2) laboratory scale (standard core testing); (3) microscopic scale (optical micro-
scope, electron scanning environmental microscope), and computed micro-scale (micro-
CT and medical-CT scanner). In addition, the dielectric behavior of the sandstone is
considered as a measure for the definition of impurities in the quartz-rich sandstone,
as this information, for instance, is important in wettability studies for enhanced oil re-
covery and CO2 storage. The research starts with the introduction of geological settings,
variations on the environmental interpretations between the outcrops and, where pos-
sible, flow relevant parameters. Here, primarily core measurements are considered, as
they provide input data to classical reservoir evaluations and possible spread in data.
Uncertainties in macroscopic reservoir characterization may originate from uncertain-
ties in core data and consequently, a more detailed microstructure characterization of
Bentheimer sandstone was performed. The microstructure has a significant effect on
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bulk physical properties such as permeability, mechanical behavior (elastic moduli, re-
laxation times), electrical conductivity and heat capacity. For that reason, we conducted
XRD and XRF analysis and gathered the data from previous studies (to make a com-
parison of mineral composition) [4, 5, 23–26]. A mineral distribution, based on mole-,
weight-, and volume-percentage, was calculated as a synthetical composition [27].

Furthermore, new, polished thin sections were used to verify the XRD/XRF-results by
petrography. Considering that grain and pore size are significant variables contributing
to permeability, the grain and pore size distribution and mineral distribution were an-
alyzed for a more detailed description of the rock. For that purpose, the 2D grain size
distribution obtained from polished thin sections was reconstructed into a 3D distribu-
tion. Additionally, a series of micro-CT scans and regular CT scans were performed to
reconstruct 3D grain diameter and pore throat/bodies distributions, where the results
on mineral spread, porosity and permeability were compared with results obtained with
different techniques.

Moreover, the rock’s physical and chemical properties are affected by the surface
charge. This is a property of Bentheimer sandstone in contact with the electrolyte so-
lution, since it controls adsorption/adhesion from the electrolyte [28]. The surface re-
actions and the concentration of the "potential determining ions" are essential to de-
termine the interfacial behavior. In addition, the effects of clay minerals and iron ox-
ides/hydroxides may cause "contradictory" results but can be quantified. The specific
surface area, a parameter necessary for the correct interpretation of the electrical be-
havior of Bentheimer sandstone, was measured using the nitrogen adsorption method.

The main contribution of this chapter is to combine all the determined petrophysical
properties with the mineral composition of Bentheimer sandstone. The 3D reconstruc-
tion of the rock’s grain and pore structure gives an irregular network that represents the
flow path and that can be used to predict permeability and resistivity (conductivity of
rock) without conducting any direct laboratory measurements of either parameter.

2.2. LITERATURE OVERVIEW
Over the past 50 years, the Bentheimer sandstone has been characterized by several Ger-
man authors [2–5, 29]. They have investigated, interpreted and summarized basic geol-
ogy, structural setting, lithology and depositional environments of the Bentheimer sand-
stone. Correlations of sedimentary facies, diagenetic features and reservoir modeling
were executed by Swedish scientists [30, 31]. Moreover, Wonham et al. (1997) assessed
the reservoir characteristics of the Bentheim sandstone at the outcrop in the Bad Ben-
theim area and in the subsurface in the Rühlermoor field [32]; Mutterlose et al. (2000)
described the distribution and regional settings of the formation [33] and recently Dube-
laar et al. (2015) characterized the geology and petrophysics of it as a building stone [1].
However, in prior works, the main focus was either on geological and paleontological
settings or on a certain parameter like, porosity and permeability [34–39], mineral com-
position [4, 5, 23–26], as well as pore throat/bodies size distribution, that is described
extensively and in much detail.

Over the past decades, many permeability measurements have been performed with
the same Ruska permeameter [24, 26, 27]. Bentheimer sandstone, as a whole, was con-
sidered in experimental and modeling work focusing on its bulk behavior. Only the
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grain and pore aggregates, and not the grains and pores themselves, were taken into ac-
count [40–46]. Now, CT scanning, MRI and confocal microscopy are increasingly applied
when studying the rock/fluid/gas-oil behavior of permeability, capillarity and wettabil-
ity in greater detail. Image analysis methods are able to distinguish spatial matrix and
pore properties at micrometer scale [47–52]. Grain/pore size and pore throat distribu-
tion, pore coordination numbers and specific pore space and surfaces can be more ac-
curately calculated at micro- and nano-level. Minerals can be assigned to volumes and
coordinates in a sample, so that petrophysical parameters, such as dielectric constants,
can be calculated.

Other data, such as gain size distribution, mineralogical content and/or mechanical
behavior, can be found in the literature, but mainly as additional information provided
by the author as a background to conducted research. Researchers were determining
particular properties of Bentheimer sandstone, while conducting investigation on oil re-
covery [17, 35, 38, 43, 46, 50, 53–79], formation of gas hydrates [18, 42, 45, 80], distribu-
tions of fluid velocities [81].

2.3. GEOLOGICAL SETTING
The description of the physical properties of Bentheimer sandstone requires a good un-
derstanding of the depositional and diagenetic history. The physical properties are a
function of provenance, transport depositional environment, and any diagenesis that
took place.

Bentheimer sandstone occurs in the southwestern part of the Lower Saxony Basin
(Fig. 2.1) and outcrops along the east of the Dutch-German border, within the area out-
lined by Meppen, Adorf, Nordhorn, Bentheim and Ochtrup [3–5, 29–33, 82, 83]. It be-
longs to the late Early Valanginian of the Lower Cretaceous [5] and was deposited in
one of the Lower Cretaceous basins to the north of the London-Brabant Massif and the
Rhenish Massif. According to Dubelaar et al. (2015), for the duration of Valanginian
times, a slow eustatic sea-level rise caused flooding of the Lower Saxony Basin [1]. As
a result, marine conditions were established, which is proven by the presence of am-
monites Platylenticeras [33]. The Valanginian age deposits are distributed preferentially
along salt anticlines [84]. The overall consensus is that the initial Valanginian trans-
gressions (in the early and the earliest late Valanginian) progressed from the southern
North Sea through the East Netherlands High to the eastern parts of the Altmark-Fláming
Basin. As a result, the main marine offshore sedimentation took place in the area of
the Emsland Basin. Based on palaeoecological and palaeobathymetric studies, during
regressive-transgressive Valanginian cycles, the progression of two sandstones (the Ben-
theim and the Dichotomites) occurred into the basin as the intercalated fragments of a
thick deposition of marine claystones.

These sandstones are hundreds of kilometers long and few kilometers wide barrier
sand and form a rim around the Lower Saxony Basin (Fig. 2.1). The hinterland sources
consist mainly of Bunter sandstone from the Munsterland Block, the Rhenish Massif and
the Friesland High [83]. In accordance with micropalaeontological data, the Bentheim
Sandstone was deposited from the upper part of the Lower Valanginian to the lower-
most Upper Valanginian. The formation is a sequence of massive shallow marine sand-
stones deposited in a deltaic to inner/middle-neritic setting. The abundant coarse clasts
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Figure 2.1: (table) The lithostratigraphic and sequence stratigraphic division of the Valanginian in Emsland
area [33]; (map) Sedimentary interpretation of the Lower Cretaceous and Bentheimer sandstone environment,
revised after [33], [83] and [85].
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Figure 2.2: The lithographic units in the Gildehaus-Romberg quarry. It represents three visibly different units of
the Bentheim formation. Unit I represents the Lower Bentheim sandstone; Unit II represents the intermediate
Romberg - fine sandy shaly layer (∼4 m). Unit III is Upper Bentheim sandstone.

and lignite fragments are indications of a high-energy, near-shore depositional environ-
ment [33]. The Bentheim sandstone overlies the Bentheim Claystone Member. Locally,
in the absence of the Bentheim Claystone Member, the lower boundary of the formation
has unconformable conditions due to contact with the Coevorden Claystone Formation
(Niedersachsen Group). At the top, Bentheimer sandstone is conformably overlain by
the Ruinen Member of Vlieland Claystone Formations, which consists of a thin sequence
of fossiliferous claystones topped by thin silt or sandstones. In the absence of the Ruinen
Member, due to palaeogeographically elevated settings, it is covered by the Westerbork
Member, which belongs to Vlieland Claystone Formations and is represented by glau-
conitic claystones to marls with marine fauna. The transition of Bentheimer sandstone
towards the east into the Vlieland Claystone Formations (marine shales) created strati-
graphic oil traps (the Bramberge Field) (Fig. 2.1).

Since the 11th and 12th centuries, Bentheimer sandstone has been mined in Ben-
theim county in 22 quarries. All outcrops located in the Emslands area are associated to
east-west striking salt anticlines [32]. Today, it is excavated mainly at two locations: (1)
in the Romberg Quarry in Gildehaus, where the beige-colored sandstone with the brand
name "Gildehaus" can be found; (2) next to Bentheim, south of the Romberg Quarry,
where outcrops are rich in the characteristic reddish sandstone that exists under the
name "Bentheim".

In our work and in previous studies [4, 5, 23, 24, 26, 30, 31, 40, 43, 44, 48, 86–89], type
locality was sampled in the Romberg Quarry. Essentially, more descriptive information
about the lithological units in which the samples originated is included.
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A first attempt at a unit - lithographic interpretation of the Bentheimer Formation
was reported in [4] and [32] completed the division of this formation. Bentheimer sand-
stone was divided there into three different lithographic units (I-III) that can be dis-
tinguished by rock mass classification and, in our case, by variation in color and by
the strength of the grain framework (friability) (Fig. 2.1 and Fig. 2.2). Unit I - Lower
Bentheim Sandstone, deposited under high energy conditions, consists of large cross-
bedded units. It was subdivided by [32] into four subzones: (1) at the bottom, the Lower
bioturbated zone with thick sands at the bottom; (2) the Basisbank with a bioturbated
zone (12 m); (3) a Heterolithic facies with several thin layers (∼1 m) intercalated by thin-
ner shale layers, and (4) at the top, the "Haupt sandstein" or main sandstone (∼20 m),
a barrier sand with low angle stratifications, deposited by currents parallel to the coast.
Unit II represents Romberg Shale, a fine sandy shaly layer (∼4 m) [5], showing the re-
sults of intense bioturbation (i.e., Arenicolites, Skolithos, Ophiomorpha) [90]. Unit II is
overlain by the Upper Bentheim sandstone that was deposited under lower energy con-
ditions.

The samples, normally used in laboratory work, originate from Unit III. Note, that
the framework mineralogy of Bentheimer sandstone at the field scale can to some ex-
tent vary with increasing burial depth, temperature and circulation of acidic fluids, orig-
inating from the maturation of hydrocarbons. Moreover, in the near geological history,
groundwater and glacial effects may have changed the sandstones, resulting in leaching
of K-feldspars and limestone and further creation of secondary porosity. Therefore, the
samples from the Romberg Quarry are less representative of the same reservoir under
in-situ conditions.

2.4. MATERIALS
In the past 50 years, Bentheimer sandstone characteristics were studied around the world
and in the TU Delft laboratory. Porosity, permeability, grain size distribution, pores bod-
ies and throat distribution, etc., were obtained from laboratory measurements on plugs,
from statistical reconstruction of 2D thin section images and high resolution X-ray mi-
crotomography (micro-CT scans) [4, 5, 24, 42, 47–49, 51, 52, 87, 91–95]. The mentioned
methods partly cover each of the spatial and petrophysical parameters, i.e., pore and
grain size distribution and porosity.

2.4.1. SAMPLE MATERIALS
For this study four series of samples with different dates of origin were used:

• Old core samples (OS) - collected at the Romberg Quarry in 2007;

• Intermediate core samples (IS) - collected at the Romberg Quarry in 2012;

• Fresh core samples (FS) - collected at the Romberg Quarry in 2013;

• Four fresh samples were collected at 4 different locations of the Romberg Quarry:
FSQI-IV (Fig. 2.3a).

The samples of Bentheimer sandstone (type Gildehaus) were collected from the Romberg
Quarry in Gildehaus (the Bentheim 3 member). They were gathered at various times and
used during experimental work over the past ten years. The sets of laboratory cores and
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Figure 2.3: (a) Sample locations in the Gildehaus-Romberg quarry FQI-IV. (b) Representation of the rock sam-
pling of Bentheimer cores and thin sections. The yellow colors are the fluorescing dye in the pores.
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blocks were drilled in the quarry samples, but according to the specifications required for
the various measurement programs (Fig. 2.2 and Fig. 2.3). The variation in data collec-
tion over the years and the use of different wet/dry porosity/permeability measurements
made use of the statistical "iterative sampling" approach for an unbiased conclusion.

2.4.2. SAMPLE TEXTURES, STRUCTURES AND MINERALOGY
Thin sections (Fig. 2.3b): For texture characterization of the grain framework and pores,
samples were impregnated with a blue dye or fluorescent resin. Thereafter, they were
used for the preparation of glass covered and polished thin sections. The advantage of
polished, uncovered thin sections is the highly reflective surface and absence of the in-
terfering effects of glass plates, i.e., a sharper boundary between pores and grains can be
distinguished. The thin sections are used to qualify and quantify mineral content (grain
framework), grain/pore size distribution, and grain contacts by using a polarized light
microscope and fluorescing option combined with an incident light microscope.

2.5. METHODS

2.5.1. IMAGE ANALYSIS PROCEDURES

2D AND 3D DISCRETE CT-IMAGE ANALYSIS METHODS

Image analysis of polished thin sections and stacked CT-images were used to deter-
mine the size distribution and other spatial parameters of the grains (e.g. volume, area,
perimeter, length, width and orientation).

2D-MICROSCOPY

2D thin sections image analysis: By using a polarization microscope with parallel and
crossed nicols, thin sections were transformed into binary images and analyzed on their
spatial characteristics by using a Leica QwinT M . The 2D grain size distribution results
were recalculated to an empirical 3D sphere size distribution by stereological methods
with a numerical method for fixed thickness steps [96], thickness intersection planes
based on Wicksell transform [97], and the Russ conversion method [98]. Twenty cuttings
with a random orientation show a data variation providing values for the isotropy and
heterogeneity of the grain size, orientation and texture. The image processing steps and
generation of the size distribution are shown in Fig. 2.4a.

3D DISCRETE IMAGE ANALYSIS METHODS

A Phoenix NanotomT M Micro-CT scanner (µCT) of 180 kV/15 W, with a nanofocus com-
puted tomography system, was used to create 2D images of Bentheimer sandstone. The
Micro-CT scanner is equipped with a 5-megapixel detector and a maximum voxel res-
olution of <0.5 µm, which was used for the samples. The pencil type sample, 120 mm
in length and with a diameter of 10 mm (or ca. 50 grains width), provides a represen-
tative number of grains and associated pore framework. The stacked 3D volumes were
reconstructed with AVIZOT M software. The image processing steps and generation of
the size distribution are based on dilation/erosion algorithms for body separations (see
flow chart, Fig. 2.4b). Pore bodies and throats volumes were identified and connected
to the original image voxels. A spherical shape of the pore bodies is assumed based on
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Figure 2.4: (a - left) Flow chart spatial results on 2D thin sections image analysis; (b - right) 3D micro-CT scan
discrete image analysis.



2.5. METHODS

2

23

area and perimeter, and overlapping is taken into account. Subsequently, the effective
pore body diameter is computed. An effective throat radius is calculated, with the modi-
fication of the throat volume being assigned to a corresponding cylindrical volume. The
height of the cylindrical structure is equivalent to the maximum distance computed be-
tween any two spheres representing a pore body.

The spatial categorizations (pore/grain-matrix) are used to define in 3D and 2D the
specific grain surfaces, pore volumes, etc., as needed for the permeability model. In
3D, permeability computations are based on the modified Kozeny-Carman equation
(Eq. 2.1). A 3D pore network with complex cross-sections in shape can be simplified
into a 2D geometrical model of average constant areas, presuming that the heterogene-
ity of the matrix in all directions is the same [99]. It relates permeability (K ) to porosity
(ϕ), specific surface area (Ssa) and tortuosity (Le /L) of the pore system by the following
equation:

K = ϕ3

K0

(
Le
L

)2
(1−ϕ)2S2

sa

(2.1)

where K0 represents the Kozeny constant, an empirical constant that depends on the
cross-sectional shape of the flow paths. For the thin section calculations, Ruzyla’s con-
version is used:

K = ϕ3

c(1−ϕ)2
(

4pp

πAp

)2 , (2.2)

where pp is the pore perimeter, Ap is the pore area and c is a constant associated with
the tortuosity (Le /L).

The spatial results on grain bodies, e.g. area, perimeter, contact number and con-
tact area as a part of the total grain surface, are used for grain density specification. The
spatial results on pore volume and pore body measurements are translated to pore area
distributions, perimeter, coordination numbers, pore throat diameter, etc. These dis-
tributions can be used for the construction of pore/grain frameworks in Monte Carlo
simulations on permeability and capillarity. This subject will not be discussed further in
this chapter.

In addition, the orientations of the long axes of grains were measured on thin sec-
tions and SEM images, and further plotted in the circular histogram to identify preferred
directions.

2.5.2. LABORATORY PROCEDURES

XRD/XRF MINERAL COMPOSITION

Samples for X-ray diffraction and X-ray fluorescence were pulverized to a 2 µm powder
and used for the determination of mineral composition and element oxide distribution.
The XRD was recorded in Bragg-Brentano geometry with a Bruker D5005T M diffractome-
ter, equipped with a Huber incident-beam monochromator and a Braun PSD detector.
To prove the identification of authigenic minerals, some samples were examined using
an electron microprobe JEOL 8800 M JXA Superprobe (1993). The XRF measurements
were done with a Panalytical Axios Max WD-XRF spectrometer, measuring the element
oxides and elements with an estimated accuracy of 2% that are presented with >0.5 wt%.
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POROSITY AND ABSOLUTE PERMEABILITY

Porosity and permeability for Bentheimer sandstone were determined on cylindrical
samples 30 mm in diameter and 36 mm in length (Fig. 2.3b). Dry porosity tests were con-
ducted with a gas expansion Ultra Pycnometer 1000 (Quantachrome InstrumentsT M )
using Boyle’s gas expansion law. The resulting matrix volume values (1 −ϕ) provide
the bulk density (ρ) and effective porosity (ϕ). The permeability of dry cores was mea-
sured with N2 using a Ruska gas permeameter; next, the samples were saturated with
de-ionized water in a desiccator and weighed before and after saturation to calculate
the wet porosity, following Archimedes’ law. The cores were kept submerged to avoid air
intrusion during measurements. Thereafter, absolute wet permeability was calculated
from liquid permeameter experiments by using the flow velocities and differential pres-
sure, following Darcie’s law (Ruska InstrumentsT M ).

MECHANICAL PROPERTIES

The uniaxial mechanical properties of wet and dry Bentheimer sandstone samples (stress-
strain behavior) were examined using the ASTM D2938-95 and D 3148-96 Standard Test
Procedure (STP) for the determination of unconfined compressive strength, Young’s mod-
ulus and Poisson’s ratio. The samples were loaded until failure while the axial load and
vertical and horizontal deformation were monitored. The load was applied with a con-
stant stress rate in between 0.5 and 1Mpa/sec (1% accuracy).

For four fresh cylindrical samples (FS1-4), with shape tolerances according to ASTM
4543, but with different height to diameter ratios (L/D-ratios in between 2 and 1), the
tangent modulus Et was measured at a stress level of 50% of the assumed yield stress,
and the strain modulus Eave was determined from the average slope of the straight-line
part of the stress-strain curve.

DIELECTRIC BEHAVIOR

To determine the surface behavior, potentiometric titration experiments were conducted.
The procedure is as follows: (1) Before starting the dielectric measurements, a given
amount of solid, dissolved in the electrolyte, was stirred with a Teflon-coated magnetic
stirrer for 24 h, followed by potentiometric titration to measure the acid/base properties
of mixtures. Then, potentiometric titrations were performed in a nitrogen atmosphere
(continuously stirred), adding HCl or NaOH to the solution cell in 10-15 steps of 2.0 ml
each. The pH data were recorded at 5 min time lapses (5 min) with the stirrer switched
off. Titrations were performed for 3 different masses of solids (0.5 g, 5.0 g and 10 g) in 75
and 100 ml of H2O (demineralized and degassed), and in 75 and 100 ml of 2.2 mol/dm3

NaCl solution; (2) Additionally, titrations of blank electrolytes were performed for calcu-
lation purposes. The initial pH was established by addition of 8 ml 0.1 mol/dm3 NaOH;
0.1 mol/dm3 HCl was used as a titrant.

The pH-dependent surface charge (ς0) was calculated with Equation 2.3 [100]:

ς0(pH) =−F · (∆nsol ,H+ (pH)−∆n0

M as
= fsur f (pH)

Ss
, (2.3)

where F is the Faraday constant (F = 96500 C/mol), M is sample mass; Ss surface area and
∆n0 the pH-dependent amount of acid/base consumed. The dissolution effect (∆nsol ,H+ )
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was obtained by comparison of the balance of protons and hydroxyl ions in the poten-
tiometric titration of Bentheimer samples with blank potentiometric titration results:

∆nsol ,H+ (pH) =∆naci d base(BS)(pH)−∆naci d base(bl ank)(pH) (2.4)

where ∆nsol ,H+ (pH) represents the balance of protons and hydroxyl ions in titration of
solid with electrolyte titration.

SPECIFIC SURFACE AREA

The specific surface area, a parameter necessary for the determination of the homogene-
ity of the sample and the correct interpretation of the electrical behavior of Bentheimer
sandstone, was measured. The specific surface areas of rock samples were obtained in
two ways: (1) at pore level, discussed previously, from thin section analysis on a consoli-
dated Bentheimer sandstone sample, and (2) at electron level, by adsorption of nitrogen,
at low temperatures (77 K).

Before each measurement, the Bentheimer samples were degassed at 150 °C for at
least 24 h. The nitrogen adsorption of samples was measured with a GeminiT M Micro-
metrics system. The adsorption behavior in porous material is related to both fluid-wall
interactions and the attractive interactions occurring among fluid molecules. It results
in multilayer adsorption and the existence of capillary condensation in the pore space.
Capillary condensation occurs mainly in small capillaries and pores at vapor pressures
below the saturated vapor pressure P0. The vapor pressure can be predicted by the Kelvin
Equation 2.5:

RT l n
Pv

P0
= γVm

( 1

r1
+ 1

r2

)
(2.5)

where Pv stands for the vapor pressure above the curved surface, P0 is the pressure above
the flat surface, Vm represents the molar volume of the liquid, r1 and r2 the low principal
radii of curvature, and γ the surface tension of the liquid surface [96]. In the experiment,
we kept the temperature constant and, by varying the external gas pressure and simul-
taneously monitoring and quantifying adsorption at certain pressures, we obtained the
adsorption isotherm.

The specific surface data was estimated using the BET sorption theory [101]. The
obtained specific surface area represents the "external" surface area since the penetra-
tion of the interlayer of smaller clay particles surfaces by weakly adsorbed nitrogen is not
entirely possible.

In addition, to support this investigation, a data set was obtained from literature
dealing with the petrophysical and petrographical properties of Bentheimer sandstone.
We collected data on the mineralogical composition of sandstone samples obtained from
Romberg Quarry. We standardized and compared in graphical form the available data
on pore and grain size distribution obtained by different methods, starting from mi-
croscopic and macroscopic image inspection, image analysis and mercury intrusion
(see section 2.6.2. Furthermore, we gathered information obtained by other researchers
about porosity and permeability values.
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2.6. RESULTS AND DISCUSSION

2.6.1. PETROGRAPHY AND MINERALOGY

TEXTURE AND STRUCTURE

Polarization microscopy, SEM and XRD show that Bentheimer sandstone consists pre-
dominantly of monocrystalline quartz with authigenic overgrowth, detrital polycrystal-
line feldspars, authigenic clay as a weathering product of original feldspars, and dis-
persed organic matter with some iron (hydr)oxides (Table 2.1). Weathering and dissolu-
tion of feldspars occasionally created some intragranular porosity - depositional pores
and oversized pores, i.e., a moldic type of porosity. The secondary minerals (mainly
kaolinite and smectite) clogged pores and necks (pore lining and filling type); however,
quartz overgrowths are the main reducers of the primary intergranular porosity. The iron
(hydr)oxides concretions are secondary products filling former fossils and pyrite spaces.

sections as random brownish spots in the sandstone cores (Fig. 7a).
Besides, occasionally larger (mm to cm scale) iron (hydr)oxide in-
clusions are present, hidden as lumps in whole cores. Pyrite
occurring as the characteristic early diagenetic mineral confirms
the marine sedimentary environment.

Based on the sections and SEM it can be concluded that authi-
genic quartz overgrowths reduce the average pore throat size.
Moreover, the alteration of unstable minerals, such as feldspars
may lead to creation of the permeability reducing secondary
porosity. However, the small amounts of K-feldspar (4.86 wt%) did

not generate enough of clays precipitation to significantly affect the
bulk reservoir porosity and permeability, except a migration of
clays results in clogging zone production, which incidentally
happens.

The XRD and XRF analysis showed someminor differences in the
results. In most studies (Kemper, 1968; Maloney et al., 1990; Mayr
and Burkhardt, 2006) the wt% of quartz content is in the range of
90e98%, and only Al-Muntasheri et al. (2010) reported 88 wt% of
quartz in Bentheimer samples. In most of the samples, feldspar
component was recognized (2e5 wt%), with the difference that in
this work and other studies (Kemper, 1968; Maloney et al., 1990)
orthoclase was found, whereas Al-Muntasheri et al. (2010) showed
the existence of albite and microcline. This is a result of the XRD
interpretation.We suggest summing the feldsparminerals to a total
of 4.86 wt%. For all the studies presented in the table, kaolinite was
reported as a main clay representative (0.5e2.5 wt%), apart from
Van Baaren et al. (1990), who found only illite.

6.2. Petrophysical data

6.2.1. Pore and grain size distribution
CT scans and thin sections were used to reconstruct 3D grain

size and pore size distributions. The methods used have been dis-
cussed previously.

Table 1
XRD-mineralogy of Bentheimer sandstone of the Romberg Quarry in Gildehaus.

Mineral Al-Muntasheri
et al., 2010
(al-Muntasheri
et al.)

This study Maloney et al.,
1990 (Maloney
et al., 1990)

Van Baaren et al., 1990
(Van Baaren et al., 1990)

Mayr and Burkhardt,
2006 after Holl (Mayr
and Burkhardt, 2006)

Kemper 1976
(Kemper, 1976)

wt % wt % Vol % wt % wt % wt % Vol%

Silicate
minerals

Quartz 88 91.70 91.62 97.50 95 90e96 (þ2 chert) >90
Clay Illite 2 3 Acc.

Kaolinite 2 2.50 2.55 0.50 2e4
Montmorillonite 0.18 0.18
Chlorite 1

Feldspar Plagioclaste Albite (na) 2 2 2 Acc.
K-feldspar 4.86 5.03

Alkali Microcline 3
Carbonate

mineral
Siderite T
Dolomite 2 0.26 0.24 T
Calcite 0.15 0.14 T

Oxide
mineral

Hematite/
Gibbsite

0.16 0.08 Acc.

Rutile 0.03 0.04 Acc.
Fe sulfide
mineral

Pyrite 0.01 0.01

Ca-phosphate 0.07 0.06
Halite (nacl) 0.03 0.04
Sum 100.00 100 100 100 100 100 100

Fig. 5. Grain orientation distribution of length.

Fig. 6. Thin-section optical micrographs that represent: (a) overgrowth cement on rounded detrital quartz grains and pressure solution contacts; (b) detrital quartz grains with
overgrowths in crystallographic continuity and different generation of fluid inclusions: at the boundary between the detrital quartz grain and the overgrowths and along the quartz
micro fractures; (c) unstrained quartz, alkali feldspar, and illitic fractions incorporated by bioturbation and mechanical infiltration.

A.E. Peksa et al. / Marine and Petroleum Geology 67 (2015) 701e719 709

Figure 2.5: Grain orientation distribution of length.

ORIENTATION

The SEM and thin section images and the statistical analysis indicate random orienta-
tion of the elongated grains (Fig. 2.5). As the permeability is normally higher in the di-
rection of the orientation of the grains, here, random orientation of the grains indicates
the lack of a preferred direction of permeability. Thus, homogeneous grain aggregates
may be expected.

MINERALS

The minerals are described in order of abundance:

Quartz (91.70 wt%) In the grains framework, quartz cement is the main reducer of
pore space due to diagenetic syntaxial overgrowths around the original detrital quartz
grains (Figs. 2.6a and 2.6b). The boundaries between the overgrown grains are well
marked, because of clean rims of epitaxial cement with clay- and fluid-inclusions. In ad-
dition, traces of cementation by pressure solution were observed (Fig. 2.6 and Fig. 2.8b).
Furthermore, grains boundaries migrations are visible in the form of coarsening of quartz
grains sizes into chert and largely unstrained quartz composed of small recrystallized
grains (Fig. 2.6c).
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sections as random brownish spots in the sandstone cores (Fig. 7a).
Besides, occasionally larger (mm to cm scale) iron (hydr)oxide in-
clusions are present, hidden as lumps in whole cores. Pyrite
occurring as the characteristic early diagenetic mineral confirms
the marine sedimentary environment.

Based on the sections and SEM it can be concluded that authi-
genic quartz overgrowths reduce the average pore throat size.
Moreover, the alteration of unstable minerals, such as feldspars
may lead to creation of the permeability reducing secondary
porosity. However, the small amounts of K-feldspar (4.86 wt%) did

not generate enough of clays precipitation to significantly affect the
bulk reservoir porosity and permeability, except a migration of
clays results in clogging zone production, which incidentally
happens.

The XRD and XRF analysis showed someminor differences in the
results. In most studies (Kemper, 1968; Maloney et al., 1990; Mayr
and Burkhardt, 2006) the wt% of quartz content is in the range of
90e98%, and only Al-Muntasheri et al. (2010) reported 88 wt% of
quartz in Bentheimer samples. In most of the samples, feldspar
component was recognized (2e5 wt%), with the difference that in
this work and other studies (Kemper, 1968; Maloney et al., 1990)
orthoclase was found, whereas Al-Muntasheri et al. (2010) showed
the existence of albite and microcline. This is a result of the XRD
interpretation.We suggest summing the feldsparminerals to a total
of 4.86 wt%. For all the studies presented in the table, kaolinite was
reported as a main clay representative (0.5e2.5 wt%), apart from
Van Baaren et al. (1990), who found only illite.

6.2. Petrophysical data

6.2.1. Pore and grain size distribution
CT scans and thin sections were used to reconstruct 3D grain

size and pore size distributions. The methods used have been dis-
cussed previously.

Table 1
XRD-mineralogy of Bentheimer sandstone of the Romberg Quarry in Gildehaus.

Mineral Al-Muntasheri
et al., 2010
(al-Muntasheri
et al.)

This study Maloney et al.,
1990 (Maloney
et al., 1990)

Van Baaren et al., 1990
(Van Baaren et al., 1990)

Mayr and Burkhardt,
2006 after Holl (Mayr
and Burkhardt, 2006)

Kemper 1976
(Kemper, 1976)

wt % wt % Vol % wt % wt % wt % Vol%

Silicate
minerals

Quartz 88 91.70 91.62 97.50 95 90e96 (þ2 chert) >90
Clay Illite 2 3 Acc.

Kaolinite 2 2.50 2.55 0.50 2e4
Montmorillonite 0.18 0.18
Chlorite 1

Feldspar Plagioclaste Albite (na) 2 2 2 Acc.
K-feldspar 4.86 5.03

Alkali Microcline 3
Carbonate

mineral
Siderite T
Dolomite 2 0.26 0.24 T
Calcite 0.15 0.14 T

Oxide
mineral

Hematite/
Gibbsite

0.16 0.08 Acc.

Rutile 0.03 0.04 Acc.
Fe sulfide
mineral

Pyrite 0.01 0.01

Ca-phosphate 0.07 0.06
Halite (nacl) 0.03 0.04
Sum 100.00 100 100 100 100 100 100

Fig. 5. Grain orientation distribution of length.

Fig. 6. Thin-section optical micrographs that represent: (a) overgrowth cement on rounded detrital quartz grains and pressure solution contacts; (b) detrital quartz grains with
overgrowths in crystallographic continuity and different generation of fluid inclusions: at the boundary between the detrital quartz grain and the overgrowths and along the quartz
micro fractures; (c) unstrained quartz, alkali feldspar, and illitic fractions incorporated by bioturbation and mechanical infiltration.
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Figure 2.6: Thin-section optical micrographs that represent: (a) overgrowth cement on rounded detrital quartz
grains and pressure solution contacts; (b) detrital quartz grains with overgrowths in crystallographic conti-
nuity and different generation of fluid inclusions: at the boundary between the detrital quartz grain and the
overgrowths and along the quartz micro fractures; (c) unstrained quartz, alkali feldspar, and illitic fractions
incorporated by bioturbation and mechanical infiltration.

6.2.2. Pore bodies and pore throat distribution by CT scanning
The pencil size Bentheimer samples (Fig. 3b) were scanned to

get high resolution images (5 mm) for stacking. The pore space was
obtained in two ways: first as a gray level threshold binary grain
and pore network followed by a series of separation algorithms to
reconstruct the discrete pore/grain bodies and associated spherical
pore throats. The results of the binary file were stacked to three-

dimensional data sets to measure size distributions. Fig. 11aed
show an example of the randomly selected first reconstruction
slices of the analyzed scans that represent grains and pore space,
pore throats and pore bodies respectively. The final result of
reconstruction e the 3D view of the rendered pore space and grain
framework - is shown in Fig. 12. Additional statistical measure-
ments provided us with pore bodies and throat diameter

Fig. 7. Thin-section optical micrographs that represent: (a) loosely packed quartz and weathered feldspar and pore filling with hematite; (b) weathering of a feldspar; (c) fluo-
rescing view providing a binary view of the pore framework (green) and grain framework (dark). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 8. SEM microphotographs that represent: (a) fracture in quartz grain; (b) quartz overgrowth; (c) K e feldspar grain with digenetic overgrowth.

Fig. 9. SEM microphotographs of the K e feldspar grain.

Fig. 10. SEM microphotographs that represent: (a) kaolinite; (b) books of coarse kaolinite partly occluding pores; (c) pyrite framboids.

A.E. Peksa et al. / Marine and Petroleum Geology 67 (2015) 701e719710

Figure 2.7: Thin-section optical micrographs that represent: (a) loosely packed quartz and weathered feldspar
and pore filling with hematite; (b) weathering of a feldspar; (c) fluorescing view providing a binary view of the
pore framework (green) and grain framework (dark).

6.2.2. Pore bodies and pore throat distribution by CT scanning
The pencil size Bentheimer samples (Fig. 3b) were scanned to

get high resolution images (5 mm) for stacking. The pore space was
obtained in two ways: first as a gray level threshold binary grain
and pore network followed by a series of separation algorithms to
reconstruct the discrete pore/grain bodies and associated spherical
pore throats. The results of the binary file were stacked to three-

dimensional data sets to measure size distributions. Fig. 11aed
show an example of the randomly selected first reconstruction
slices of the analyzed scans that represent grains and pore space,
pore throats and pore bodies respectively. The final result of
reconstruction e the 3D view of the rendered pore space and grain
framework - is shown in Fig. 12. Additional statistical measure-
ments provided us with pore bodies and throat diameter

Fig. 7. Thin-section optical micrographs that represent: (a) loosely packed quartz and weathered feldspar and pore filling with hematite; (b) weathering of a feldspar; (c) fluo-
rescing view providing a binary view of the pore framework (green) and grain framework (dark). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 8. SEM microphotographs that represent: (a) fracture in quartz grain; (b) quartz overgrowth; (c) K e feldspar grain with digenetic overgrowth.

Fig. 9. SEM microphotographs of the K e feldspar grain.

Fig. 10. SEM microphotographs that represent: (a) kaolinite; (b) books of coarse kaolinite partly occluding pores; (c) pyrite framboids.

A.E. Peksa et al. / Marine and Petroleum Geology 67 (2015) 701e719710

Figure 2.8: SEM microphotographs that represent: (a) fracture in quartz grain; (b) quartz overgrowth; (c) K-
feldspar grain with digenetic overgrowth.

Feldspars (4.86 wt%) The brownish K-feldspars exhibit a distinct cleavage (Fig. 2.8 and
Fig. 2.9a-c), which is even more distinguished by weathering to small patches of carbon-
ates and clays (among others, kaolinite and illite/sericite). Weathering occurs mainly
along the cleavage planes (Fig. 2.6 and Fig. 2.9) and at the grain rims. The elongated
and angular shape of the feldspars grains is a result of the damage along cleavage planes
during sedimentary transport.

Clay minerals (2.68 wt%) These mainly consist of kaolinite, montmorillonite and il-
lite/sericite. Kaolinite and illite/sericite are weathering products. Some inclusions in
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6.2.2. Pore bodies and pore throat distribution by CT scanning
The pencil size Bentheimer samples (Fig. 3b) were scanned to

get high resolution images (5 mm) for stacking. The pore space was
obtained in two ways: first as a gray level threshold binary grain
and pore network followed by a series of separation algorithms to
reconstruct the discrete pore/grain bodies and associated spherical
pore throats. The results of the binary file were stacked to three-

dimensional data sets to measure size distributions. Fig. 11aed
show an example of the randomly selected first reconstruction
slices of the analyzed scans that represent grains and pore space,
pore throats and pore bodies respectively. The final result of
reconstruction e the 3D view of the rendered pore space and grain
framework - is shown in Fig. 12. Additional statistical measure-
ments provided us with pore bodies and throat diameter

Fig. 7. Thin-section optical micrographs that represent: (a) loosely packed quartz and weathered feldspar and pore filling with hematite; (b) weathering of a feldspar; (c) fluo-
rescing view providing a binary view of the pore framework (green) and grain framework (dark). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 8. SEM microphotographs that represent: (a) fracture in quartz grain; (b) quartz overgrowth; (c) K e feldspar grain with digenetic overgrowth.

Fig. 9. SEM microphotographs of the K e feldspar grain.

Fig. 10. SEM microphotographs that represent: (a) kaolinite; (b) books of coarse kaolinite partly occluding pores; (c) pyrite framboids.
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Figure 2.9: SEM microphotographs of the K-feldspar grain.

the rims of quartz overgrowths prove that primary clay is present. The SEM images show
predominantly book-type pore lining and pore filling kaolinite. Illitic fractions occur as
a pore lining and as a grain replacement (Fig. 2.10a, 2.10b).

6.2.2. Pore bodies and pore throat distribution by CT scanning
The pencil size Bentheimer samples (Fig. 3b) were scanned to

get high resolution images (5 mm) for stacking. The pore space was
obtained in two ways: first as a gray level threshold binary grain
and pore network followed by a series of separation algorithms to
reconstruct the discrete pore/grain bodies and associated spherical
pore throats. The results of the binary file were stacked to three-

dimensional data sets to measure size distributions. Fig. 11aed
show an example of the randomly selected first reconstruction
slices of the analyzed scans that represent grains and pore space,
pore throats and pore bodies respectively. The final result of
reconstruction e the 3D view of the rendered pore space and grain
framework - is shown in Fig. 12. Additional statistical measure-
ments provided us with pore bodies and throat diameter

Fig. 7. Thin-section optical micrographs that represent: (a) loosely packed quartz and weathered feldspar and pore filling with hematite; (b) weathering of a feldspar; (c) fluo-
rescing view providing a binary view of the pore framework (green) and grain framework (dark). (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Fig. 8. SEM microphotographs that represent: (a) fracture in quartz grain; (b) quartz overgrowth; (c) K e feldspar grain with digenetic overgrowth.

Fig. 9. SEM microphotographs of the K e feldspar grain.

Fig. 10. SEM microphotographs that represent: (a) kaolinite; (b) books of coarse kaolinite partly occluding pores; (c) pyrite framboids.
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Figure 2.10: SEM microphotographs that represent: (a) kaolinite; (b) books of coarse kaolinite partly occluding
pores; (c) pyrite framboids.

Pyrite and iron (hydr)oxides (0.17 wt%) Occasionally these can be recognized as fram-
boidal shapes between the grains as a secondary phase (Fig. 2.10c). As pyrite is unsta-
ble in oxidizing environments, in the outcrop samples, they are often changed to an
amorphous hematite or goethite mineral type. Hematite pore filling was identified in
small spots, which can be recognized in the thin sections as random brownish spots
in the sandstone cores (Fig. 2.7a). Besides, occasionally larger (mm to cm scale) iron
(hydr)oxide inclusions are present, hidden as lumps in whole cores. Pyrite, occurring as
the characteristic early diagenetic mineral, confirms the marine sedimentary environ-
ment.

Based on the sections and SEM, it can be concluded that authigenic quartz over-
growths reduce the average pore throat size. Moreover, the alteration of unstable miner-
als, such as feldspars, may lead to the creation of the permeability reducing secondary
porosity. However, the small amounts of K-feldspar (4.86 wt%) did not generate enough
of clays precipitation to significantly affect the bulk reservoir porosity and permeabil-
ity, except a migration of clays results in clogging zone production, which incidentally
happens.

The XRD and XRF analysis showed some minor differences in the results. In most
studies [4, 24, 25] quartz content ranged from 90 to 98 wt%, and only one study [23]
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reported 88 wt% of quartz in Bentheimer samples. In most of the samples, the feldspar
component was recognized (2-5 wt%), with the difference that in this work and other
studies [4, 24] orthoclase was found, whereas [23] showed the existence of albite and
microcline. This is a result of the XRD interpretation. We suggest to sum all the feldspar
minerals to a total of 4.86 wt%. For all the studies presented in the table, kaolinite was
reported as a main clay representative (0.5-2.5 wt%), apart from [26], who found only
illite.

distributions (Fig. 13a and b respectively). Note that averaging
techniques were applied for results obtained by different seg-
mentation settings used for both (1) the type of connectivity
considered for processing adjacent voxels in the matrix, and (2) a
contrast factor that was applied to reduce the number of seeds for
watershed processing.

The pore body and pore throat diameter maxima are in the
range 0.015e0.025 mm. The average pore body diameter is
0.014 mm and pore throat diameter 0.012 mm.

The porosity results from image analysis methods were
compared to porosity methods obtained bymicroscopic inspection,
mercury intrusion and capillary flow porometry. To compare the
various results, it was necessary to normalize the distribution
curves of the other methods from the literature. Fig. 14a and b
shows a variation in the pore throat and pore body diameter of the
different measuring techniques. The pore throat diameter distri-
bution obtained in this study is in line with the mercury intrusion
results that were found in the literature (Halisch, 2013b; Kahl et al.,
2013; Maloney et al., 1990). The capillary flow porometry results
published by Halisch (2013b) show larger values.

The pore body diameter distribution results are comparable to
the pore throat results. Fig. 14b shows that the mercury intrusion
technique and its interpretation underestimate the large pore
bodies and overestimate the small pore bodies. As the pore bodies
can be surrounded by pore throat and smaller pore bodies, the
intrusion pressure will be larger/smaller than the real pressure
equivalent for certain pores. As a result, this will increase the
number of intermediate diameter pores.

Moreover, it is found that small diameter pore bodies tend to be
more accurately calculated by micro-CT analysis, larger pore bodies
by 2D image analysis, and the largest diameter pore bodies from
thin section analysis. Moreover, this variation in pore body size is
due to the definition of circle-type cross-sectional results in 2D and
voxel-size spherical volume distributions in 3D measurements.
Both optical inspection and image analysis tend to estimate pore
bodies that are too large (Maloney et al., 1990). Since pore radii

smaller than 0.01 mm can only be reliably determined by mercury
porosimetry, and pores with a radius larger than 0.05 mm (the
macropore class), are better measured with a combination of thin
sections, image analysis and micro-CT techniques, it can be
concluded that a combination of different methods is required to
determine a realistic image of the pore system.

It should be noted that the micro-CT scan approach provides a
direct description of the pore space, but is limited by the machine
resolution e a few microns (5 mm). The mercury injection method,
although able to determine micro- and meso-pores, is a time-
consuming technique that contaminates samples with mercury and
hydraulically fractures the friable grain framework (Halisch, 2013a).

6.2.3. Porosity
In this section the porosity results obtained by Ultra Pycnome-

ter, gravimetric and CT scan measurements are compared.
First, we conducted laboratory measurements to investigate the

influence on porosity of wet/dry conditions, and the origins of the
sample collection points at the quarry. The obtained data sets
(Fig. 15) show porosity with values around 0.248 (±0.019). The
plotted data shows the extreme values. The results obtained from
the old core samples (OS) are lower than those from fresh (FS) and
intermediate cores (IS); differences of ca. 7e8 % in porosity for dry
conditions (Ultra Pycnometer) and for wet conditions (gravimetric
method) were observed. The reduction in the porosity of Ben-
theimer sandstone can be incorporated to pore clogging with time,
as was exhibited in both methods. This restriction and blocking of
pore throats can be a result of clay expansion within sandstone
matrix. Based on SEM analyses (Fig. 10aeb), the reduction in
porosity can be attributed to kaolinite crystals. In addition, the
degree of compaction and cementation by hematite and quartz
overgrowth on the original beach sand reduces the intergranular
pores and decreases permeability by about two orders of magni-
tude (Sneider, 1987).

We compare laboratory measurements with image analysis and
X-ray techniques. All measurement results are presented in Table 2.
Porosities measured with the Ultra Pycnometer and gravimetric
method give the effective porosity, as only connected pores are
included. The laboratory methods gave an average result of 0.248
(±0.019); image analysis 0.247, 0.260 and 0.255 with micro-CT
scanning and medical-CT scanning respectively. For making com-
parison more relevant between all the conducted measurements,
the small pores obtained from image analysis (diameter smaller
than 2.5 mm) were excluded from the pore distribution due to the
resolution of the equipment. As a result, slightly higher (~2%)
porosity values obtained by image analysis and X-ray techniques
than by laboratory measurements, confirmed that total porosity
was determined.

In summary, Bentheimer sandstone presents a high porosity
within a range of 0.23e0.27 (average ¼ 0.251). In the case of the
samples taken from the same block, the bandwith decreases
significantly, for example, 0.25e0.27 for old, 0.23e0.24 for inter-
mediate samples and 0.25e0.26 (all Ultra Pycnometer method). In
general, the measured values were in good agreement (Table 2),
with an average deviation for the group of intermediate samples of
4% for the Ultra Pycnometer results, 1% for the gravimetric results,
and 9% and 4% for the old and 3% and 1% for fresh samples
respectively. It appears from the results that image analysis of
random thin sections and CT scans gives comparable results. It
should be noted that porosity at reservoir conditions is less than
that determined in ambient conditions in the laboratory by
analytical methods (98%e80% of porosity in ambient conditions, as
confirmed by Selley (2000)).

Comparison of the measured porosity results with data from the
literature (Halisch, 2013a; Kemper, 1968; Klov, 2000; Louis et al.,

Fig. 11. Micro-CT images of porous media. They represent cross-sectional images of (a)
Bentheimer sandstone grains. Pores are in dark gray, and light gray represents mostly
quartz grains. The small white spots represent feldspars; (b) Bentheimer sandstone
pore space that poses 0.24 of volume; (c) Bentheimer sandstone pore throats; (d)
Bentheimer sandstone pore bodies with voxel size 0.0025 � 0.0025 � 0.0025 [mm3].
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Figure 2.11: Micro-CT images of porous media. They represent cross-sectional images of (a) Bentheimer sand-
stone grains. Pores are in dark gray, and light gray represents mostly quartz grains. The small white spots rep-
resent feldspars; (b) Bentheimer sandstone pore space that poses 0.24 of volume; (c) Bentheimer sandstone
pore throats; (d) Bentheimer sandstone pore bodies with voxel size 0.0025 x 0.0025 x 0.0025 [mm3].
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2003; Maloney et al., 1990; Van Baaren et al., 1990) shows a good
correlation (Table 3). All results are in the range 0.20e0.25. It
should be noted that none of the porosity determined by image
analysis took into account the presence of clay matrixes.

6.2.4. Grain size distribution and sorting
Grain size distributions of Bentheimer sandstone are plotted for

data obtained from stereological measurements of thin sections
and Avizo measurements of micro-CT scans. The calculations were
done on the two-dimensional data sets obtained from the thin
sections images after processing (Fig. 16).

The grain size distributions obtained for 20 thin sections and 10
SEM images and micro-CT scans are plotted as grain diameter size
frequency histograms % and grain volume frequency histograms %
(Fig. 17a). The volume % conversion has been created with spherical
particles. Cumulative frequency distribution curves are constructed
for the grain diameter and the grain volume (Fig. 17b). Based on
Fig. 17b, the median grain size obtained from thin sections is
DTS50 ¼ 0.235 mm, 90% of the distribution lies above DTS90 ¼ 0.180,
and 10% of the population lies above the DTS10 ¼ 0.320 mm. Simi-
larly, for grain diameter distribution obtained from micro-CT scans
DCT50 ¼ 0.320 mm, DCT10 ¼ 0.475 mm, DCT90 ¼ 0.250 mm. In
addition, a Trask sorting factor of 1.33 was calculated by estimating

Fig. 12. 3D view of the reconstructed (a) grains and (b) pore space.

Fig. 13. (a) Pore bodies and throats diameter frequency distribution; (b) Pore bodies and throats cumulative diameter distribution.

Fig. 14. (a) Comparison of the cumulative pore-throat diameter distributions; (b) Comparison of the cumulative pore-bodies diameter distributions.

A.E. Peksa et al. / Marine and Petroleum Geology 67 (2015) 701e719712

Figure 2.12: 3D view of the reconstructed (a) grains and (b) pore space.

2.6.2. PETROPHYSICAL DATA

PORE AND GRAIN SIZE DISTRIBUTION

CT scans and thin sections were used to reconstruct 3D grain size and pore size distribu-
tions. The methods used were discussed previously.

PORE BODIES AND PORE THROAT DISTRIBUTION BY CT SCANNING

The pencil size Bentheimer samples (Fig. 2.3b) were scanned to get high-resolution im-
ages (5 µm) for stacking. The pore space was obtained in two ways: first as a gray level
threshold binary grain and pore network, followed by a series of separation algorithms
to reconstruct the discrete pore/grain bodies and associated spherical pore throats. The
results of the binary file were stacked into three-dimensional data sets to measure size
distributions. Figs. 2.11a-d show an example of the reconstruction of a single micro-CT
scan that represent grains and pore space, pore throats and pore bodies, respectively.
The final result of reconstruction - the 3D view of the rendered pore space and grain
framework - is shown in Fig. 2.12. Additional statistical measurements provided pore
bodies and throat diameter distributions (Fig. 2.13a and 2.13b, respectively). Note, that
averaging techniques were applied for results obtained by different segmentation set-
tings used for both (1) the type of connectivity considered for processing adjacent voxels
in the matrix, and (2) a contrast factor that was applied to reduce the number of seeds
for watershed processing.

The pore body and pore throat diameter maxima are in the range 0.015-0.025 mm.
The average pore body diameter is 0.014 mm and average pore throat diameter is 0.012
mm.

The porosity results from image analysis methods were compared to porosity meth-
ods obtained by microscopic examination, mercury intrusion and capillary flow porom-
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Figure 2.13: (a) Pore bodies and throats diameter frequency distribution; (b) Pore bodies and throats cumula-
tive diameter distribution.
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etry. To compare the various results, it was necessary to normalize the distribution
curves of the other methods from the literature. Figs. 2.14a and 2.14b show a varia-
tion in the pore throat and pore body diameter of the different measuring techniques.
The pore throat diameter distribution obtained in this study is in line with the mercury
intrusion results reported in the literature [24, 92, 102]. The capillary flow porometry re-
sults published by [92] show larger values. The pore body diameter distribution results
are comparable to the pore throat results. Fig. 2.14b shows that the mercury intrusion
technique and its interpretation underestimate the large pore bodies and overestimate
the small pore bodies. As the pore bodies can be surrounded by pore throat and smaller
pore bodies, the intrusion pressure will be larger/smaller than the real pressure equiva-
lent for certain pores. As a result, this will increase the number of intermediate diameter
pores.

Moreover, it is found that small diameter pore bodies tend to be more accurately cal-
culated by micro-CT analysis, larger pore bodies by 2D image analysis, and the largest
diameter pore bodies by thin section analysis. This variation in pore body size is due to
the definition of circle-type cross-sectional results in 2D and voxel-size spherical volume
distributions in 3D measurements. Both optical inspection and image analysis tend to
estimate pore bodies that are too large [24]. Since pore radii smaller than 0.01 mm can
mainly be determined by mercury porosimetry, and pores with a radius larger than 0.05
mm (the macropore class) are better measured with a combination of thin sections, im-
age analysis and micro-CT techniques, it can be concluded that a combination of differ-
ent methods is required to determine a realistic image of the pore system.

It should be noted, that the micro-CT scan approach provides a direct description of
the pore space, but is limited by the machine resolution (5 µm). The mercury injection
method, although able to determine micro- and mesopores, is a time-consuming tech-
nique that contaminates samples with mercury and hydraulically fractures the friable
grain framework [103].

POROSITY

In this section, the porosity results obtained by Ultra Pycnometer, gravimetric and CT
scan measurements are compared.

First, we conducted laboratory measurements to investigate the influence on the
porosity of wet/dry conditions and the origins of the sample collection points at the
quarry. The obtained data sets (Fig. 2.15) show porosity with values around 0.248 (±0.019).
The plotted data shows the extreme values. The results obtained from the old core sam-
ples (OS) are lower than those from fresh (FS) and intermediate cores (IS); differences
of ca. 7-8% in porosity for dry conditions (Ultra Pycnometer) and for wet conditions
(gravimetric method) were observed. The reduction in the porosity of Bentheimer sand-
stone can be incorporated in pore clogging with time, as was exhibited in both methods.
This restriction and blocking of pore throats can be a result of clay expansion within the
sandstone matrix. Based on SEM analyses (Fig. 2.10a-b), the reduction in porosity can be
attributed to kaolinite crystals. In addition, the degree of compaction and cementation
by hematite and quartz overgrowth on the original beach sand reduced the intergranular
pores and decreased permeability by about two orders of magnitude [104]. Laboratory
data were compared with image analysis and X-ray techniques. All measurement results
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Figure 2.14: (a) Comparison of the cumulative pore-throat diameter distributions; (b) Comparison of the cu-
mulative pore-bodies diameter distributions.
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Figure 2.15: Laboratory measurements of porosity of intermediate core samples (IS) and old core samples (OS).

are presented in Table 2.2. Porosities measured with the Ultra Pycnometer and gravi-
metric method give the effective porosity, as only connected pores are included. The
laboratory methods gave an average porosity of 0.248 (±0.019). In order to arrive at a
more relevant comparison of all the conducted measurements, the small pores obtained
from image analysis (diameter smaller than 2.5 µm) were excluded from the pore distri-
bution due to the resolution of the equipment. The slightly higher (∼2%) porosity values,
obtained by both image analysis and X-ray techniques in comparison to laboratory mea-
surements, confirmed that total porosity was determined.

In summary, Bentheimer sandstone presents a high porosity within a range of 0.23-
0.27 (average = 0.251). In the case of the samples taken from the same block, the band-
width decreases significantly, for example, 0.25-0.27 for old, 0.23-0.24 for intermediate
samples and 0.25-0.26 for all Ultra Pycnometer results. In general, the measured values
were in good agreement (Table 2.2), with an average deviation for the group of interme-
diate samples of 4% for the Ultra Pycnometer results, 1% for the gravimetric results, and
9% and 4% for the old and 3% and 1% for fresh samples, respectively. From the results,
it appears that image analysis of random thin sections and CT scans give comparable
outcomes. It should be noted that porosity at reservoir conditions is less than that de-
termined under ambient conditions in the laboratory by analytical methods (98%-80%
of porosity in ambient conditions, as confirmed by [105].

The porosities measured in this study are in good agreement with those reported in
the literature [4, 24, 26, 87, 94, 103] showing a good correlation (Table 2.3). All results are
in the range 0.20-0.25. It should be noted that none of the porosity determined by image
analysis took the presence of clay matrices into account.
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Table 2.3: Bentheimer sandstone porosity data gathered from literature.

the 1st and 3rd quartiles of the cumulative grain-size distribution
(Selley, 2000).

The grain size distribution and degree of sorting are strongly
related to the sediments transport and the energy of the deposi-
tional environment (Dutton and Willis, 1998). Consequently, we
can conclude that determined well sorted Bentheimer grains are a
result of the rather constant energy of the waves during trans-
gressiveeregressive cycles. The wave velocity was too low to carry
the coarser grained sediments.

Comparison of our image/CT scans measurements with data
from the literature (Klov, 2000; Maloney et al., 1990; Reinicke,
2009) shows that all the data display similar results (Fig. 18). The
median grain size is in the range 0.20e0.33mm.With respect to the
image analysis method used, there were some discrepancies

between the results obtained. Both 2D and 3D image analysis have
lower detection boundaries that are set by the size of pixels. In the
case of the presented data, the resolutions were 0.58, 10, 68e89,
and 2.5 mm for studies by Reinicke (2009), Maloney et al. (1990),
Klov (2000) and micro-CT scans respectively. However, the varia-
tion of the samples type (different scales) and origin should be as
well attributed to the spread in the results. Nevertheless, the
magnitudes of the predicted grain size were comparable.

6.2.5. Permeability
Absolute gas and liquid permeability, and permeability

measured in flow experiments were investigated for the old, in-
termediate and fresh samples (Table 4). An example of the obtained
results for absolute gas permeability is presented in Fig. 19a. For
comparison with image analysis methods, the absolute perme-
ability was calculated from the grain size distribution (Table 4)
using CarmaneKozeny. In addition, to examine the impact of the
geographic location of the sample collection, the flow permeability

was measured for all sample types (OS, IS, FS, FQ1e4). The different
methods and all samples results show a close agreement in the
range 1.35e3.09 Darcy, with an average of 1.80 Darcy.

It can be seen that themean values for each type of the measured
samples show a good representatives of the values for each original
block from which the samples were drilled (OSAve ¼ 1.53 ± 0.14
Darcy, ISAve ¼ 2.89 ± 0.14 Darcy, FSAve ¼ 2.78 ± 0.19 Darcy). The four
measurement methods used for all sample types show consistency
in the trend of obtained values. In other words, from the highest to
the lowest values respectively; the Ruska gas permeability; the
Ruska liquid permeability; liquid permeability measured flow ex-
periments and permeability obtained from stereological measure-
ments. The permeability values obtained for intermediate and fresh
samples show close agreement, however, the results on the old

Fig. 15. Laboratory measurements of porosity of intermediate core samples (IS) and
old core samples (OS).

Table 2
All porosity results obtained by applying different measurement methods.

Method Samples type Average porosity

Laboratory Ultra Pycnometer OS 0.242 ± 0.005
Gravimetric methods OS 0.229 ± 0.005
Ultra Pycnometer IS 0.261 ± 0.005
Gravimetric methods IS 0.249 ± 0.005
Ultra Pycnometer FS 0.259 ± 0.005
Gravimetric methods FS 0.245 ± 0.005
Gravimetric methods FSQ 1 0.239 ± 0.005

FSQ 2 0.257 ± 0.005
FSQ 3 0.238 ± 0.005
FSQ 4 0.265 ± 0.005

Average from laboratory methods 0.248 ± (0.019)
Stereology Image analysis Thin sections average 0.247
X-ray technique Micro-CT scanner Pencil core sample 0.260
X-ray technique Medical-CT scanner FS 0.255
Average from imaging methods 0.254

Table 3
Bentheimer sandstone porosity data gathered from literature.

Method Porosity

Mercury porosimeter (Dautriat et al., 2009) 0.240
Mercury porosimeter (Klov, 2000) 0.213e0.226
Mercury porosimeter (Halisch, 2013a) 0.200e0.230
Thresholded Gaussian Fields (Thovert and Adler, 2011) 0.230
Optical porosity (Klov, 2000) 0.202e0.227
Visual observation (Andrew et al., 2013b) 0.220
Visual observation (Blunt et al., 2013) 0.200
Gravimetric method (Louis et al., 2003) 0.245
Boyl's law expantion technique (Fired sample) (Maloney et al., 1990) 0.247

A.E. Peksa et al. / Marine and Petroleum Geology 67 (2015) 701e719 713

GRAIN SIZE DISTRIBUTION AND SORTING

Grain size distributions of Bentheimer sandstone are plotted for data obtained from
stereological measurements of thin sections and from Avizo evaluation of the measure-
ments obtained from micro-CT scans. The calculations were done on 2D data sets ob-
tained from the thin sections images after processing (Fig. 2.16). The grain size distribu-
tions obtained for 20 thin sections and 10 SEM images and micro-CT scans were plotted
as grain diameter size frequency histograms % and grain volume frequency histograms
% (Fig. 2.17a). The volume % conversion was created with spherical particles. Cumula-
tive frequency distribution curves are constructed for the grain diameter and the grain
volume (Fig. 2.17b). Based on Fig. 2.17b, the median grain size obtained from thin sec-
tions is DT S50 = 0.235 mm, 90% of the distribution lies above DT S90 = 0.180, and 10%
of the population lies above the DT S10 = 0.320 mm. Similarly, for grain diameter distri-
bution obtained from micro-CT scans DC T 50 = 0.320 mm, DC T 10 = 0.475 mm, DC T 90 =
0.250 mm. In addition, a Trask sorting factor of 1.33 was calculated by estimating the
1st and 3r d quartiles of the cumulative grain-size distribution [105]. The grain size dis-
tribution and degree of sorting are strongly related to the sediments transport and the
energy of the depositional environment [106]. Consequently, we can conclude that de-
termined well sorted Bentheimer grains are a result of the rather constant energy of the
waves during transgressive-regressive cycles. The wave velocity was too low to carry the
coarser grained sediments.

Comparison of the image/CT scans measurements with data from the literature [24,
87, 95] shows that all the data display similar results (Fig. 2.18). The median grain size is
in the range 0.20-0.33 mm. With respect to the image analysis method used, there were
some discrepancies between the results obtained. Both 2D and 3D image analysis have
lower detection boundaries that are set by the size of pixels. In the case of the presented
data, the resolutions were 0.58 [24], 10 [87], 68-89 [95], and 2.5 µm for micro-CT scan
studies. However, the variation of the sample types (different scales) and origin should
be as well attributed to the spread in the results. Nevertheless, the magnitudes of the
predicted grain size were comparable.

PERMEABILITY

Absolute gas and liquid permeability, and permeability measured in flow experiments
were investigated for old, intermediate and fresh samples (Table 2.4). An example of the
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(a)

(b)

Figure 2.16: 2D images of a Bentheimer sandstone sample obtained by: (a) optical microscopy on polished
sections; and (b) SEM. On the left side are the original images and on the right binary segmented images, where
the quartz matrix is represented by white patterns and the pore space and grain contacts by black patterns.
The porosity measurements were done on images with absence of grain contact determination. The feldspars
grains were neglected in the matrix but substracted in the pore space estimation.
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(b)

Figure 2.17: (a) Grain size frequency histograms and grain volume frequency histograms obtained from statisti-
cal reconstruction of 2D thin sections of Bentheimer sandstone; (b) Cumulative percent frequency distribution
of diameter curve and cumulative percent frequency distribution of volume curve.
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Figure 2.18: Comparison of cumulative grain size distribution obtained in various studies with values deter-
mined in this study.

obtained results for absolute gas permeability is presented in Fig. 2.19a. For comparison
with image analysis methods, the absolute permeability was calculated from the grain
size distribution (Table 2.4) using Carman-Kozeny. In addition, to examine the impact
of the geographic location of the sample collection, the flow permeability was measured
for all sample types (OS, IS, FS, FQ1-4). The different methods and all sample results
show a close agreement in the range 1.35-3.09 Darcy, with an average of 1.80 Darcy. It
can be seen that the mean values for each type of the measured samples shows a good
representation of the values for each original block from which the samples were drilled
(OSAve = 1.53±0.14 Darcy, ISAve = 2.89±0.14 Darcy, FSAve = 2.78±0.19 Darcy). The four
measurement methods used for all sample types show consistency in the trend of ob-
tained values, i.e., from the highest to the lowest values, respectively, the Ruska gas per-
meability, the Ruska liquid permeability, liquid permeability measured flow experiments
and the permeability obtained from stereological measurements. The permeability val-
ues obtained for intermediate and fresh samples show close agreement, however, the
results on the old samples are lower. The old samples were measured again following
the original measurement method. As a result, the original measurements show higher
values (35%). This reduction in permeability with the old samples can be attributed to
pore clogging and possibly volume increase by hydroxylation of fines.

The spread of the values obtained from four different blocks with their locations is
visualized in Table 2.4 (FQAve = 1.54±0.52). It can be concluded that the values depend
on both the time when the samples were obtained and the location of the blocks in the
quarry. As in the case of porosity, the block homogeneity is clearly visible.

Fig. 2.19b shows the relationship between the Ultra Pycnometer porosity and gas
permeability of the old, intermediate and fresh samples; the permeability increases log-
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Figure 2.19: (a) Laboratory measurements of gas permeability of old (OS) and intermediate (IS) core sam-
ples;(b) Por/Perm cross-plot for Bentheimer old and fresh cores analysis. Porosity was measured with the
Ultra Pycnometer and permeability with a Ruska gas permeameter.
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Table 2.5: Bentheimer sandstone permeability data gathered from literature.

6.2.7. Specific surface charge area
The adsorption and desorption isotherm has been obtained by

measuring the amount of nitrogen adsorbed and desorbed across a
range of pressure steps at a constant temperature of 77 K (Fig. 20a).
The three samples (S1eS3) show adsorption/desorption hysteresis
that fits with a Type III isotherm of the Brunauer classification. The
presence of very narrow hysteresis e adsorption and desorption
branches e that almost coincide indicates the lack of structural
heterogeneity of Bentheimer sandstone and percolation. The
capillary condensation region is recognized to be above a relative
pressure of 0.4. The phenomenon of capillary condensation is an
effect of the difference in the filling and emptying mechanisms of
the mesopores (2e50 nm in accordance with the IUPAC Pore Size
Classification Scheme (Sing et al., 2008)), giving rise to a hysteresis
loop between adsorption and desorption. Specifically, at low rela-
tive pressures, coverage occurs first on a monolayer, followed by
the next layers. Further, the capillary condensation occurs at the
adsorbed film, which acts as a nucleus.

Applying the BET equation to the part of the adsorption iso-
therms corresponding to relative pressures in the range of 0.16 and
0.24 (where capillary condensation does not occur), we obtain a
surface area equal to 0.45 m2/g (Fig. 20b). The above value is in
accordance with those reported by Halisch (2013a).

6.2.8. Dielectric behavior
The dielectric behavior of Bentheimer sandstone is evaluated

based on the change in surface charge due to the change in pH of
the solution. Fig. 21 shows the surface charge, б0, and proton bal-
ance related to the dissolution effects. The differences in the acid/
base consumption balance are used to calculate the surface charge
(from the slope of the graph) and acid/base consumption for
sample dissolution (assumption e the solution is saturated with
dissolved sample matter (e.g. sample impurities or sample matter
itself) for the smallest sample mass used in this plot).

The point of zero charge (PZC) value for the Bentheimer sand-
stone surface indicates that, at pH values higher than 8, the surface

Table 4
Bentheimer sandstone permeability data obtained by various methods, per sample and per block. Number of measurements per block and per method is n ¼ 10.

Method for each block Samples type Average permeability [D] Average permeability
for all methods [D]

Ruska gas permeameter Old core samples 1.74 ± 0.07 1.53 ± 0.14
Liquid permeameter 1.51 ± 0.10
Flow experiment 1.67 ± 0.05
Grain size distribution from thin sections (CarmeneKozeny) 1.45 ± 0.12
Ruska gas permeameter Intermediate core samples 3.02 ± 0.17 2.89 ± 0.14
Liquid permeameter 2.87 ± 0.18
Flow experiment 2.98 ± 0.04
Grain size distribution from thin sections (Carmen eKozeny) 2.70 ± 0.15
Ruska gas permeameter Fresh samples 2.98 ± 0.17 2.78 ± 0.19
Liquid permeameter 2.68 ± 0.12
Flow experiment 2.90 ± 0.07
Grain size distribution from thin sections (CarmeneKozeny) 2.56 ± 0.10
Flow experiment Quarry samples 1 1.48 ± 0.04 e

Quarry samples 2 1.04 ± 0.03
Quarry samples 3 2.27 ± 0.09
Quarry samples 4 1.35 ± 0.04

Fig. 19. (a) Laboratory measurements of gas permeability of old (OS) and intermediate (IS) core samples;(b) Por/Perm cross-plot for Bentheimer old and fresh cores analysis.
Porosity was measured with the Ultra Pycnometer and permeability with a Ruska gas permeameter.

Table 5
Bentheimer sandstone permeability data gathered from literature.

Method Absolute permeability [Darcy]

Perimeter (Ersland et al., 2010) 1.10
Perimeter (Dautriat et al., 2009) 1.60
Gas perimeter (Klinkenberg permeabilities) (Halisch, 2013a) 0.52e0.69
Gas perimeter (fired samples) (Maloney et al., 1990) 2.39
Water flow experiments 2.37
Water flow experiments 1.41

A.E. Peksa et al. / Marine and Petroleum Geology 67 (2015) 701e719 715

Table 2.6: Stress/strain measurements.

becomes negatively charged and the electrostatic repulsion of clays
occurs. A similar phenomenon was observed in the clay dispersion
and release studies of Gray and Rex (1966) and Simon (1976) Clay
particles were probably distributed in the sample and became
mobile in contact with pH > 8 fluid. The higher the pH, the more
visible the effect is. These effects may reduce the permeability of

the rock. In addition, the effect of the presence of goethite and
hematite in the samples on the point of zero charge was noted. Iron
oxides represent point of zero charge in the range of 8.5e11 (Appel
et al., 2003). The value of point of zero charge measured in this
study differs from value observed by Farooq et al. (2011) by zeta
potential determination of Bentheimer in water and different
electrolytic solutions. Further work on this topic is not within the
scope of this study. It is suggested that the sandstone be fired to
glass before performing dielectrical experiments (Shaw et al., 1991).

7. Conclusions

In this paper we determined the properties of Bentheimer
sandstone for petrophysical, petrological behavior and dielectrical
impurities, especially for multiphase flow studies. Additionally, we
estimated a variation in the accuracy of predictions of the sand-
stone properties based on theoretical and experimental estima-
tions of the grain and pore size distribution. The results have been
compared to our own laboratory and literature data. After the re-
sults were gathered and analyzed, they showa spread in values that
can be summarized as follows:

� Bentheimer sandstone is easy obtainable, well sorted porous
material for comparative non-conductive physical experiments
and preparing 3D pore frameworks for theoretical studies. The
presence of accessory clay and (hydr)oxides makes it less
favorable for conductive behavior;

� Bentheimer sandstone shows a constant mineralogy over
investigated samples, predominantly consisting of mono-
crystalline detrital quartz with authigenic quartz overgrowths.
The high quartz content results in a high mechanical stability
what was proven by the uniaxial compressive test. However, the
variety of accessory minerals in the Bentheimer sandstone
(feldspars, clays, iron oxides and carbonate minerals) might
lower in a smaller extend its chemical and mechanical stability.
For example, as a result of the interaction of the sandstone with
electrolytes, random dissolution of heterogeneous K-feldspars
and precipitation of clays occurred and occurs (softening coef-
ficient of Bentheimer is 87.3%). However, the small amounts of

Table 6
Stress/strain measurements.

Samples Max stress smax [MPa] Loading type

Monotonic load Alternating load

E-module tangent 50% Et [GPa] Poisson ratio n E-module tangent 50% Et [GPa] Poisson ratio n

5 BS dry cores 38.93 14.69 0.25 18.38 0.22
5 BS water -saturated cores 33.99 13.52 0.28 17.72 0.25

Fig. 20. (a) An isotherm linear plot, representing the relation between the quantity adsorbed and the equilibrium pressure of the nitrogen (at constant temperature �77 K); (b)
Example of a BET plot.

Fig. 21. Surface charge density б0 and sample dissolution effect DnHþ for Bentheimer
sandstone in (a) de-ionized water; (b) 2.2M NaCl solution. Temperature is 21 �C.

A.E. Peksa et al. / Marine and Petroleum Geology 67 (2015) 701e719716

linearly with the porosity. As the quarry samples are investigated, a linear relation be-
tween porosity and permeability is observed, which is mainly the characteristic feature
of the shallow buried parts. With increasing buried depth, diagenetic alterations reduce
the permeability relatively more than the porosity, which would result in a power func-
tion relation.

Comparison of our results with the literature data shows a close agreement of the
absolute permeability (Table 2.5).

MECHANICAL BEHAVIOR

The dry and water-saturated Bentheimer sandstone samples were subjected to mono-
tonic loading and alternating loading (the unloading and reloading). The elastic con-
stants of Bentheimer sandstone exhibit different characteristics for different scenarios.
The axial compressive strength and elastic constants of dry and water saturated sand-
stones under monotonic loading and alternating loading are listed in Table 2.6. Tests
result in the smaller tangent modulus for monotonic loading than for alternating load-
ing. The elastic modulus of water-saturated Bentheimer sandstone is smaller than that
of dry sandstone at the same strain rate, although the difference between Poisson ratios
of dry and water-saturated sandstones is insignificant. The Poisson ratio of dry samples
is slightly smaller that of water-saturated samples. The wetting softening behavior of
Bentheimer sandstone can be expressed by the softening coefficient - ratio of the axial
compressive strength of water saturated sandstone and the axial compressive strength of
dry sandstone. Based on the experiments the softening coefficient of Bentheimer sand-
stone is 87.3%. The determined slight strength reduction is related to the existence of
pore fluid and the fluctuations in the physical state, and is a result of a decrease in the
bonding strength of the rock matrix while wetting [107]. The measured values represent
mechanical stability of the Bentheimer sandstone and are a result of quartz rich com-
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position and the good sorting. Quartz does not exhibit twinning and cleavages, and are
considered to be stiff [31].

SPECIFIC SURFACE CHARGE AREA

The adsorption and desorption isotherms were obtained by measuring the amount of ni-
trogen adsorbed and desorbed across a range of pressure steps at a constant temperature
of 77 K (Fig. 2.20a). The three samples (S1-S3) show adsorption/desorption hysteresis
that fits with a Type III isotherm of the Brunauer classification [101, 108]. The presence
of very narrow hysteresis - adsorption and desorption branches - which almost coincide,
indicates the lack of structural heterogeneity of Bentheimer sandstone and percolation.
The capillary condensation region is recognized to be above a relative pressure of 0.4.
The phenomenon of capillary condensation is an effect of the difference in the filling
and emptying mechanisms of the mesopores (2-50 nm in accordance with the IUPAC
Pore Size Classification Scheme [109]), giving rise to a hysteresis loop between adsorp-
tion and desorption. Specifically, at low relative pressures, coverage occurs first on a
monolayer, followed by the adsorbed film, which acts as a nucleus. Applying the BET
equation to the part of the adsorption isotherms corresponding to relative pressures in
the range of 0.16 and 0.24 (where capillary condensation does not occur), we obtain a
surface area equal to 0.45 m2/g (Fig. 2.20b). The above value is in accordance with the
value reported by [103].

DIELECTRIC BEHAVIOR

The dielectric behavior of Bentheimer sandstone is evaluated based on the change in
surface charge due to the change in pH of the solution. Fig. 2.21 shows the surface
charge, ς0, and the proton balance related to the solid dissolution effects. The differ-
ences in the acid/base consumption balance are used to calculate the surface charge
(from the slope of the graph) and the acid/base consumption for sample dissolution
(assumption - the solution is saturated with dissolved sample matter (e.g. sample impu-
rities or sample matter itself) for the smallest sample mass used in this plot). The Point
of Zero Charge (PZC) value for the Bentheimer sandstone surface indicates that, at pH
values higher than 8, the surface becomes negatively charged and the electrostatic re-
pulsion of clays occurs. A similar phenomenon was observed in the clay dispersion and
release studies of [110] and [111]. Clay particles were probably distributed in the sample
and became mobile in contact with pH > 8 fluid. The higher the pH, the more visible
the effect is. These effects may reduce the permeability of the rock. In addition, the ef-
fect of the presence of goethite and hematite in the samples on the point of zero charge
was noted. Iron oxides represent the point of zero charge in the range of 8.5-11 [112].
The value of PZC measured in this study differs from value observed by [113] by the zeta
potential determination of Bentheimer in water and in different electrolytic solutions.
Further work on this topic is not within the scope of this study. It is suggested that the
sandstone be fired to glass before performing dielectric experiments [114].

2.7. CONCLUSIONS
In this chapter, we determined the properties of Bentheimer sandstone for petrophysical
and petrological behavior and dielectric impurities, especially for multiphase flow stud-
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Figure 2.20: (a) An isotherm linear plot, representing the relation between the quantity adsorbed and the equi-
librium pressure of the nitrogen (at constant temperature -77 K); (b) Example of a BET plot.

ies. Additionally, we estimated a variation in the accuracy of predictions of the sandstone
properties based on estimations of the grain and pore size distribution. The results were
compared to our own laboratory and literature data. After the results were gathered and
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Figure 2.21: Surface charge density ς0 and sample dissolution effect ∆nH+ for Bentheimer sandstone in (a)
de-ionized water; (b) 2.2M NaCl solution. Temperature is 294 K.

analyzed, they show a spread in values that can be summarized as follows:

• Bentheimer sandstone is an easily obtainable, well sorted porous material for com-
parative non-conductive physical experiments and preparing 3D pore frameworks
for theoretical studies. The presence of accessory clay and (hydr)oxides makes it
less favorable for conductive behavior;

• Bentheimer sandstone shows a constant mineralogy over the investigated sam-
ples, predominantly consisting of monocrystalline detrital quartz with authigenic
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quartz overgrowths. The high quartz content results in a high mechanical stability
what was proven by the uniaxial compressive test. However, the variety of acces-
sory minerals in the Bentheimer sandstone (feldspars, clays, iron oxides and car-
bonate minerals) might lower to a smaller extent its chemical and mechanical sta-
bility. For example, as a result of the interaction of the sandstone with electrolytes,
random dissolution of heterogeneous K-feldspars and precipitation of clays oc-
curred and occurs (softening coefficient of Bentheimer is 87.3%). However, the
small amounts of K-feldspar did not produce enough of the secondary clays to sig-
nificantly affect the bulk reservoir porosity and permeability, unless a migration of
clays created a proportionally large clogging zone, which incidentally happens;

• The sandstone presents high porosity in the range of 0.23-0.27. The porosity val-
ues, obtained by high-resolution microtomography or thin sections, were slightly
lower than those found in laboratory measurements. This can be due to pixel reso-
lution, because some of the smaller pores (pixel level) are merged with the matrix
and not visible. However, the pore space information, obtained using microto-
mography or thin sections, is shown to be sufficient for spatial sample character-
ization. Combining all approaches to porosity determination gives a better esti-
mation of the pore space (body and throat distribution, specific pore space, spe-
cific surface, etc.), and ultimately provides a more detailed description, covering a
wider range of pore sizes from microns to mm (sizes varying by more than three
orders of magnitude);

• Bentheimer sandstone is composed of well-sorted, mostly rounded to subrounded,
grains resulting from the depositional environment of the sandstone. It shows a
regular and narrow distribution of pore sizes (∼10-50µm diameter of pore throats),
which results in a high permeability. In addition, a narrow band in its grain size
distribution and a specific surface area make Bentheimer sandstone a candidate
for reference rock for laboratory studies;

• The repeatability of the experimental results is high, both in our work and com-
pared to literature studies, i.e., porosity (ϕ) is 0.20-0.26, the median grain diame-
ter lies in the range 0.20-0.33 mm, the median pore throat and body diameters are
0.01-0.12 mm and 0.02-0.18 mm, respectively;

• Surface charge problems due to the occurrence of dispersed accessory, i.e., iron
(hydr)oxides and clay mineral, were observed. It is suggested that the sandstone
be fired before performing dielectric experiments.

By comparing different techniques to measure certain parameters, we conclude that
the efficiency and accuracy of the various techniques must be taken into consideration
when planning the measurements, even though the difference between the obtained
values remains relatively low. It should be noted that it was not possible to eliminate
natural variation of the samples for all measurements, mainly because of different types
of samples needed for certain tests. The variations can be concluded as follows:

• Porosity measurements - Ultra Pycnometer measurements with gas give higher
values than gravimetric methods (4-5% difference). Using N2 or He gas instead of
water has the advantage of being non-reactive (important when samples contain
more clays). Image analysis gives results close to the average values obtained by
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laboratory methods;

• Permeability measurements: gas measurements show higher results than water
permeability due to slip flow of gas at the pore walls and can increase with in-
creasing pore pressure. The water permeability values can be estimated based on
gas permeability measurements;

• Pore bodies and throat distribution: the most appropriate method to measure the
small diameter pore bodies are micro-CT analysis (discrete result) and mercury
porosimetry (bulk result) for pore radii smaller than 0.01 mm. The larger pore
bodies and pores with a radius larger than 0.05 mm are more accurately measured
with a combination of thin sections, image analysis and micro-CT. The assump-
tion that isotropy and block - scale homogeneity are present in the entire matrix
means that the results are assumed to be realistic. Hence, a combination of differ-
ent methods provides a representative image of the pore system through different
scales;

• Grain size distribution: both 2D and 3D image analysis have smaller values due to
the pixel size measurements. The orders of magnitude of the grain size distribu-
tion results for the 2D and 3D methods were comparable.
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3
ROCK CHARACTERIZATION FOR

ELECTROKINETIC STUDIES

UNFIRED VS FIRED BENTHEIMER SANDSTONE
Bentheimer sandstone is a quartz-rich permeable hard sedimentary rock used for core
flooding experiments. When fired (subjected to high temperatures) to stabilize clays, py-
rometamorphical phase changes induce texture and pore framework alteration. As a con-
sequence, the new dielectric response may influence wettability. The literature regarding
pyrometamorphical behavior during and after thermal treatment is unambiguous, so we
evaluate desirable (fixation of clay minerals) and undesirable effects (dielectric surface
changes) in the matrix. Porosity, permeability, surface charge, specific surface area and
dielectric response were measured before and after firing of samples, at temperatures up to
∼1000°C under oxidizing and non-oxidizing conditions. The matrix properties were de-
termined using XRD/XRF, scanning electron microscope imaging and thermomechanical-
and thermogravimetric analysis with differential scanning calorimetry. Firing causes de-
hydration, dehydroxylation and irreversible transformation of original clays, organic mat-
ter, and carbonates to glass, oxides and feldspars. During heating quartz transfers fromα-
to β-quartz and back during cooling. This thermal transformation changes the grain vol-
umes and, consequently, reduces the matrix integrity. The sandstone has a slight porosity
and permeability increase (∼ 5%). Further, a shift in the point of zero charge toward a
higher pH may result in wettability alteration from strongly water-wet to oil-wet. Ad-
ditionally, a decrease in the permittivity value and marginal dispersion of the dielectric
constant (∼ 5%) between the high and the low frequencies was observed. Due to firing and
related dispersion of the iron oxides within the matrix framework, Bentheimer sandstone
becomes a weaker insulator.

This chapter has been published as: Anna E. Pęksa, Karl-Heinz A.A. Wolf, Evert C. Slob, Łukasz Chmura, Pacelli
L.J. Zitha, Original and pyrometamorphical altered Bentheimer sandstone; petrophysical properties, surface
and dielectric behavior, Journal of Petroleum Science and Engineering, Available online 19 October 2016, ISSN
0920-4105, http://dx.doi.org/10.1016/j.petrol.2016.10.024.
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NOMENCLATURE AND SUBSCRIPTS
α Average coefficient of expansion, [-]

A Effective area of the electrode, mm2

∆ε′r Dielectric dispersion magnitude

∆n Dissolution rate, mmol

C0 Capacitance of space in a parallel-plate capacitor, pF

Cs Capacitance of dielectric in a parallel-plate capacitor, pF

DAR Dielectric Absorption Ratio, [-]

ε∗ Complex electric permittivity in the frequency domain, F/m

ε0 Permittivity of space, ε0 = 8.854 ·10−12 F/m

ε′ Real part of the electric permittivity, F/m

ε′′ Imaginary part of the electric permittivity, F/m

ε′r Real value of the relative permittivity, [-]

ε′′r Imaginary value of the relative permittivity, [-]

E Electric field vector, V· m−1

f Frequency, Hz

F Faraday constant, C/mol

G Conduction, S

G AC AC conduction, S

GDC DC conduction, S

g (t ) Dielectric response function of Bentheimer sandstone sample

I Total current density vector, A/m2

I Electric current, A

IC Capacitative part of the current density vector, A/m2

IC Capacitative part of the electric current, A

IL Leakage part of the current density vector, A/m2

IL Leakage part of the electric current, A

Ip Polarization current through the sample, A

Ir Insulation resistance,Ω

L Sample length, mm

L0 Initial sample length, mm

(δL/δT ) Slope of the expansion curve at the temperature, mm/°C

M Mass, g

P Polarization, C/m2

PI Polarization index, [-]

ϕ Effective porosity, [-]

ρ Bulk density, kg/m3

R Lossy part of the dielectric,Ω

τr Relaxation time, s

Ss Specific surface, m/m2

σ0 Charge, C/m2

σ Electrical conductivity, S/m

T Temperature, °C

tp Polarization duration, min

tanδ Dissipation factor, [-]

tanδpol Polarization losses on the dielectric, [-]

tanδcond Conduction losses on the dielectric, [-]

U Voltage, V

Vm Matrix volume, m3

ω Angular frequency, Hz



3

61

ABBREVIATIONS
AC Alternating current

Ant-Rt Rutile formed as a result of the polymorphic transformation of anatase

BET Brunauer-Emmett-Teller

BS Bentheimer sandstone

CTE Coefficient of thermal expansion

CT Computed tomography

D Dimension

DC Direct current

DSC Differential Scanning Calorimetry

F Fired samples

Fsp Feldspar

G Glass

H+ Hydrogen ion

Kln Kaolinite

M Molar concentration

Mul Mulite

PZC Point of zero charge

Qtz Quartz

Rt Rutile

SEM Scanning Electron Microscope

SOL Dissolution

TGA Thermogravimetric analysis

UF Unfired samples

WL Wave length

wt% Weight percent

XRD X-ray diffraction

XRF X-ray fluorescence
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3.1. INTRODUCTION
Bentheimer Sandstone (BS) is widely used as a model rock for studying fluid flow in
porous media and preparing 3D pore-network model studies [1–3]. It is an easy to ob-
tain, inexpensive sample material that has a matrix composed of well-sorted, mostly
rounded to sub-rounded grains with a regular distribution of pore bodies and pore throats
diameter [4]. The presence of accessory clay, organic matter and oxides or hydroxides is
often ignored. Nevertheless, they influence petrophysical behavior such as permeability
and electrical conductivity behavior.

Motivations for firing. Sandstone samples are heated to temperatures exceeding 500 °C
as a common step in core preparations to limit the risk of permeability reduction dur-
ing displacement experiments [5, 6]. The objective is to remove the chemically bounded
water and to transform and stabilize clays. A strong influence of clays in contact with wa-
ter on sandstone porosity/permeability, pore size geometry and electrical behavior was
reported in the literature [7–15]. The high cation exchange capacity of clays, the large
surface area and the strong interaction with interstitial fluids result in swelling and/or
migration. In addition, permeability reduction can be expected because of pore clog-
ging downstream, which causes serious injectivity problems [10, 16–19]. Clay migration
was even found to clog high permeable sandstones (>0.5 Darcy). Note, that besides clay
fines, other components, such as organic matter, very fine quartz and feldspars particles,
are considered as mobile fines [10].

Firing controls on wettability. The firing of the sandstone caused disintegration of
clay minerals, a partial transformation of feldspar and quartz into glass and iron ox-
ides. Moreover, according to Barclay and Worden (2009), if the specific surface of the
iron oxides increases, a positive correlation of oil-wetting iron mineral content in the
sandstones is observed [20]. González and Moreira (1991) reported iron oxides to be
strongly oil-wet due to substantial adsorption of asphaltenes. They observed a signifi-
cantly higher maximum of asphaltenes adsorption for hematite than for clay minerals
(up to 1.5 times) [21]. According to Wang and Guidry [22], the mechanisms of the strong
oil-wetness of iron oxides can be explained by (1) ferric ions, allocated on the mineral
surface. They represent possible adsorption sites for carboxylic acid anions, which can
change the wettability of the mineral surface; (2) ferric ions, mainly on the surfaces.
They can cause oxidation of the petroleum components, using catalysts, and produce
polar wettability-altering compounds; (3) ferric ions in the solution. They may behave
as bridges between petroleum and a silica surface. In addition, it must be noted, that the
wettability state of the reservoirs containing ferric ions (Fe3+) is indirectly controlled by
the chemistry i.e. redox state, of the reservoir fluids [20].

Firing characterization. High temperatures cause changes in the mineralogical com-
position of sandstones and in the physical and electrical properties [23–25]. The infor-
mation on pyrometamorphical and electrical properties for Bentheimer sandstone avail-
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able in the literature is rather limited [26–28]. In particular, we are not aware of publica-
tions on the role of high-temperature minerals that are resistive to chemical weathering
after firing and the effect on wettability. To fill the gap in the understanding of these
systems, we decided to perform a series of thermal treatment experiments at tempera-
tures ≥600 °C and petrophysical, petrological and dielectric experiments. Bentheimer
samples were therefore fired to temperatures where silica and carbonate minerals other
than quartz are dehydrated, dehydroxylized, decarbonized and disintegrated.

Electrical behavior. Clay minerals are an important source of ions in sandstones [17,
23, 29, 30]. In a previous study [4], we concluded that iron oxides also influence the
surface charge response of the sandstone. Therefore, we decided to perform a series of
potentiometric titration experiments to determine the influence of firing on the surface
charge. We performed a thermo-physical analysis of fired and unfired samples, by mea-
suring the dielectric properties in the frequency and time domain. Knowing these prop-
erties is important in evaluating the influence of the firing process, as they are related to
the constituent materials and the geometrical microstructure of the rock.

The results of this study may help experimentalists in planning combined flow and
electrokinetic experiments with Bentheimer sandstone. This chapter first discuss exper-
imental methods, followed by results and discussions and conclusions.

3.2. MATERIALS AND METHODS

3.2.1. FIRING
The sample material, Bentheimer sandstone, placed in a temperature-programmable
furnace, was heated at atmospheric pressure at a rate of 5 °C/min, up to 573 °C. This tem-
perature was maintained for 2 hours for the mineral transformation of α- to β-quartz.
Then, the samples were heated further at the same thermal rate up to 970 °C, where
the temperature again was maintained for 2 hours. Thereafter, the samples were cooled
down by setting the temperature to 573 °C, and again kept for 2 hours stabilization at
573 °C, followed by another cool down to room temperature (Fig. 3.1). The aim of this
procedure was to limit thermal shock effects that may cause differential expansion and
contraction, that would lead to micro-fracturing in grains and cracking of grain contacts.

3.2.2. CHARACTERIZATION OF UNFIRED AND FIRED SAMPLES AND THER-
MAL ANALYSIS

X-ray diffraction (XRD)/X-ray fluorescence (XRF) and texture composition. Samples
characterized for XRD and XRF analysis were pulverized to a powder with a particle size
of less than 2 µm and analyzed for their mineral composition and element-oxide dis-
tribution. The XRF measurements were conducted with a Panalytical Axios Max WD-
XRFT M spectrometer measuring the element oxides and elements (>0.5 wt%) with an
accuracy of 2%. The XRD was recorded in a Bragg-Brentano geometer, with a Bruker
D5005T M diffractometer, equipped with a Huber incident beam monochromator and a
Braun PSDT M detector. Details on XRD and XRF and corresponding setups are provided
in literature [31, 32].
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Figure 3.1: Temperature path for the firing process of Bentheimer sandstone.

Scanning Electron Microscope (SEM). To identify changes in the matrix structure, se-
lected samples were examined using a scanning electron microscope (JEOL 8800 M JXA
Super probeT M ). The methodology of SEM and further image analysis can be found
elsewhere [33].

Porosity and permeability measurements. Porosity and permeability were determined
on cylindrical samples having a diameter of 30 mm and length of 36 mm. Dry poros-
ity tests were conducted with a Gas Expansion UltraPycnometer 1000 (Quantachrome
InstrumentsT M ) using Boyles’s gas expansion law [34]. The results are the matrix vol-
ume (Vm), the bulk density (ρ) and the porosity (ϕ). The permeability of dry cores was
measured with N2 gas by using a Ruska gas permeameter (Ruska InstrumentsT M ) [35].

Thermogravimetry (TGA) and Differential Scanning Calorimetry (DSC) analysis. For
thermal analysis, the samples were crushed to powders with particles smaller than 50
µm. The thermos-analyzer Netzsch STA F3 JupiterT M with the QMS403C AëolosT M gas
analysis system was simultaneously used to conduct thermogravimetric analysis (mass
change ±1 µg) and differential scanning calorimetry (heat difference ±0.1 µW). The in-
strument measures the mass changes and provides endo-/exothermic results as a func-
tion of temperature against a reference measurement in an empty crucible [36]. The
measurements were performed in both argon and air conditions at atmospheric pres-
sure. The standard firing procedure was done in the air, although to acquire more infor-
mation about thermal mineral behavior in a neutral or reducing environment, argon was
introduced. The gas velocities were 20 ml/min, with a dynamic temperature program at
a rate of 10 °C/min. In order to detect possible drying of the sample, the measurement
started at 30 °C and went up to a maximum temperature of ∼1000 °C (±1.5 °C).
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Thermal expansion. To measure the changes in the physical properties of sandstone
such as coefficient of thermal expansion (α) and linear thermal expansion (∆L/L), me-
chanical analysis techniques in the thermal analysis were used [37]. The cuboid sample
of 5.34 mm ±0.01 mm in length and with a cross-sectional area 4 mm x 4 mm was placed
in the PerkinElmerT M thermomechanical analyzer to measure small changes in sam-
ple dimensions. The sample was evenly heated over a programmed temperature range
of 10 °C/min up to maximum 600 °C and kept constant for 2 hours. Thereafter, it was
cooled down at the same rate. The thermomechanical analyzer converts movements of
the probe into an electrical signal and generates the thermal response curves from which
the coefficient of thermal expansion was derived. The average coefficient of thermal ex-
pansion (CTE) is represented by α, as a function of temperature:

α(T ) = 1

L0

( ∂L

∂T

)
, (3.1)

where ( ∂L
∂T ) is the change in the sample length (L) over a temperature range expressed as

a slope of the expansion curve at temperature T ; L0 is the initial sample length.

Surface charge and specific surface area. Potentiometric titrations were performed in
a nitrogen atmosphere to investigate the change in surface charge of Bentheimer sand-
stone due to the firing process. Before starting the experiments, a sample of Bentheimer
(0.5, 5 and 10 g) was dispersed in the electrolyte (100ml H2O with 9 ml of 0.1M NaOH)
and then stirred vigorously with a Teflon-coated magnetic stirrer for 24 hours. The po-
tentiometric titrations were performed by adding 0.1M HCl droplet by droplet, while
continuously stirring the solution. The pH data were recorded every 5 minutes. The
pH-dependent surface charge (σ0) was calculated as [38]:

σ0(pH) =−F · (∆nsol ,H+ (pH)−∆n0)

M as
= fsur f (pH)

Ss
, (3.2)

where F is the Faraday constant (F = 96500 C/mol); M is the sample mass; Ss the surface
area and ∆n0 the pH-dependent amount of acid/base consumed. The dissolution effect
(∆nsol ,H+ ) was obtained by comparison of the balance of protons and hydroxyl ions in
the potentiometric titration of Bentheimer samples with blank potentiometric titration
results:

∆nsol ,H+ (pH) =∆naci d\base(BS)(pH)−∆naci d\base(bl ank)(pH). (3.3)

For a correct interpretation of the electrical behavior of the powdered fresh and fired
Bentheimer sandstone, the specific surface area was measured by adsorption of liquid
nitrogen at low temperatures (-196.5 °C). The detailed methodology is provided else-
where [4]. The specific surface data was calculated using the BET sorption theory [39].
The obtained specific surface area represents the "external" surface area, since the pen-
etration through the interlayer of smaller clay particles surfaces by weakly adsorbed ni-
trogen is not possible.

3.2.3. DIELECTRIC SPECTROSCOPY
Principle and apparatus. The main objective of the dielectric spectroscopy studies
was to examine differences between unfired and fired samples through the frequency
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Figure 3.2: (a) Schematic of the three-terminal parallel-plate capacitor, showing the high voltage electrode
at the bottom and the low voltage electrode surrounded by the guard electrode at the top; (b) the electrode
terminal; (c) MeggerT M device for capacity measurements at atmospheric conditions.

dependence of the permittivity and dissipation factor. The secondary objective was to
conduct the dielectric adsorption test under DC conditions to recognize a change in the
conductive behavior. For the tests, flat circular discs with a diameter d of 140 mm and
thickness, h of 8 to 10 mm were placed between two electrodes to arrange a parallel-
plate capacitor of plate area, A ∼ 15.9 ·102 mm2. The contact surface of the samples and
the electrodes was sufficiently smooth for the current transfer to occur.

The apparatus used for the measurement of the dielectric properties of the samples
was a three-terminal parallel-plate capacitor connected to a MeggerT M capacity meter
(Fig. 3.2) consisting of: (1) a bottom electrode directly connected to a high voltage unit,
and (2) a top electrode connected to a low voltage terminal. The internal part of the up-
per electrode is used for measurements, while the external part acts as a guard and elim-
inates the influence of surface leakage currents from the measurement results (Fig. 3.2a).
The electrode terminal is covered by a tight glass shade to prevent the entrance of mois-
ture from the atmosphere.

Sample preparation. Prior to the experiments, several techniques are employed to re-
move the water, including heating in the oven at 105 °C for 48 hours, and further satu-
ration of the cores placed in the three-terminal parallel-plate capacitor with dry air. The
drying procedure in the capacitor was implemented three times for each sample. Sam-
ples were subsequently: saturated with 90 °C dry air, evacuated, re-saturated with dry
air, and then stored in a dry air atmosphere for 24 hours. Measurements were later made
with the cores in vacuum. The above procedure ensured the removal of free water from
the samples. To reduce and quantify the effect of the electrode polarization (ionic charge
accumulations at the electrodes) [40] the following methods were used when measuring
dielectric properties: (1) varying the thickness of the samples to quantify the polarization
effect; (2) using aluminum films as spacers to reduce the effect as much as possible.

Dielectric permittivity test. The test cell was connected to a capacity meter that mea-
sures the capacity and the dissipation factor of a sample as a function of frequency at a
desired voltage of U = 0.5 kV. A non-ideal dielectric like BS supports a varying charge, ad-
sorbs and dissipates the electric energy in the form of heat. When a potential difference
is applied to a capacitor, energy is dissipation dissipated due to two main factors: (1) a
flow of free charges through the material, called conduction loss (DC term), and (2) a dis-
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Figure 3.3: The real part of electric permittivity spectrum over a range of frequencies [43].

placement of electric charges that gives rise to the creation of dipoles in the sample (AC
term). The second mechanism, called polarization P , arises as a result of an electronic
and an ionic polarization, a dipole orientation and an interfacial polarization [41]. The
polarization of heterogeneous materials, like Bentheimer sandstone, depends on the in-
dividual properties of minerals, their proportion and the distribution across the sample
volume. This mechanism is related to the space charge accumulation along the interface
in the presence of the electrical field. For this reason, it can be expected that the relative
permittivity of a mixture of minerals may exceed that of a single mineral. Different types
of polarization have varying time response abilities to an applied field frequency. There-
fore, the real part of electric permittivity is frequency dependent (Fig. 3.3). The frequency
dependence of the polarization process on the relative permittivity value is presented
elsewhere in greater detail [42]. The measurements described in this chapter cover the
frequency domain from 0.1 Hz to 15 kHz. Application of the electric field E gives rise to
the electric displacement field D flowing the relation [44]:

D = ε∗E. (3.4)

The interactions of a material with an electric field E are described by the complex elec-
tric permittivity ε∗:

ε∗ = ε′− iε′′, (3.5)

where the expressions ε′ and ε′′ define the real, non-negative component of the per-
mittivity and the energy dissipation due to polarization, respectively. The real part of
the complex permittivity can be calculated at the various frequencies by using the mea-
sured capacitance values of a sample in a parallel-plate capacitor between the high and
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Figure 3.4: (a) Schematic of the parallel equivalent circuit. Note that it corresponds to one voltage and fre-
quency level; (b) corresponding phasor diagram representing the electric loss angle δ, and power factor angle
β. As a result of the introduced voltage U, the current IL follows in phase with the applied voltage, and the
charging current IC is π/2 out of phase.

low voltage electrode (Cs ) at the strong accumulation region from the relation [45]

Cs = ε′r C0, (3.6)

where C0 is the capacitance without the sample, ε′r denotes the real part of the relative
permittivity, represented by the ratio ε′/ε0, where ε0 is the permittivity in vacuum.

To account for the loss current, the BS in the parallel-plate capacitor can be defined
as a "leaky" dielectric and can be represented by the equivalent circuit (Fig. 3.4a). The
losses in the sample can be represented by a conductance G . If an AC voltage source U
is applied on the capacitor, the total current I propagating in the sample consists of two
components:

I = IC + IL. (3.7)

A charging current IC leads the in-phase component current by 90°(Fig. 3.4b) and can be
expressed by

IC =ωCs U, (3.8)

whereω denotes the angular frequency (ω= 2π f ). A loss current IL that is in phase with
the applied voltage includes the AC conduction from the inertial resistance G(ω)AC and
the DC conduction GDC

IL = (G(ω)AC +GDC )U (3.9)

with G(ω)AC =ωC0. (3.10)

The DC conductance GDC of the samples can be expressed in terms of the electrical
conductivity σ as GDC =σA/d . Thus, implementing (3.8), (3.9) and (3.10) into (3.7), the
total current for a BS sample can be expressed as

I = (iωε′r C0 +ωε′′r C0 +GDC )U = ((iωC0)ε∗r +GDC )U (3.11)
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where ε′′r is the imaginary value of the relative permittivity, represented by ε′′r /ε0 ratio.
From the above expressions and from the parallel circuit presented in Figs. 3.4a and 3.4b,
the total dissipation factor value of the sample can be derived as [46, 47]

tanδ= IL

IC
= GDC +ωε′′r C0

ωε′r C0
= GDC

ωε′r C0
+ ε′′r
ε′r

. (3.12)

The total dissipation factor of a dielectric is characterized by the sum of: a) the polariza-
tion losses, tanδpol , and b) the losses caused by conduction, tanδcond when the resis-
tance of the dielectric is sufficiently small. Hence, the dissipation factors related to the
polarization and conduction are equal to:

tanδpol =
ε′′r
ε′r

= ε′′

ε′
, (3.13)

tanδcond = σ

ωε0ε
′
r

. (3.14)

Assuming that the DC contribution of loss current is much smaller than the AC contri-
butions (GDC ¿ωε′′r C0), the total dissipation factor simplifies to

tanδ= ε′′

ε′
. (3.15)

Polarization current measurements and dielectric absorption test. The main con-
cept of this test is the increase in insulation resistance due to the polarization of the
atoms in sandstone over time. The DC voltage (U = 0.2 kV) is applied to samples placed
in the same three-terminal parallel-plate capacitor during a polarization duration, tp

>10 minutes. Thus, due to the application of a DC voltage U , a pulse-like polariza-
tion current flows through the sample. During the polarization duration, the current
decreases to a certain value corresponding to the conduction current, assuming that the
sample in the parallel-plate capacitor is totally discharged prior to the measurement and
that a step voltage is applied with the following characteristics [48]

U (t ) =


0 t < 0

U0 0 ≤ t ≤ tp

0 t > tp

. (3.16)

The above relation gives zero current for times before t = 0, and polarization currents for
times 0 ≤ t ≤ tp . The polarization current through the sample can be expressed as [48]

Ip =U0C0

[ σ
ε0

+ε∞γ(t )+ g (t )
]

, (3.17)

The formula contains three parts: (1) process independent of any polarization, being
in relation to the conductivity of the sample; (2) the gamma function, arising from the
suddenly applied step voltage, at t = 0 and t = tp . It cannot be recorded in practice and
is ignored in the calculation, because of a large dynamic range of current amplitudes
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related to the sudden polarization processes at the initial stage; (3) the activation process
of the certain polarization within the sample, g (t ). Therefore, (3.17) can be rewritten as

Ip =U0C0

[ σ
ε0

+ g (t )
]

, (3.18)

NOTE: The dimension of g (t ) is l/s and its magnitude is dependent on C0. Moreover, the
simultaneous measurements of the insulation resistance (Ir ) at different time intervals
allow the calculation of: a) dielectric absorption ratio (DAR) that is the ratio of the in-
sulation resistance at 60 seconds to the insulation resistance at 30 seconds, and b) the
polarization index (PI) that is the ratio of the insulation resistance value measured at 600
seconds to the insulation resistance value measured at 60 seconds. All reported polar-
ization current measurements were performed at ambient temperature.

3.3. RESULTS AND DISCUSSION

3.3.1. XRD/XRF ANALYSIS AND SEM INTERPRETATION: GENERAL RESULTS

The pyrometamorphic alterations up to 970 °C were evaluated by XRD/XRF-analysis
and SEM. The primary constituents of the Bentheimer sandstone are quartz (91.7 wt%),
feldspars (4.9 wt%), clay minerals (2.7 wt%), carbonates (0.4 wt%), pyrite and iron hy-
droxides (0.2 wt%). Note, that the wt% are average values from the analysis of our pre-
vious study [4]. Additionally, SEM analyses show the presence of kaolinite, illite, and
mixed-layer clays in Bentheimer sandstone.

Fig. 3.5 mainly shows the reduction of intensity corresponding to kaolinite in the XRD
patterns between unfired and fired Bentheimer sandstone. In samples fired to 970 °C the
structure became amorphous and may only represent traces of meta-kaolinite and mul-
lite (Figs. 3.6c-d) [49, 50]. Quartz and feldspars were transformed to a lesser extent in
comparison to other components, as most of the sandstone components have a lower
melting point than quartz. Quartz and feldspars melt, first creating vitrified textures,
and consequently, the quartz grains dissolve into the glassy matrix (Figs. 3.6c-d). In the
case of the feldspar grains, a disappearance of clay minerals is observed. It results in
irregular grain shapes and in small amounts of glass at the grain boundaries (Fig. 3.6d).
Therefore, it indicates an initial integration of the feldspars into melts. Moreover, distinct
interfaces between the grains were recognized in the SEM-photos (Fig. 3.6b). Before fir-
ing, the boundary between the detrital quartz grains was merged by overgrowths and/or
pressure solutions.

Furthermore, hematite was identified as a minor component in the unfired sample
and as well in an increased amount as a secondary phase. Decomposition of most of
the iron (hydro)oxides/carbonates (goethite, siderite) and iron-rich cement resulted in
conversion to mainly hematite and probably wüstite, giving the rock a distinctive red-
dish color. The destruction of the cementing material by firing made Bentheimer more
friable. An interesting observation was the SEM identification of rutile, as an acces-
sory component, occurring both as a precursor and as a polymorph phase after anatase
(Figs. 3.6e-f).
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Figure 3.5: XRD pattern of (a) the unfired Bentheimer sandstone sample; (b) the fired Bentheimer sandstone
sample.
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3.3.2. THERMAL ANALYSIS AND PHASE TRANSFORMATIONS
TGA and DSC analyses were carried out in an argon and in an air environment, and the
results are illustrated in Fig. 3.7. The dehydration of sandstone components is observed
in the DSC traces with an initial endothermic peak observed between 40 °C and 170 °C,
and between 20 °C and 90 °C in the air and argon environment, respectively. The process
is related to free water being removed from the minerals. In the range of 200 °C to 350 °C,
small endothermic peaks demonstrate the dehydration of iron-oxides and -hydroxides
and the crystallization of iron oxide, mainly hematite [51, 52]. The slight mass losses ob-
served in the thermal data in the region of 470 to 650 °C in each of the TG curves indicate
dehydroxylation processes and thermal decomposition leading to oxidation in air and
reduction with oxygen release in an argon environment. In the range of 470 to 650 °C (in
each of the DSC curves) peaks, centered at 580 °C corresponding to the dehydroxylation
of kaolinite, are observed [53]. For the argon atmosphere, an additional endothermic
reaction took place above about 750 °C, while endothermic disintegration and exother-
mic oxidation occurred in the air. In the air environment, the exothermic peak can be
associated with mullite formation [49, 50, 54].

The results of thermal expansion measurements are presented in Figs. 3.8a and 3.8b.
It can be observed that the slope is unlikely to be constant, varying from 10.9 ·10−6/°C to
35.2 ·10−6/°C (1-4 boxes in Fig. 3.8a). The most visible expansion occurs above 500 °C.
The structure of the kaolinite breaks down in the endothermic reaction results into meta-
kaolinite and a consequent distortion of structures (Fig. 3.6 and Table 3.1). Quartz un-
dergoes a trigonalα-quartz to hexagonalβ-quartz transformation. Above 800 °C disinte-
grated feldspars create a vitrified textures with melting illite (Fig. 3.6d and Table 3.1).The
cooling curve of Bentheimer differs significantly from the heating curve; this difference
is due to the elongation of quartz grains during heating.
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Table 3.1: Thermal behavior of the minerals present in the Bentheimer sandstone after [55, 56].

MINERAL TEMPERATURE °C

Quartz
Glass
K - feldspar
Kaolinite
Illite
Spinel
Dolomite
Calcite
Hematite
Siderite
Geothite
Rutile
Magnetite
Pyrite

M – Metakaolinite;  DeOH – Dehydroxylation; DHN – Dehydration; 
DS – Dissociation;  Alpha to Beta quartz transformation;  S   - Spinel

α    β

DeOH

DeOH

DeOH

DHN

M S

DS

DS

DS

OX

DS

α    β

0 200 400 600 800 1000 1200

To a lesser extent, the change in sample length between the beginning and the end
of the experiment can be attributed to the greater force acting on the sample at the fi-
nal stage of the experiment. For comparison, the linear thermal expansion of quartz is
included in Fig. 3.8b. A similarity in the heating curve trend between Bentheimer and
quartz is observed. As shown above, the deformation and expansion of the sample is
mainly governed by quartz; however, at temperatures above 573 °C (where the transition
from α- to β-quartz occurs) the coefficient becomes negative (Fig. 3.8b), which suggests
that more constituents than quartz control the expansion process in Bentheimer sand-
stone. The thermal expansion curves prove again that there are no high-temperature
forms of quartz.

3.3.3. POROSITY AND PERMEABILITY

Permeability and porosity of Bentheimer Sandstone cores can be expected to vary as a
consequence of firing along with texture and mineral alteration. Firstly, a differential
thermal expansion may cause cracking of the grain contacts and, consequently, an in-
crease of the pore volume. Secondly, the disintegration and recrystallization of minerals
that have a lower melting point than quartz may slightly increase the quartz grain vol-
ume. The differential expansion of minerals separates grains at the interfaces (Fig. 3.6b)
as well and thus, creates an irreversible volume increase [55–58]. Fig. 3.9 shows that
the absolute gas permeability against porosity hardly changed before and after ther-
mal treatment. The porosity and permeability both increased by less than 5%, which is
within the experimental error for usual core flood tests. The slight change in the porosity
and permeability is most likely due to textural and compositional changes. As stated by
Klimentos (1990), clays, even in small amounts, may strongly influence flow parameters
of the rock [12]. Due to exposure to high temperatures (∼970 °C), clays undergo decom-
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(b) linear thermal expansion of Bentheimer sandstone and quartz [57] vs. temperature.
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position and degradation and, as a result, change the sandstone matrix structure. On the
other hand, quartz undergoes a reversible reaction at 573 °C from α- to β-quartz. This is
related to the increasing vibrations and a slight displacement of the atoms in the crystal
lattice, and further volume increase [59]. Moreover, the firing process leads to a weaken-
ing and releasing of the cementing material, which results in dispersion and relocation
of fine particles within the sandstone pore matrix [23].

3.3.4. SURFACE CHARGE
The potentiometric titration for establishing surface charge behavior was started at a
high pH (>12). Comparing the titrated surface charge curve obtained from fired Ben-
theimer sandstone samples, Fig. 3.9b, to the unfired surface charge [4] shows that pro-
tons bind to surfaces at the highest protons affinity sites. Subsequently, with an addition
of HCl the sites with a lower proton affinity come to be protonated.

For unfired and fired samples the change in pH value, with the addition of 0.1M HCl
titrant, showed a similar trend for the same mass of the samples, however with a steeper
gradient for fired samples, so that the Point of Zero Charge (PZC) for unfired and fired
samples is respectively at pH = 8 and pH = 10.6. The shift in the PZC can be attributed to
a higher concentration of iron oxides present in the sample after firing.

In the Bentheimer sandstone, the iron oxide coatings on quartz grains can give large
local specific surface areas. At low pH, the iron oxide coatings may have a contribution
to the surface charge distribution, due to (1) the physical blockage of negative charges
by iron oxides coatings on e.g. quartz grains, and (2) the mutual neutralization of nega-
tively charged particles [60]. It proves the previous remark, that as a result of firing, iron
becomes grain coating material, which can significantly influence the surface response
of the sample. Iron oxides might be strongly oil-wet and result in a change of the wetta-
bility of Bentheimer sandstone. Nevertheless, in the terms of the volume, the iron oxides
can be neglected.

3.3.5. DIELECTRIC SPECTROSCOPY
The frequency dependence of the electric parameters for fired and unfired samples was
examined at a pressure of 2 bar and a temperature of 30 °C. The obtained values were
compared with predictions made using the model of Lichtenecker and Rother [61].

Dielectric permittivity. The variation of the real part of electric permittivity ε′r and the
dissipation factor tanδ as a function of frequency are depicted in Figs. 3.10a and 3.10b.
The results represent average values over three consecutive tests. It is observed that
the real part of electric permittivity decreases after the samples are thermally treated.
Fig. 3.10a shows that over the frequency range of 0.1 Hz - 10 Hz where the counter ion
diffusion polarization occurs, the dielectric dispersion magnitude is ∆ε′r mi n = 0.5 (for
sample 13A) and ∆ε′r max = 3.27 (for sample 12A). It decreases with increasing frequency,
reaching ∆ε′r mi n = 0.13 (for sample 13A) and ∆ε′r max = 0.39 (for sample 12A) over the
frequency range of 10 Hz - 15 kHz. This phenomenon in the low-frequency regimes is
common for rocks and is attributed to the variation in polarization, being a result of
the charge accumulation at the grain boundaries, and/or grain imperfections, and fur-
ther, the composition heterogeneity in the rock matrix [62, 63]. This was explained by a
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Figure 3.9: (a) Por/perm cross plot for unfired and fired Bentheimer samples; (b) surface charge of fired Ben-
theimer sandstone.
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Maxwell-Wagner model [41]. For high frequencies (>1 MHz), this effect will be negligi-
ble [64].

For the thermally treated samples, the dielectric constants measured at low frequen-
cies are up to ∼5% larger than those at the high frequencies, which is a much smaller
variation than that observed in the unfired samples. Differences in permittivity results
between fired and unfired samples are mainly due to the transformations of clay. The
high specific surface area minerals (i.e. clays) usually exhibit higher dielectric disper-
sion magnitudes than low specific surface area minerals [65]. The low dielectric constant
value for fired samples that contain iron oxides (the large specific surface and capillary
retention capacity) was discussed by Van Dam et al. [66]. They demonstrated that the
iron oxides do not directly alter the relative permittivity of the solid phase in the sed-
iment. However, a correlation exists between the larger specific surface and capillary
retention capacity of iron oxides, as compared with quartz grains. Thus, iron oxides can
have a profound influence on the relative permittivity if they occur in larger quantities
than in the Bentheimer sandstone (TGA measurements and XRD).

Dissipation factor. Fig. 3.10b shows the dissipation factor vs. frequency. At low fre-
quencies, losses are much higher than at higher frequencies for both fired and unfired
samples. For the fired samples, at frequencies larger than 10 Hz, the dissipation factor
is almost independent of frequency. This can be explained by a Maxwell-Wagner effect
for a widespread distribution of conductivity of the accessory minerals and thermos-
mineralogical alterations within Bentheimer [62]. With increasing frequency, a slightly
different approach influencing the behavior of the dissipation factor, the Garton’s mech-
anism [67] is observed. More tests at higher frequencies should be conducted to entirely
confirm this statement. Note, that the mechanism of invariance with frequency is a spe-
cial case for quartz [68].

The observed general dispersion in the obtained results can be attributed to local
heterogeneities due to varying clay concentrations in the Bentheimer samples. The vari-
ation in the dielectric constant is directly related to differences in the mineral composi-
tion, the crystal structure and the relation and interaction of the various constituents of
the rocks to one another, besides clay.

The trend of a decrease in dielectric permittivity and the corresponding change in the
dielectric properties were ascertained by the extended drying process and repeated mea-
surements. Attention was taken to eliminate any possible moisture and instrumental
sources causing variations in the measurements. While conducting the measurements,
we found that there is a difference between results obtained at certain stages of the dry-
ing. Hence, the measurements, accounting as "dry rock", were obtained after the third
drying when the value of the loss tangent varied <0.5% between repeated measurements.
Fig. 3.11b shows the influence of water content on the dielectric constant of unfired sam-
ple no. 14 with a different moisture content in the frequency domain covering the inter-
val from 1 Hz to 1 kHz. The trend of spectrum variation is close to the dry rock samples,
although a noticeable role of moisture is observed.

Polarization current and the dielectric absorption test. For the dielectric absorption
test, the DC voltage U = 0.2 kV was used. As a result, a polarization current, Ip , flows
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Figure 3.10: (a) The frequency domain dielectric constant spectrum for unfired and fired samples; (b) tan-
gent loss spectrum over the frequencies; S11UF-S15UF corresponds to samples before thermal treatment, and
S11F-S15F to samples after firing.
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Figure 3.11: (a) The imaginary permitivity spectrum over the logarithm of the range of the frequencies for
unfired and fired samples; (b) effect of moisture on the tangent loss value over the logarithm of the range of
the frequencies for sample 14UF.
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Figure 3.12: t − Ip characteristic of a dielectric after voltage application.

Table 3.2: The dielectric absorption test results.

Fired samples Unfired Fired

Average Insulation Resistance 60 s [TΩ] 15.57 26.35

Average Dielectric Absorption Ratio (DAR) 1.64 1.3

Average Polarization Index (PI) 4.7 2.2

Insulation Condition Good Questionable

through the dielectric. Subsequently with time, the transient phenomena "polarization
current decay" heads to a small steady state conduction current (Fig. 3.12).

For both samples, the application of a DC electric field results in a current jump as
an effect of fast electronic, ionic and orientation polarization. Subsequently, the cur-
rent gradually decreases due to slow polarization processes. A good fit of the Curie-von
Schweidler model [69, 70] with the measured data was obtained. The observed decay
phenomena can be described by a power function, where the space charge formation
creates an inner electric field of the opposite direction, which progressively decreases
the current. Fig. 3.12 shows the variation of the polarization current with time and sam-
ple treatment (unfired and fired).

The application of DC voltage for fired samples showed that changes in mineral com-
position and their conductivity tend to affect the tail of polarization currents. Due to fir-
ing and related dispersion of the iron oxides within the matrix framework, Bentheimer
sandstone becomes a weaker insulator (Table 3.2).
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3.4. CONCLUSIONS
I have investigated the effects of firing of the Bentheimer samples, a commonly used
procedure in core preparation, to impose the internal rock properties uniform and im-
prove reproducibility of displacement experiments. The petrophysical, petrological, py-
rometamorphical and electrical properties of unfired and fired samples were measured
using various complementary methods. The following main conclusions can be drawn:

• In unfired samples, ion exchange between minerals (mainly clays) and injected
fluids caused clay migration (kaoline and illite) and swelling (illite and smectite)
leading to partial or total plugging. The local clay concentrations, differences in
crystal structure and the interaction of the various constituents were validated by
dispersion in the dielectric permittivity over frequencies.

• Firing of Bentheimer sandstone above 900 °C led to gradual changes in the min-
eral composition, color, surface roughness and physical properties of the sam-
ples, through transformation, disintegration and pyrometamorphism of the com-
ponents.

• Fine loose particles were created by thermal disintegration and still may migrate
during liquid flow experiments. An XRD and decrease in the permittivity value
and its insignificant dispersion (∼5%) between the high and the low frequencies
indicated the clay transformations.

• Thermal stresses also caused variation in the pore geometry, caused changes in
grain boundaries and contacts and particle cracking, i.e. as a result, the porosity
and permeability increased by up to 5% and samples became more friable.

• The mechanical strength of the cementing material decreased due to dehydration-
rehydration and heterogeneous thermal expansion. The boundary between the
detrital quartz grains was detached by better connected, larger and wider throats.

• Firing resulted in decomposition of minerals with Fe content and caused the for-
mation of a source of amorphous oxides that influence the wettability. The iron
oxides do not directly alter the relative permittivity of the solid phase. However,
the correlation exists between the larger specific surface and the capillary reten-
tion capacity of iron oxides, as compared with quartz grains.

• The firing of Bentheimer sandstone cores eliminates problems related to clays,
but creates fines, originated from the destroyed cement that may affect the flow
as well, so reproducibility of experiments might not be possible. Moreover, the
change in the equilibria for the altered ion exchange is observed, such that local
wettability varies.
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4
ELECTROKINETIC EFFECTS IN

ROCK–FLUID INTERACTION

ROLE OF ELECTRICAL POTENTIAL AT MINERAL/FLUID INTER-
FACE IN CWF PROCESS
Carbonated water flooding is an alternative enhanced oil recovery and CO2 storage method,
where an oil reservoir is flooded with CO2-enriched water. One of the parameters that
control the residual oil saturation is wettability. The literature about in-situ wettability
alteration during carbonated water floods is limited. This study concerns the behavior of
the Bentheimer sandstone electrical potential at the mineral/fluid interface, mainly as a
function of the CO2 concentration in an aqueous solution. To investigate the electrokinetic
properties of the Bentheimer Sandstone surface, the effective coupling coefficient, and the
conductivity of the pore fluid were measured in streaming potential experiments. The zeta
potential was estimated. The results showed that the zeta potential strongly depends on
CO2 concentration and pH of the pore fluid, as well as the distribution of minerals within
the matrix. Due to CO2 dissolution, alteration in wettability was observed through a di-
minishing of the silica surface charge, as the repulsive interactions on the interfaces de-
crease. The obtained results can be used as a base case for the determination of the surface
behavior of Bentheimer sandstone with the presence of oil. Furthermore, they have an
application in planning CWF processes and post-production monitoring. The streaming
potential exhibits values high enough to be measurable, the monitoring of CO2 sequestra-
tion in reservoirs with the use of the streaming potential method is feasible.
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NOMENCLATURE
A Cross-sectional area of core, m

Cc relative streaming potential coupling coefficient, mV/mbar

δ Distance, m

∆P Pressure drop across the core of length L, mbar

∆Vs Streaming potential between two electrodes placed a distance L1 apart from each other, mV

ε0 Vacuum permittivity, 8.854 ·10−12 F/m

εr Relative permittivity

F Formation factor, [-]

f Frequency, Hz

Ic Conduction current, A

Ii Ionic current, A

Is Streaming current, A

L Length of core, m

Λ Characteristic length scale that describes the size of the pore network

L1 Distance between the two electrodes, m

m Cementation exponent

µe Electrolyte viscosity, Pa·s
P Pressure, bar

Pbp Back pressure, bar

Ps Saturation pressure, bar

φ Porosity, [-]

ψ Electric potential, mV

ψ0 Electric potential on mineral surface, mV

ψβ Electric potential at Stern layer, mV

q Flow rate, ml/min

Rel Resistance of operational fluid,Ωm

ΣDL Surface conductance of ionic conduction in EDL, S

ΣP Surface conductance linked to proton transfer, S

Σs Specific surface conductance, S

ΣSt Surface conductance in Stern layer, S

σe f f Effective conductivity, S/m

σe Electrolyte conductivity, S/m

σs Surface conductivity, S/m

T Temperature, K

t time, s

ζ Zeta potential, mV

ABBREVIATIONS
BS Bentheimer sandstone

CO2−
3 Carbonate ion

CW Carbonated water

CWF Carbonated water flooding

EDL Electrical double layer

H+ Hydrogen ion

H2CO3 Carbonic acid

HCO−
3 Bicarbonate anion



4

91

HS Helmholtz-Smoluchowski

IEP Isoelectric point

IHP Inner Helmholtz plane

OHP Outer Helmholtz plane

PZC Point of Zero Charge

PRSPM Pressure ramping streaming potential measurement

PV Pore volume

SP Streaming potential

wt% Weight percent

xCO2 Mole fraction of CO2
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4.1. INTRODUCTION
The efficiency of Carbonated Water Flooding (CWF), in terms of oil recovery and CO2

trapping, depends on reservoir properties and the sensitivity of the reservoir minerals
to variations in properties of the reservoir fluids. Transport of carbonated water within
the sandstone reservoir and fluid distribution [1–4] are associated with the reservoir rock
surface charge and, consequently, with wettability [5]. Variations in surface charge due
to changes in pH, resulting from the injection of CW may affect adsorption and/or chem-
ical mobilization [6]. This affects rock-fluid properties, such as wetting behavior, relative
permeability [7–9] and capillary pressure [10–13]. Wettability mainly depends on con-
stituent mineral surfaces and pore fluid solutions [14]. In this study, the behavior of
water-wet reservoir rock is considered in the context of CO2 storage. In such water-wet
systems, the rock surface is covered by a continuous aqueous film. The film stability is
a function of the Electrical Double Layer (EDL) repulsion, formed as a consequence of
surface charge rock/fluid/fluid interfaces. Other factors that control the surface chem-
istry are i.e. mineralogy, nature of dissolved ions and concentration, and alterations in
the molecular lattice [15, 16].

Numerous studies were conducted to characterize wetting properties of the rock-
CO2-brine system [17–25]. Authors proposed various methods to assess wettability of
reservoir rocks, including the contact angle measurements [17, 19, 21, 22, 24, 25] and
the USBM/Amott-Harvey method [20, 26–29]. Nevertheless, all of the commonly used
techniques for characterization of the wettability alteration have their limitation and are
not applicable in-situ [30–32]. Consequently, as a selection of the proper measurement
techniques for carbonated water flooding requires obtaining information on fluid-rock
interaction at in-situ conditions, the focus of this study is placed on the determination
of zeta potential by Streaming Potential (SP) measurements. This technique can provide
information on the effective surface charges. The streaming potential is obtained from
the actual surface charges, modified by the molecules and ions that are dragged along
with a fluid as it moves with the flow [33].

Over the last two decades, many studies, both theoretical and laboratory, have been
conducted to improve the understanding of variations in the streaming potential in re-
lation to the fluid composition with application to numerous rocks and minerals [32,
34–47]. However, literature data regarding the surface behavior of sedimentary reser-
voirs containing significant amounts of carbon dioxide as a pore fluid are limited. Few
studies were conducted on pure CO2 flow in sedimentary rocks [48, 49]. Moore et al.
(2004) reported liquid CO2 floods on water saturated samples, concluding that bound
and trapped water control the electrokinetic response [48]. Vinogradov et al. (2011) in-
vestigated the multiphase streaming potential in sedimentary rocks during both drainage
and imbibition. They found significant differences between these two displacement
models [49]. In regard to the limited amount of information in the literature about in-
situ wettability alteration due to CO2, a study on wettability alteration, as a result of CO2

dissolution in water, was performed. The effect of secondary minerals on electrokinetic
properties was assessed by comparison of sedimentary rock to pure silica behavior.

The objective of the study is to investigate and quantify the effect of water carbona-
tion on reservoir wettability. The electrokinetic properties of pure silica and Bentheimer
sandstone cores, exposed to the flow of aqueous solution with varying CO2 concentra-
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Figure 4.1: Conceptual representation of the electrokinetic effects that occur at different scales during CW
flooding in Bentheimer sandstone. (top left) Pore space during the CW displacement of water, with indica-
tion of CW-H2O interface and dissolved uncharged complexes and ions created as a result of H2CO3 dis-
sociation; (top right) Development of streaming current during CW flooding through a channel of a porous
medium; (bottom right) Schematic representation of the ion and potential distribution at the negatively
charged grain–electrolyte interface [50].

tions, were studied experimentally. The streaming potentials and electric conductivities
were measured and zeta potentials were determined. To estimate the effect of minerals
other than quartz, Bentheimer Sandstone (BS) and a pure silica core were used as reser-
voir rocks. The tests were performed at pressures up to 18.5 bar and at temperature 308
K.

This chapter is organized as follows: Section 4.2 introduces the theoretical frame-
work and provides the background to analyze the experiments presented in this chap-
ter. Section 4.3 describes the experimental approach, presents materials, the setup, the
method and procedures. Section 4.4 combines the results and discussion on the individ-
ual stages of the experiments, on the effect of CO2 concentration and on the effect of the
porous material on wetting behavior. Finally, Section 4.5 presents the conclusions.

4.2. ELECTROKINETIC PHENOMENA
According to the Deryaguin-Landu-Verwey-Overbeek (DLVO) theory both the electric
potential, ψ0, at mineral surfaces in contact with an electrolyte, and the potential, ψ, in-
creases with decreasing distance from the bulk solution towards the surface. Two regions
of EDL are of primary importance (Fig. 4.1): the Stern layer and a diffuse layer (outside
the Stern region).

In water and carbonated water flooding, flow along charged mineral surfaces is im-
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posed by the applied external force. Hence, the movement of molecules in the diffuse
layer in relation to the rock surface occurs at a surface of shear. This is an imaginary
surface positioned not directly at the interface, but outside the Stern layer, at a certain
distance δ away from the surface (Fig. 4.1). For practical reasons, it is chosen to coin-
cide with the Stern surface. The potential at the Stern layer, ψβ, is the actual potential
influencing the transport behavior of charged species [51].

Pressure-driven transport of the mobile part (diffuse layer) of the EDL, due to water
or CW injection forms an electric current along the direction of the flow of the injected
fluids (Fig. 4.1), known as the streaming current (Is ) [52, 53]. Consequently, the ions ac-
cumulate in the downstream section of the channel developing an electric field. This
streaming field imposes a conduction current (Ic ) that flows in the opposite direction to
the pressure-driven transport. The induced electrical field establishes the conduction
currents in both the EDL and in the pore filling electrolyte. Therefore, the net ionic cur-
rent (Ii ) is represented as the sum of the streaming current and the conduction current:

Ii = Is + Ic . (4.1)

The streaming current is a result of the advection of the ionic charges and can be repre-
sented as [54]

Is = εr ε0 A∆P

µe L
ζ, (4.2)

where εr and ε0 are the relative permittivity of the electrolyte and vacuum permittivity
respectively, µe stands for electrolyte viscosity, ∆P represents pressure drop across the
core of the length L, and of a cross-sectional area, A. The conduction current (Ic ), gen-
erated by the migration of ions due to an induced streaming potential, is given by [54]

Ic =σe f f A
∆Vs

L1
, (4.3)

where σe f f is the effective conductivity and ∆Vs represents the response to the stream-
ing potential between two electrodes placed a distance L1 apart from each other. Under
the electrokinetic equilibrium, the total current

Is + Ic = 0, (4.4)

and the extended Helmholtz-Smoluchowski (HS) equation is obtained:

∆Vs

∆P
= −εr ε0

µeσe f f
ζ. (4.5)

As no direct measurement of the zeta potential for intact porous media exists, the stan-
dard HS equation is commonly applied to rocks, even though it has never been vali-
dated [55]. The HS equation shows a lack of validity in the regions where the electromi-
gration and the EDL polarization influence the mobility and requires careful selection
of parameters [55, 56]. To accurately define the electrical conductivity of the electrolyte
filling the pore space, further called effective conductivity, σe f f , it is important to ac-
count not only for the bulk fluid that is creating the streaming potential, but to account
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for the mobile parts of the diffuse layer as well [57]. Therefore, two aspects influencing
the effective conductivity need to be taken into consideration: (1) the equivalent volu-
metric conductivity of the material, σs , representing the grains’ surface coated with clay
and oxides, and (2) the electrolyte conductivityσe that comprises free and bounded pore
fluids [58]. In this study, the estimate of the effective conductivity is based on the charac-
teristics of the reservoir rock showing low clay content. The model, represented by two
resistors in parallel, was established by Pride (1994) and is given by [59–61]

σe f f =
1

F
(σe (T,C )+ (F −1)σs ) (4.6)

where F = 1/φm represents the formation factor, φ stands for porosity and m is the ce-
mentation exponent. The electrolyte conductivity strongly depends on temperature and
concentration of ions [62]. For carbonated water, dissolved CO2 at the macroscopic scale
creates mainly electrically neutral aqueous complexes [15, 50, 63]. The remaining por-
tion of the CO2 dissolved in water forms carbonic acid (H2CO3), which is unstable. In an
aqueous solution carbonic acid undergoes a reversible two-stages dissociation:

H2CO3 ↔ H++HCO−
3︸ ︷︷ ︸

1st dissociation

↔ 2H++CO2−
3︸ ︷︷ ︸

2nddissociation

. (4.7)

This clearly results in the increase of ionic strength and the decrease of the pH of the sys-
tem, further altering the wetting characteristics of the rock surface. The concentration of
ions depends on the CO2 partial pressure. The equivalent volumetric conductivity σs is
evoked at the surface of the surface of the charged matrix, further imposing the conduc-
tion current density and consequently lowering the downstream electrical field [64–66].
Surface conductivity magnitude is related to the type of the pore filling fluid, dispersion
of minerals within the reservoir, matrix geometry, and spatial fluid distribution. It can
be defined by the "equivalent grain conductivity approach" [61, 67, 68] and correlated to
the specific surface conductance Σs by a relation [69]

σs = 2Σs

Λ
, (4.8)

where Λ is a characteristic length scale, describing the dimension of the pores, i.e. the
median grain diameter [34, 55, 70]. The specific surface conductance is represented by
the sum of three contributing conductions that are respectively a result of ionic conduc-
tion ΣDL in the EDL, in the Stern layer ΣSt , and the proton transfer ΣP [71]:

Σs =ΣDL +ΣSt +ΣP . (4.9)

The corresponding equations for each conduction and associated parameters are not
discussed in this study and can be found elsewhere [55]. However, the surface conduc-
tivity is a complex phenomenon currently being researched and models used in the lit-
erature are a theoretical construction based on estimated values.

4.3. EXPERIMENTAL APPROACH

4.3.1. MATERIALS
Core samples and core holder. Core displacement tests were conducted on the Ben-
theimer sandstone and silica cores (Table 4.1). Bentheimer sandstone matrix is repre-
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sented by a monocrystalline detrital quartz with authigenic overgrowth (91.7 wt%) and
main accessory minerals (8.3 wt%) such as feldspars, iron (hydr)oxides and clays. The
grains and pores exhibit homogeneities, represented by well sorted, rounded to sub-
rounded grains with a regular and narrow pore-size distribution of about 0.23 and a per-
meability of ∼ 2 ·10−12 m2. A detailed characterization of the Bentheimer sandstone can
be found in Chapter 2. Silica cores were used as a reference material that contain 99.99%

Table 4.1: List of conducted experiments.

Material Experiment Back pressure Pbp [bar] CO2 saturation pressure Ps [bar]

BS

CW1a 7.0 6.5

CW1b 12.5 6.5

CW1c 18.5 6.5

CW2a 12.5 12.0

CW2b 18.5 12.0

CW3a 18.5 18.0

SiO2
CW4a 2.5 2

CW5a 3.5 3

SiO2 with a porosity of 0.38. Core samples with a diameter of 3.8 cm and a length of 17
cm (main study) and a diameter of 3 cm and a length of 3.6 cm (pre-study) were drilled
with a water-cooled diamond saw and dried in an oven at 323 K for 72 hours. Next, the
core samples were surrounded by a layer of epoxy glue to avoid bypassing of fluids along
the side of the core. The thickness of the epoxy layer and the penetration depth into the
core sample were estimated with CT-scans, resulting in an effective core diameter further
used for pore volume calculations. Dried samples were placed in the core holder. The
core holder was made of PolyEther Ether Ketone (PEEK), a material of good mechanical
properties that can stand high pressures and temperatures. Two electrode ports were
drilled through the glue layer into the core body at a distance 8.4 cm (electrode 1) and
12.9 cm (electrode 2) from the bottom of the core.

Fluids In the experiments, the operational phases were water and carbonated water.
Water: Water used in this study consisted of degassed, demineralized water. Carbonated
water: CW solution was prepared in advance in an external isothermal system. A water-
filled cylinder was introduced to pure CO2 inflow. The solution was instantaneously
mixed by a magnetic stirrer to establish equilibrium at experimental conditions. Dur-
ing the whole procedure, the system was kept in the isothermal environment at T = 308
K.

4.3.2. EXPERIMENTAL SETUP
The experimental setup was designed and built to conduct integrated core flow and elec-
trical measurements. The schematic of the setup is shown in Fig. 4.2.

Differential pressure measurements: The core flow setup consists of a vertically-placed
core holder. A radial confining pressure was applied through the core holder wall, to
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compensate for the pore pressure. The core holder was in line with a high-pressure ISCO
pump connected to the cross-connection, from where fluid could be injected to the top
or bottom side of the core. The ISCO pump was used to inject water and to pressurize
the system. CW was injected with another high-pressure ISCO pump, initially through
the bottom side of the core holder. The pressure in the core was maintained by a nitro-
gen pressure regulator inserted in the production line of the system. The pressure, P ,
in the system and the pressure difference, ∆P over the length of the sample, were mea-
sured by a system of pressure gauges before and after the core. The production line led
to a glass CO2/water separator, where water was placed in a specially designed glass tube
with volume scale and CO2 was redirected to a wet gas meter (Schlumberger) placed at
the end of the production line. The whole experimental setup was placed in a heated
build chamber, isolated with Mylar films, at T = 308 K. The temperature was monitored
by a system of 8 thermocouples, placed both in the tubing lines of the system and in the
thermal box.

Electrical Measurements: For streaming potential measurements, the Ag/AgCl elec-
trodes were placed and fixed with the PEEK connectors into the electrode ports. Further
electrodes were connected to a high input impedance voltmeter (accuracy 0.2%, reso-
lution 15 nV) and an oscillometer. The high input impedance voltmeter is necessary to
measure the low conductive electrolyte solutions and to avoid loading effect on a cir-
cuit [70].

The resistance, Rel , of the operational fluids was measured between two spatially
fixed Ag/AgCl electrodes mounted in inline conductivity cells placed in the upstream
and downstream line of the core. The cell was regularly calibrated against reference so-
lutions. In order to diminish polarization effects, an alternating current was applied for
resistance measurements. Moreover, the pH of the produced electrolyte (after CO2 sep-
aration) was determined by a Metrohm electrode.

4.3.3. EXPERIMENTAL PROCEDURE

CALIBRATION TESTS

The main experiments and measurements of SP during CWF are very sensitive to a num-
ber of parameters, among others mineral composition, petrophysical and petrological
properties of the samples. Simplified streaming potential experiments were conducted
on multiple samples in prior to main tests to investigate and quantify the variation in
electrokinetic properties, such as streaming potential coupling coefficient with respect
to different samples. The measurement sequence of streaming potential consisted of
applying different flow rates of an aqueous solution through a sample. Simultaneously,
streaming potential between the electrodes and a pressure drop along the core were con-
tinuously recorded. This procedure was repeated for various Bentheimer samples.

MAIN TESTS

Core preparation and saturation with water: The core was initially dried by flushing with
CO2 at atmospheric back pressure. Further, the system was vacuumed to remove ex-
cess amount of CO2. Water was injected into the core from the bottom at atmospheric
pressure and at a constant flow rate of 1 ml/min. Subsequently, the system was slowly
pressurized to 20 bar. 10 pore volumes (PV) of water were injected through the core
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to attain dissolution and removal of remaining CO2 and at the same time a full water
saturation of the core. Subsequently, the permeability of the core was determined by
measuring pressure drops at different applied flow rates. Further, the system pressure
was set to the pre-defined operational P-T conditions, and permeability measurements
were repeated.

Coupled Streaming Potential (SP), Differential Pressure (DP) and Resistivity (R) mea-
surements: After the system was fully saturated with water, SP and DP were simultane-
ously measured. Additionally, the resistivity of electrolyte (upstream and downstream of
the core) was measured, and its independence on applied pore pressure and the flow rate
was verified. Further, based on the measured Rel values and determined cell constant,
the conductivity of the operational solution, σel , was calculated.

The SP measurements consisted of paired Pressure Ramping Streaming Potential
Measurements (PRSPM). PRSPM consisted of applying a set of 10 linearly increasing flow
rates through a sample, first from the bottom and further from the top of the sample in
order to decrease polarization effects of the Ag/AgCl electrodes. The elimination of the
polarization effect cannot be achieved to the same negligible level, like in the case of the
Paired Stabilization (PS) experiments [46]. However, the PS method is not applicable,
due to the presence of dissolved CO2 in the water and the difficulty of establishing sta-
ble zero-flow voltage. Linearity is observed only in the lower range of applied flow rates,
thus the maximum flow rate used for the measurements of streaming potentials was 5
ml/min.

Carbonated water injection: When the reference SP-DP-R measurements on the wa-
ter saturated core were completed, the carbonated water was injected. The saturation
process was monitored by measuring the pressure drop and the streaming potential un-
til stable conditions were established. Subsequently, the main SP-DP-R measurements
were conducted for each CO2 concentration.

Pressure lift up: To investigate the stability of the measurements in relation to the
pressure and the compressibility of the electrolyte, the back pressure of the system was
increased, first doubled, and then tripled, in respect to the initial saturation pressure of
the particular test. Note, that the concentration of the CO2 solution was kept constant.
At each back pressure, the coupled SP-DP-R were conducted.

Post-water injection between experimental runs: In order to ensure comparable con-
ditions for all tested CW solutions with varying CO2 saturation pressures, the core was
flooded with 6 PV of water in between the experimental runs. As a result of this, CO2

was removed from the sample and, when again stable conditions were established (a
constant pressure drop over the core), the permeability and streaming potential were
measured.

4.4. RESULTS AND DISCUSSION
This section includes the results of (1) the calibration study conducted to determine the
variations in the streaming potential response related to variation in BS cores composi-
tion and structure; (2) the baseline experiment conducted on BS with CW at CO2 satura-
tion and Ps = 6.5 bar, together with the determination and a discussion on saturated rock
conductivity and fluid resistivity; (3) the effect of CO2 concentration on wetting behavior
and CO2 storage.
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4.4.1. CALIBRATION TESTS
Results obtained on multicores indicated an influence of the mineral composition and
its distribution on the response of the streaming potential over investigated BS core.
Using multicores could create additional variation due to heterogeneity in the struc-
ture/composition of the rock. Therefore, in order to minimize the number of parameters
affecting the system behavior during CWF, the study was conducted on a single core.

4.4.2. BASELINE EXPERIMENT
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Figure 4.3: (a) An example of a streaming potential difference between two electrodes with the applied pressure
drop across the sample represented as a function of time (Ps = 6.5 bar, Pbp = 7 bar); (b) Measured voltage
difference during CW flood at Ps = 6.5 bar and Pbp = 7, 12.5 and 18.5 bar.
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Carbonated water injection and electrokinetic measurements. Fig. 4.3a and Fig. 4.3b
show examples of typical results obtained from the PRSPM. Fig. 4.3a represents a plot of
measured streaming potential and pressure drop over the experimental time. Change
in the applied flow rate gives a linear response in the pressure drop across the sample
and a linear change in the streaming potential value. Results indicate that for larger
volumes passing the sample (q>1.5 ml/min), the time of the response to both SP and
pressure is shorter and the distortion of the output less pronounced. For smaller flow
rates, it can be seen that balance between the streaming and conduction currents is not
fully established, so the equilibrium state is not reached. Therefore, for further analysis,
including zeta potential, only measurements where equilibrium was reached are used.

In order to investigate the stability of the measurements in relation to the pressure,
the PRSPM were repeated at elevated back pressures (12.5 and 18.5 bar) without chang-
ing CO2 saturation (Ps = 6.5 bar). As experimental conditions are maintained such that
CW is below its bubble point, slight differences in flow behavior can be observed with
increasing pressure (Fig. 4.3b). Measurements representing higher back pressure give a
slightly better response.

The normalized streaming potential against the corresponding pressure drop for equi-
librium dissolution at Ps = 6.5 bar at various back pressures (7, 12.5 and 18.5 bar) is pre-
sented in Figure 4.4. A regression applied to the data confirms a linear variation of the
effective streaming potential coupling coefficient. The PRSPM for the same BS sample
gives a value of around -1.23 mV/mbar for the coupling coefficient for all applied back
pressures. The results for the constant CO2 saturation in CW differ by less than 1%.

Determination of saturated rock conductivity and measurements of fluid resistivity.
In order to assess the processes occurring during injection of the electrolyte into the
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porous medium, it is necessary to understand and quantify the effective conductivity
of the saturated rock. Following Eq. 4.6, two terms need to be determined: electrolyte
conductivity and surface conductivity. The first, electrolyte conductivity, was measured
experimentally against frequency and results are depicted in Fig. 4.5a.

Fig. 4.5a shows the measured electrolyte conductivity for water and CW solution at
various back pressures (7, 12.5 and 18.5 bar) before and after passing the core sample.
The effects of CO2 dissolution, dissociation, and newly formed ions are clearly exhibited
by an increase in pore fluid conductivity over one order of magnitude (water: σe = 10−6

S/m and CW: σe = 10−5 S/m for f = 105 Hz). Moreover, a difference in response of the
electrolyte before and after passing the porous sample at lower frequencies (f<103 Hz for
water and f<104 Hz for CW) is observed in all experimental runs. This is in good agree-
ment with others, who observed a similar behavior for the "low salinity regime" [72].
Moreover, the repeatability of the measurements for the solution containing the same
mole fraction of CO2, but at varying back pressure, confirms that the conductivity of
constant CO2 concentration does not depend on the applied pressure.

The dissolution of CO2 decreases the pH value and affects surface conductivity. How-
ever, as mentioned in section 4.2, the surface conductivity is a complex phenomenon
and currently used models in the literature are a theoretical construction based on esti-
mated values [71]. Therefore, despite the model based values, it is necessary to under-
stand the influence of the surface conductance on the effective conductivity at a speci-
fied pore fluid conductivity (Fig. 4.5b).

Fig. 4.5b shows that for conductivities of electrolytes used in this study (∼ 10−6−10−5)
surface conductances smaller than 10−12 have a minor effect on the effective conduc-
tivity, and thus, the associated error neglecting the surface conductance is insignificant.
The increase of its value has a substantial influence on the effective conductivity and fur-
ther on the decrease of the streaming potential coupling coefficient. Hence, the range of
possible values were estimated based on: (1) literature correlations for both clean and
clayey rocks [73, 74] and (2) on the double layer model derived by [55], which studies the
influence of pH on surface conductance. The data obtained for water and CW at Ps = 6.5
bar are summarized in Table 4.2.

Table 4.2: Literature data and surface conductance estimates.

Σs [73] Σs [74] Σs [47]

Water
10−9 10−10

3.48 ·10−9

CW1 2.61 ·10−9

As the surface conductance was not measured experimentally, and an estimated value
may hold significant uncertainty, a ’cloud’ of surface conductance values will be used for
further zeta potential analysis (15% ± the estimated values).

Post injection between the experimental runs. Fig. 4.6a shows the PRSPM results for
water, before CW injection and water injection after CW flooding, indicating that no sig-
nificant changes in permeability and in the electrical properties occurred between the
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Figure 4.5: (a) Measured conductivity of the electrolyte solution over frequency range; (b) Effective electrical
conductivity vs. electrolyte conductivity for different surface conductance values.
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experimental runs. Therefore, comparable conditions for all tested CW solutions were
maintained.

4.4.3. EFFECT OF CO2 CONCENTRATION ON WETTING BEHAVIOR AND CO2

STORAGE
This work discusses the relative changes in the streaming potential coupling coefficient
and the zeta potential with varying CO2 concentrations. The relative streaming poten-
tial coupling coefficient (Cc ) was measured with respect to CO2-H2O saturation, for both
Bentheimer sandstone and silica samples. In both cases (Figs. 4.6a and 4.6b) the stream-
ing potential coupling coefficient is inversely proportional to the CO2 concentration. CW
injection in the porous system results in a decrease of the streaming coupling coefficient
by a factor of 2 for Psat = 18 bar in relation to water flooding. In contrast, the non-
conductive CO2 floods reported by Moore et al. (2004) decreased the streaming coupling
coefficient by a factor of ∼10 in relation to water flooding. The value of the streaming po-
tential coupling coefficient declined until the entire mobile water was displaced from the
rock matrix [48].

The changing pH of the reservoir fluid strongly affects the zeta potential. CO2 sat-
uration and the related formation of weak carbonic acid result in (1) a conductivity in-
crease due to the creation of ions for electrical conduction, (2) a viscosity and permit-
tivity change, and (3) a change of the streaming potential coupling coefficient. Subse-
quently, the viscosities of the solutions were calculated based on the viscosity model
after Islam et al. (2012) [75] and the relationship between the effective permittivity of the
electrolytes were estimated based on the mixing models of Looyenga and Bruggeman-
Hanai [76, 77]. The zeta potential, for both samples and all injected fluids, was deducted
from Equation 4.5 using the estimated and calculated values of fluid properties, such as
viscosity, effective conductivity, and electrical permittivity (Table 4.3).

Table 4.3: Parameters used for zeta potential determination.

Mol Viscosity Effective Surface Electrolyte
fraction permittivity conductance conductivity

XCO2 η εe f f Σs σe

[µPa·s] [10−10 F/m] [10−9 S/m] [10−5 S/m]

W 0 721.30 6.9 3.48 0.20

CW1 0.050 721.31 5.3 2.60 1.23

CW2 0.090 721.32 4.4 2.42 4.51

CW3 0.014 721.42 3.5 2.40 6.61

CW4 0.002 721.30 6.8 2.45 0.82

CW5 0.001 721.30 6.7 2.50 0.93

Figure 4.7 presents the zeta potential as a function of pH of the solution. The zeta
potential is in the range of the values reported for BS and quartz in the literature. The
experiments are in good agreement with the experiments of Stoll (2005), who measured
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Figure 4.6: (a) Normalized streaming potential against the corresponding pressure drop for Bentheimer sand-
stone; (b) Normalized streaming potential against the corresponding pressure drop for silica core.
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Figure 4.7: Calculated zeta potential vs. pH. For BS a cloud of surface conductivities is plotted.

the zeta potential between 20-40 mV [78]. For BS, a cloud of results is plotted (low case
to high case) showing the effect of surface conductivity on the zeta potential.

4.4.4. EFFECT OF POROUS MATERIAL
The discrepancy in the obtained values between pure silica and Bentheimer sandstone
lies in the mineral composition and the presence of accessory minerals within the BS
matrix. Pure quartz (SiO2) exhibits a relatively limited capability for ion exchange. It was
shown in the literature that at the surface of insoluble oxides, functional groups exist (i.e.
hydroxyl groups) [79]. The main surface chemical reactions that occur are hydration and
subsequent dissociations [74, 80]. Contact of silicon dioxide and water results in water
dissociation on SiO2 surfaces and further silanol groups (SiOH) formation (Figure 4.8).
Due to the interaction of H2O with reactive centers, silanol groups are created as small-
membered Si-O rings that exist on the SiO2 surface [82–84]. Therefore, as a result of
dissociation the surface may become negatively charged:

SiOH
K−↔ SiO−+H+

s , (4.10)

alternatively

SiOH+OH− K−↔ SiO−+H2O, (4.11)

or, under high acidic conditions (pH< 2-3), positively charged due to the subsequent
protonation of the uncharged silanol groups [85]

SiOH+H+
s

K+↔ SiOH+
2 , (4.12)

alternatively

SiOH+H2O
K+↔ SiOH+

2 +OH−, (4.13)
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Figure 4.8: Surface charge development on SiO2 immersed in aqueous solutions (from [81]).

where SiOH, SiO−, SiOH+
2 are respectively neutral, negatively charged, and positively

charged surface hydroxyl groups; H+
s stands for a hydronium ion near the surface; K+

and K− represent mass action expressions and are the apparent constants for a distinct
electrolyte.

For the CW, the pH of the pore fluid is reduced and the value of zeta potential changes
to smaller negative values. This response is related to the diminishing silica surface
charge, as the repulsive interactions between the interfaces decrease. Similar behavior
was previously observed in contact angle wettability studies [18, 86–89] and explained
as an increase in contact angle due to water film destabilization. In addition, findings
of Kim et al.(2012) from a CO2 storage micro model experiment indicate a significant
change in wetting of the silica surface [87, 88].

Moreover, the influence of accessory minerals was discussed in Chapter 2. The pres-
ence of clays and iron oxides cause a shift of the Point of Zero Charge (PZC) from 2-3 for
quartz (the main constituent of BS) to 8 for Bentheimer sandstone. However, in the ana-
lyzed results in this chapter, the influence is less distinct. The less distict influence may
be related to the difference in values of zero charge obtained by electrokinetic methods,
such as streaming potential that gives an IsoElectric Point (IEP) representing the external
charge of the investigated rock; not the total net surface charge. Based on this difference
(PZC-IEP), the general conclusion can be drawn from the distribution of the charges in
the Bentheimer sandstone. For strongly acidic and basic conditions, a homogeneous
distribution of the surface charges is recognized and for low acidic and basic conditions,
more external than internal negatively charged particles are present [90].
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4.5. CONCLUSIONS
The electrokinetic properties of the Bentheimer Sandstone surface, mainly as a function
of the CO2 concentration in an aqueous solution, were measured in a streaming poten-
tial experiment. Obtained results were compared with the tests conducted on the silica
core that was free of any accessory minerals. The main findings are as follows:

• measurements show that with increasing CO2 concentration in the pore water, the
silica surface charge diminishes, as the repulsive interactions between the inter-
faces decrease;

• the zeta potential depends on the pore fluid CO2 concentration and related pH,
as well as mineral composition. The results confirmed the influence of accessory
minerals, a variation in their response to streaming potential, and titration exper-
iments;

• for further studies on CWF, the measured streaming potential values can be used
as a base case for the determination of surface behavior of Bentheimer sandstone
when oil is present;

• the measured streaming potential of carbonated water floods was higher than of
CO2 floods and the suggested preliminary values may be measurable at a larger
scale.
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5
FLUID–FLUID INTERACTIONS IN

STAGNANT PORE GEOMETRIES

CO2 FLOODING IN REGIONS OF RELATIVELY STAGNANT FLOW
CO2 flooding is one of the most widely used enhanced oil recovery (EOR) process in com-
bination with geological CO2 storage. Many laboratory and theoretical, as well as field
studies, demonstrated that the process has a potential of incremental oil recovery and a
safe, long-term CO2 storage. However, its efficiency in the regions of low and stagnant flow
is still underrepresented in the literature.

In this study, three different CO2 injection scenarios used after water flooding are evalu-
ated and compared: (1) Scenario A - displacement with favorable density difference and
unfavorable viscosity ratio; (2) Scenario B - displacement with unfavorable density differ-
ence and viscosity ratio; (3) Scenario C - displacement with favorable density difference
and unfavorable viscosity ratio. To mimic the stagnant zone, a glass micromodel with a
single dead-end pore placed vertically down was designed. With this geometry, the effi-
ciency of the processes in relation to oil recovery and CO2 storage for all three applied sce-
narios is studied. Additionally, the influence of the nature of the flow and the oil volume
in the system geometry is investigated.

For the studied geometry, liquid injection is the most efficient due to a favorable density
difference. The importance of flow rate, viscosity ratio and starting volume of the oil gan-
glia entrapped in the dead-end pores and water barriers, is evident in all scenarios. The
applied flow rate determines if the flow regime is gravity or capillary dominated. The wa-
ter layer, created after passing the CO2 front, delays the mass transfer of CO2 into oil. At
pore scale, the water barrier is a limiting factor. At the field scale, ample time to rupture
the barrier exists, such that the recovery time in the range of hours may not have a large
impact on the overall recovery, but might be of importance in the near-well bore area.
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NOMENCLATURE AND SUBSCRIPTS
P Pressure, bar

µCO2 Viscosity of carbon dioxide, cP

µdecane Viscosity of decane, cP

ρCO2 Mass density of carbon dioxide, kg/m3

ρdecane Mass density of decane, kg/m3

T Temperature, K

t0 Time of water flooding switch to CO2 flooding, s

tm Time of oil migration from the dead-end pore, s, min, h (indicated in the text)

tr Time of the full recovery, s, min, h (indicated in the text)

tt z,1 Initial time of transition zone, s

tt z,2 End time of transition zone, s

tv Time of maximum oil volume observed in the dead-end pore, s

Vt Volume of the experimental tube, mm3

ABBREVIATIONS
DCO Molecular diffusion of CO2 into oil

DEP Dead-end pore

FPS Frame per second

TZ Transition zone
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5.1. INTRODUCTION
Tertiary CO2 injection is a technique within the oil industry, not only for increasing oil
recovery, but also to facilitate CO2 storage in oil reservoirs [1–6]. Oil displacement and
CO2 storage rely on the phase behavior of the pure components (the injected gas and
hydrocarbons in place) and mixtures of both, and strongly depend on reservoir tem-
perature, pressure, and hydrocarbon composition. The hydrocarbon accumulations are
usually found at such depths, that pressure and temperature conditions establish the
supercritical behavior of CO2 (>7.4 MPa and 304 K) [7]. However, shallow reservoirs are
also candidates for CO2 injections, for example, when exceptionally low reservoir tem-
peratures, e.g. permafrost, are present [8]. In these cases, temperatures are below the
critical CO2 temperature and, thus, provide an opportunity for liquid CO2 injection and
storage.

The displacement and storage processes are controlled by a complex matrix struc-
ture of the rock, including pore size and pore geometry [9]. Often, porous media con-
tain low permeability zones, or even stagnant regions, with respect to a hydraulic flow
that may alter transient fluid flow or diffusion behavior. In most cases, a conventional
pressure-driven flow is not possible to attain. The stagnant regions usually are located
in dead-end pores (defined as volume through which there is no flux during steady-state
fluid flow or diffusion), and regions of closed streamlines [10–14]. As the oil displace-
ment and CO2 storage may be clearly influenced by stagnant regions, a detailed process
evaluation is needed to improve our understanding.

The role of the stagnant zones during CO2 injection was investigated by several re-
searchers [15–19], showing the importance of molecular diffusion of CO2 into oil and
the role of the water barrier. Campbell et al. (1985) [15] demonstrated in their experi-
ments, that CO2 can reach trapped oil that is blocked in dead-end pores by water and
that the phase behavior of CO2-crude oil mixtures gave rise to capillary forces that acted
to remove oil from dead-end pores bounded by capillary grooves. Grogan and Pinczewki
(1987) [16] first quantified the effect of molecular diffusion on tertiary CO2 flooding and
showed that the molecular diffusion of CO2 through the water barrier is the main mech-
anism for establishing miscibility conditions between oil and gas at micro or pore scale.
Bijeljic et al. (2002) [17] investigated the tertiary miscible gas displacement and mod-
eled the behavior of multicomponent mass transfer through a water barrier. Sohrabi et
al. (2007) [18] stated, that in a homogeneous porous medium bypassing of the oil oc-
curs at pore level due to the presence of dead-end pores. In 2011, Kazemzadeh et al. [20]
modeled the role of molecular diffusion in a mobilization of water flooded residual oil.
The diffusion process through the separating water layer and its behavior were discussed
elsewhere [16, 21–31].

Despite numerous theoretical, experimental and numerical studies on the CO2 flood
in the stagnant zones [15–20], a comparison of the efficiency of different injection strate-
gies was not conducted and the interactions of CO2-water-oil in the stagnant zones in
porous media is not completely understood. In particular, the influence of an applied
flow rate and initial volumes of oil ganglia entrapped in the Dead-End Pore (DEP), com-
bined with a pre-defined injection scheme, did not get much attention in theory and
experiments.

A number of experiments were performed as tertiary injection methods to evaluate
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Figure 5.1: CT reconstruction (a) 3D view of the glass model; Tube volume, Vt =26.5 mm3 (b) cross section
through the middle of the glass model (voxel size: 0.015x0.015x0.015 mm).

the effects on the mechanisms occurring in the stagnant zones. These methods involve
liquid, near supercritical and supercritical CO2 injection for recovery of hydrocarbon
that is entrapped in a microscopic heterogeneous dead-end pore volume. Tests were
conducted in a single glass DEP. Injection methods were studied for both the varying
flow rates and the starting volumes of oil ganglia entrapped in the DEP, to observe the
impact of the viscosity ratio on the operational fluids, the density difference between
fluids and the time of the flood on mechanisms occurring in the stagnant zones.

In essence, the main objective of this study is to investigate the viscosity and density
differences during CO2 floods and their relations in the scope of the efficiency of CO2

flooding processes in the regions of the stagnant flow. Moreover, attention is directed
toward two additional parameters: (1) the applied flow rates and, (2) initial volumes of
oil ganglia entrapped in the dead-end pores after water flooding.

5.2. EXPERIMENTAL APPROACH

5.2.1. MATERIALS

Flooding experiments were done in a transparent glass model representing a single pore
connected to a flow channel. The glass model was placed in the horizontal direction with
the opening towards the monopore at the bottom (Figures 5.1 and 5.2). The glass model
consists of pure silicon dioxide (SiO2), which can hold 150 bar gas pressure. During the
experiments, the wettability of the glass wall against the other phases may change. This,
however, is of no concern for this chapter. In the experiments, the operational wetting
phase was water, the intermediate wetting phase was oil and the non-wetting phase was
CO2. Water: Water used in this study consists of degassed, demineralized water. Oil: As
an oleic phase, decane doped with a solvent red dye was used. Carbon dioxide: CO2 of
99.95% purity (Linde Gas BeneluxT M ) was used in the tests as provided, without further



5.2. EXPERIMENTAL APPROACH

5

121

TC

PT

TC P
T

V1V3V4V5V6
V7

HD CAMERA
OIL INJECTION BY SYRINGE

N2

LIQUID PUMP NO.2 

V9

V10

BACK PRESSURE REGULATOR

V2

V11

PRODUCTION COLLECTOR 

DATA 
ACQUISITION 
SYSTEMPC

V12

V8

V15

HEATING SYSTEM

DOUBLE CO2  PUMP NO.1 

CO2

V14

V13
TC

PT

Figure 5.2: Schematic of the high-pressure experimental setup to study oil displacement by CO2 flooding in the
DEPs. The green line represents the oven in which the experimental setup was built. The black lines illustrate
the tubing and the various flow lines. The blue lines are data cables connecting pressure transducers and
thermocouples to a computer for acquisition and controlling.

treatment.

5.2.2. EXPERIMENTAL SETUP
To visualize the oil displacement in the DEP, an experimental setup was designed and
built (Fig. 5.2). The setup is described in detail in [32]. The most important part of
the setup is a glass tube with a DEP placed in a PEEK core holder. The tube withstands
pressures up to 150 bar. To avoid corrosion, all other parts were made of stainless steel.
The inlet of the glass tube was connected to a double cylinder ISCO pump, which is the
source of the CO2. The CO2 in the pump was preheated to the experimental conditions
and the connection to the system was isolated in order to avoid changes of the phases.
On one side, the cylinder was connected to the system, on the other side to the pump.
The required temperatures of 295 K ± 0.1 K and 309 K ± 0.1 K were achieved by using
an oven in which the cell was placed. A low flow back-pressure regulator maintained
the pressure in the system. To control and monitor the pressure, two pressure transduc-
ers were placed in the upstream and one in the downstream of the flow. To control the
temperature, a system of inline thermocouples was used. The CO2 flooding process was
monitored and recorded by an HD camera at 1 FPS. The measurements were repeated
for each experimental volume to ensure satisfactory repeatability at each specified pres-
sure, temperature, and flow rate.

5.2.3. EXPERIMENTAL PROCEDURE
Preparations of the transparent glass model: The system was thoroughly cleaned (i.e. de-
greased and micro-sized dust). Thereafter the system was vacuumed. Primary drainage:
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During primary drainage, the degassed intermediate wetting phase was injected from
valve 7 with a flow rate of 0.25 ml/min, in order to fill the entire system with oil. At the
same time, no air was allowed to enter the monopore. Imbibition: The system was wa-
ter flooded till residual oil saturation was reached. For each experiment, the irreducible
oil saturation varied. In each experiment, flooding was started with a flow rate of 0.5
ml/min, which gradually increased to rates up to 10 ml/min, combined with a variation
of pressures. The resulting two phase system was pressurized to operational conditions.
CO2 injection: After imbibition flooding was switched to CO2 with a flow rate depending
on the experiment (0.1 -1 ml/min), using a double cylinder ISCO pump for fluid injec-
tion. The outlet was connected to the production collector. Data and image acquisition:
Temperature, pressure and injection/production rates were acquired starting from the
primary drainage phase. Image acquisition was also completed over the entire experi-
mental time until the final result stopped to change visually.

5.2.4. PHYSICAL AND CHEMICAL PROPERTIES

Three components are present in the system during the displacement test: oil, water,
and CO2. During CO2 flooding, CO2 is transferred into the oil phase and, in particular
cases, into the water phase that separates oil and CO2. The time scale of the mass transfer
is directly related to the contact area between two phases: the larger the contact area, the
faster mass can be transferred across the interface [33, 34]. As a result of the CO2 transfer
in the system, the density and viscosity of oil and water are altered, as presented in detail
below.

The phase behavior of the CO2-decane system was investigated experimentally and
theoretically in the literature [35–40]. However, not all of the temperature and pressure
conditions that are used in this study are reported. The phase behavior of the CO2-
decane system at the experimental temperatures was determined using the HYSPR EOS.
To obtain "solubility" factors, the HYSPR EOS was tuned against the experimental data
obtained by Reamer et al., 1963 [35]. The calculated liquid saturated properties (i.e. den-
sity and viscosity behavior patterns) of oil under the presence of CO2 are modeled in
Figure 5.3a. The figure shows that at CO2 concentrations up to 0.8, the density rises,
reaching a peak where the mixture starts to behave like pure CO2. In the concentration
range >0.8, the density decreases with increasing CO2 content. It is a consequence of the
lower molecular weight of CO2 compared to the molecular weight of decane. The densi-
ties of binary CO2-decane mixtures decrease with increasing temperature. A boundary
is observed due to the different slopes depending on the CO2 mole fractions.

As presented in Fig. 5.3a, the saturated liquid viscosity diminishes as CO2 concentra-
tion increases. The viscosities of binary CO2-decane mixtures decrease, as in the case of
density, with increasing temperature. Fig. 5.3b shows the CO2-decane surface tension
modeled at experimental conditions. Surface tension decreases with increasing CO2

concentration.

5.3. RESULTS AND DISCUSSION
In this study, experiments were conducted to investigate the mechanisms that occur at
the regions near the DEP and in the DEP volume, during different CO2 injection sce-
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narios. Initially, oil was entrapped in the DEP, where, due to viscous and gravity forces,
surface tension, and pressure conditions, the fluid flow is very low or/and almost non-
existing. The influence of particular forces and the role of the applied volumetric flow
rate was investigated. Note, that the discussed images represent a visual illustration of
the physical mechanisms occurring in the DEP, rather than a quantitative determination
of the improved oil recovery.

5.3.1. MECHANISMS IN THE STAGNANT ZONE DURING DIFFERENT CO2 IN-
JECTION SCHEMES

CO2 was injected into the water flooded system to examine the mechanisms controlling
oil recovery in the regions of the relatively stagnant zones for different CO2 injection
scenarios. The flow rate was kept constant over the investigated scenarios (1 ml/min).
The characteristics of the three types of injection experiments and visual representations
of the displacement process are shown in Figures 5.4- 5.6, as sequences of time-lapse
photos consisting of six sequential stages occurring in a DEP. In this study, the volumetric
flow rate and the oil volume were maintained constant. The experiments showed that in
each scenario different mechanisms can be recognized. These mechanisms are directly
related to the fluid viscosities and density ratios, and to the flooding period. In all cases,
the viscosity ratio is greater than unity (the displacing phase is the less viscous material).
Each scenario is evaluated in accordance with six of the following stages: water flooding
(oil trapped in the DEP after water flooding), the transition zone (period of time when the
concentration of the displacing fluid at the DEP increases from 0 to 100 percent), water
blocking (the mass transfer across a water barrier by molecular diffusion, resulting in a
volume increase and a reduction in the dynamic interfacial tension), rupture of water
barrier (CO2 diffuses into the oil leading to a swelling of the trapped oil droplets and an
ultimate rupture of the water barrier), oil migration (oil is swept away from DEP by the
gas), and full recovery.

SCENARIO A - DISPLACEMENT WITH FAVORABLE DENSITY DIFFERENCE AND UNFAVORABLE

VISCOSITY RATIO (FIG. 5.4)
CO2 was injected at the pressure below minimum miscibility pressure, thus, immiscible
displacement occurs. The gravity forces dominate the flow in the transition zone dis-
placing most of the oil ganglia from the DEP within 5 seconds. Despite the gravity as a
major driving mechanism, the remaining oil is swept away due to a reduction in interfa-
cial tension and viscosity, and volume expansion.
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TRANSITION 
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ttz = 3 s

T=295K      P= 77bar

WATERFLOODING FULL RECOVERY

tr = 13 min

OIL MIGRATION

tm1 =  4 s tm2 = 5 s tm3 = 180 s

Flow direction

H2O CO2

OIL
4 mm

Figure 5.4: CO2 displacement at liquid conditions at the DEP.
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SCENARIO B - DISPLACEMENT WITH UNFAVORABLE DENSITY DIFFERENCE AND VISCOSITY

RATIO (FIG. 5.5)
Injection of near supercritical CO2 results in gravity segregation between water and CO2

in the transition zone. As the density difference between the two fluids is large, the effect
of gravity becomes important [41, 42]. A water barrier is developed that separates the
volumes of oil trapped within DEP from the stream of CO2. The injected CO2 is not in
direct contact with the oil and, therefore, recovery is delayed. During water blocking,
the mass transfer of CO2 into oil through water occurs, resulting in the swelling of both
phases, water and oil. The observed mechanisms are supported by results reported in
the literature [15–17] and are quantified by numerous researchers [16, 26, 28, 43]. As oil
volume increases, the interface between oil and water moves up vertically. At the same
time water is moved out of the stagnant zone into the flow channel, where it is gradually
displaced by the CO2 stream. After ∼21 hours the water barrier is removed and direct
contact between oil and the CO2 stream is established. Due to mass transfer of CO2 into
oil, the density of oil-CO2 increases, the viscosity of the mixture decreases significantly
(Fig. 5.3a) and oil becomes mobile (Fig. 5.5). The process of oil recovery from the DEP
after the rupture of the water barrier is rapid, efficient and takes place within 27 hours.
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SUPERCRITICAL
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ZONE OIL MIGRATION

tm =   24 httz = 1 s

T=308K      P = 80 bar

WATERFLOODING

t =  3 h

WATER AND OIL 
SWELLING FULL RECOVERY

tr =  27 h

RUPTURE OF 
WATER BARRIER

t =  21 h 09 min 

Flow direction

H2O
CO2

Figure 5.5: CO2 displacement at near-supercritical conditions.

SCENARIO C - DISPLACEMENT WITH FAVORABLE DENSITY DIFFERENCE AND UNFAVORABLE

VISCOSITY RATIO (FIG. 5.6)
The injected CO2 moves toward the CO2-oil interface, then in the transition zone pene-
trates the interface and diffuses into the oil. No water barrier is created due to the small
density contrast. Molecular diffusion at the interface between two miscible fluids results
in the change of oil and gas interfacial properties; the CO2 concentration gradient near
the interface decreases, reducing the interfacial tension between oil and CO2 (Fig. 5.3b).
The CO2 mass transfer into the oil continues until the oil drop is completely saturated
with CO2 and the phases are miscible (tn = 57 s). Subsequently, the volume of the CO2-
oil mixture in the DEP is reduced by a migration out of the pore along the pore wall into
the flow channel.

5.3.2. FLOW RATE - FACTOR INFLUENCING MOLECULAR DIFFUSION IN DEP
To investigate the effect of the CO2 flow rate on oil mobilization from the stagnant zone,
a set of experiments was conducted at constant pressure, temperature and entrapped
volume of the oil such that only flow rate could cause any changes in each of the scenar-
ios.
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Figure 5.6: CO2 displacement at supercritical conditions.

SCENARIO A
The results shown in Figure 5.7 confirm that the process of CO2 injection is dominated
by strong gravitational forces for tested flow rates. At the flow rate of 0.1 ml/min (Sce-
nario A2), the length of the mixing zone is larger than in Scenario A1 and the time is long
enough for the gravity forces to cause fluid movement. In addition, due to the mentioned
reasons, a slight oil volume increase is observed. At the higher flow rate (Scenario A1) the
observed process is more dynamic, and the interface between the phases is unstable. In
both scenarios, the recovery is very rapid and takes less than an hour.

LIQUID
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TRANSITION 
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ttz = 1 s

SCENARIO A1

WATERFLOODING FULL RECOVERY

tr = 13 min

OIL MIGRATION

tm1 =  2 s tm2 =   3 s tm3 =   6 min

0.1ml/min to ttz = 3 s tr = 2 htm1 =  16 s tm2 =   75 s tm3 =   6 min

SCENARIO A2

Figure 5.7: Flow rate magnitude influence on the injection process for Scenario A (T = 295 K, P = 77 bar).
Scenario A1 represents injection of CO2 with flow rate 1 ml/min, and Scenario A2 represents injection of CO2
with flow rate 0.25 ml/min.

SCENARIO B
The visualization presented in Figure 5.8 clearly shows the importance of the applied
flow rate on the nature of the flow. The significant difference in the behavior can be seen
between Scenario B1 and B2. Based on the literature [44–46] and on the observations, the
injection Scenario B1 can be classified as flow occurring in the gravity dominated regime,
and Scenario B2 as flow in the capillarity dominated regime. In Scenario B1 the high flow
rate and the pronounced density difference in the order of 300 kg/m3, cause the gravity
segregation effect between water and CO2 in the stagnant zone. The entrapped oil in
the pore is in contact with CO2 via a water layer. The time required to remove the water
barrier was almost 15 h. During this time, the CO2 was not in direct contact with the
oil, but the oil was subjected to the CO2 mass transfer through the water barrier. This is
supported by the fact that a volume increase of oil during the time interval between the
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Figure 5.8: Flow rate magnitude influence on the injection process for Scenario B (T = 309 K, P = 80 bar).
Scenario B1 represents injection of CO2 in the gravity dominated regime with flow rate 1 ml/min, and Scenario
B2 represents injection of CO2 in the capillarity dominated regime with flow rate 0.25 ml/min.

transition zone and the rupture of water barrier was observed. In Scenario B2, where the
applied flow rate is very low and where the area of the dead-end pore is near to stagnant,
capillary forces are more dominant over gravity forces. In relation to that, direct contact
between CO2 and oil is established as soon as the non-wetting phase reaches the DEP.
This results in a very fast mass transfer of CO2 and rapid oil recovery (1.5 h). The im-
ages shown in Figure 5.8 indicate that the applied flow regime can strongly influence oil
recovery. In the discussed cases, the time to recover oil in the gravity-dominated flow
regime was 12 times longer than in the capillary dominated regime.

SCENARIO C
In this scenario, supercritical CO2 injection for both applied flow rates (Scenario C1: 0.25
ml/min and Scenario C2: 1 ml/min) required the same time (∼150 min) to reach the fi-
nal recovery. The effect of the injection rate was most pronounced in the transition zone
and in the following stage, where oil swelled until its maximum observable volume. In
order to compare scenarios with different injection rates the volumetric coefficient of
the oil-CO2 system was measured (Fig. 5.9). For that reason, the digital image of the par-
ticular scenario at t0 was used to define the physical domain Vo for the volumetric coef-
ficient determination. The results exhibit a proportional relation between the length of
the transition zone and the applied flow rate. At a flow rate of 0.25 ml/min, the transition
zone interval is four times longer compared to the flow rate of 1 ml/min. It allows suffi-
cient time for CO2 to gradually dissolve into the oil (9 s), leading to a larger swelling co-
efficient (1.47) at the last stage of the transition zone (tt z,2)) when compared to 1 ml/min
(1.30). In both scenarios, the mass transfer process continues after tt z,2 scenarios until
the maximum swelling coefficient is reached (tv = 37 s for 0.25 ml/min and tv = 57 s for 1
ml/min) and oil is completely saturated with CO2. After tv , the oil is gradually removed
from the DEP.

In order to evaluate the reason behind the much lower volume swelling coefficient at
flow rate 1 ml/min, it is essential to identify the conditions that determine the flow in the
high-pressure cell. For that reason, a simple laminar flow model was used and velocity
profiles with respect to the applied flow rates were obtained. The modeled streamlines
were overlaid on the experimental visualizations of the oil trapped in the DEP at the end
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DEP (>tv ).

of the transition zone (Fig. 5.10). Results indicate an influence of the flow rate magnitude
on the displaced volumes. The difference in the CO2 streamline positions for 0.25 and 1
ml/min is in line with the ∼1.5 times larger volume swelling coefficient observed at the
end of the transition (Fig. 5.9).

5.3.3. EFFECT OF WATER BARRIER AND OIL VOLUME ENTRAPPED IN DEP
The amount of oil that was left in place after water flooding was chosen to differ signifi-
cantly in order to study its influence on the recovery process. The pressure and temper-
ature were kept constant. The operating flow rate is 1 ml/min in all tests. Moreover, to
continue the previous study [32], a flow rate of 0.1 ml/min was tested.

SCENARIO A
In the previous study, the different oil volumes were evaluated at a single flow rate of
0.5 ml/min and at the same operational conditions as presented in the current study (77
bar and 295 K) [32]. The findings from the study were as follows: (1) the water barrier is
created only when oil occupies less volume than the pore body and the narrow end of the
pore throat; above this level, when oil occupies pore body and throat, no water barrier
is created within the limit of the investigated flow rate of 0.5 ml/min; (2) comparing the
time of the water rupture between the evaluated cases, where water initially occupies the
pore throat and the case where water occupies the area just above the pore throat, gives
a 2.6 times larger result for the first case. Figure 5.11 shows two different oil droplets
geometries obtained after secondary recovery. In relation to the oil volume, a change
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Figure 5.11: Influence of the volume of oil entrapped in the DEP on the injection process in the Scenario A (T
= 295 K, P = 77 bar) for the flow of 1 ml/min. Scenario A1 represents injection of CO2 in the system where oil
droplet occupies the pore body and the pore throat, and Scenario A3 represents the system where oil droplet
occupies only the pore body.
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Figure 5.12: Influence of the volume of oil entrapped in the DEP on the injection process in the Scenario A (T
= 295 K, P = 77 bar) for the flow of 0.1 ml/min. Scenario A2 represents injection of CO2 in the system where oil
droplet occupies the pore body and the pore throat, and Scenario A4 represents the system where oil droplet
occupies only the pore body.

in the phase behavior was observed. In Scenario A3, after passing the CO2 front, the oil
droplet remains isolated from the flow channel by a water barrier. After the water barrier
is removed, the gravity comes into play and immediately recovers oil from the pore.

Fig. 5.11 indicates the existence of a flow regime for a given geometry, where the grav-
ity was not a main recovery factor. In order to determine if the volume of initially trapped
oil in the DEP is the only factor determining the water barrier creation, an additional test
at a flow rate of 0.1 ml/min was conducted. Data provided in Fig. 5.12 show that for low
flow regimes, no water barrier is created and the gravity is the main oil recovery mecha-
nism.

SCENARIO B
Figure 5.13 shows two scenarios, B1 and B3, with different initial volumes of oil. In Sce-
nario B1, oil occupies the entire pore body and larger volume of the pore throat then in
Scenario B3. In both cases, the water was displaced by CO2 in the transition zone leav-
ing behind a layer of water that separates oil from the CO2 source. The mass transfer
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Figure 5.13: Representation of different behaviors of various volumes of oil ganglia and water barriers (80 bar,
309 K, 1 ml/min).

of CO2 into water and, subsequently, into oil resulted in a significant increase of the oil
volume and, to a smaller extent, of the water volume. When the oil volume increased, a
corresponding movement of the water in the direction of the flow channel was observed.
The resulting water rupture was much faster in the Scenario B1 (6 h 26 min earlier than
in Scenario B3). This can be explained by the larger initial volume of oil entrapped af-
ter water flooding in Scenario B1. As the entire pore body and throat was filled with the
decane–CO2 mixture, the transfer of the water barrier into the flow channel took less
time. The observed water barrier removal by the expansion of oil due to diffusion of CO2

corresponds to the findings of the theoretical study of Zhang et.al on the role of the water
barrier [31]. After the water barrier was removed, production of decane continued due
to pure CO2 injection. As the water barrier was thinner in Scenario B1 and the interface
between water and oil larger (allocated higher in the pore throat), more CO2 was trans-
ferred into the oil phase resulting in a larger decrease in viscosity and a faster recovery
after the rupture of the water barrier (Scenario B1: 3 h 17 min, Scenario B3: ∼6 h). The
starting oil volume influences the efficiency of the process. Not only the existence of a
water barrier is important, but, as visualized, specifically the position of the water barrier
in the DEP is of importance.

SCENARIO C

Figure 5.14 represents the injection of supercritical CO2 into the system where different
oil volumes are left behind after water flooding. In the Scenario C3, where oil was placed
only in the pore body, water occupied the remaining pore body and the narrowest vol-
ume of the pore throat after passing the transition zone. The volume of water, partly
trapped in the body of the DEP, resulted in a long time period to achieve the direct con-
tact of the source CO2 and oil (20 h 30 min from the start of the injection to the water
rupture). The minimized interfacial area leads to a reduction in mass transfer and to an
increase in surface tension and, consequently, to a delayed recovery. As mentioned by
Aguilera et al. (2002), changes in the surface area can lead to a quantitative alteration of
the mass transfer [47]. Moreover, as long as oil is disconnected from the direct source of
CO2, even if CO2 can diffuse easily through the water barrier, the miscibility would never
be achieved [23].
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Figure 5.14: Influence of the volume of oil entrapped in the DEP on the injection process in Scenario A (T =
309 K, P = 100 bar) for the flow of 1 ml/min. Scenario C4 represents injection of CO2 in the system where the
oil droplet occupies the pore body and the pore throat, and Scenario C3 represents the system where the oil
droplet occupies only the pore body.

5.3.4. DISCUSSION ON EFFICIENCY OF DIFFERENT SCENARIOS USED FOR

EOR

Three different injection scenarios using CO2 after water flooding were investigated: (1)
Scenario A - displacement with favorable density difference and unfavorable viscosity
ratio; (2) Scenario B - displacement with unfavorable density difference and viscosity ra-
tio; (3) Scenario C - displacement with favorable density difference and unfavorable vis-
cosity ratio. For the reservoir pressure and temperature (P-T ) conditions use of Scenario
C for oil recovery and geological storage, where CO2 behaves as a supercritical fluid, is
the most common. As seen in Scenario C, the density difference is relatively low, and the
viscosity exhibits a gas behavior. With the lack of the water barrier, the recovery from a
stagnant zone occurs within 2-3 hours.

The second most occurring conditions are represented by Scenario B. The complete
miscibility may not be achieved when the pressure is too low in the reservoir, however as
visible in the conducted test, CO2 is transferred into oil resulting in a volume increase, a
change in the surface tension and a decrease in the viscosity. The main difference with
Scenario C is the unfavorable density contrast, resulting in the creation of the water bar-
rier in most of the scenarios (despite the very low flow rates when the gravity dominated
flow is overtaken by the capillarity dominated flow), slowing down the CO2 mass transfer
into oil. It suggests as well, that the injected fluid may bypass more dense reservoir fluids
due to low density and viscosity and may not be stored in the dissolved form [48].

The most efficient in relation to the majority of the investigated parameters was liq-
uid CO2 injection. As a result of the immiscible displacement with favorable density dif-
ference (CO2 heavier than oil in the transition zone), the recovery was very rapid (within
minutes). It can be concluded that due to density, the volume of stored CO2 would be
larger than in the case of Scenarios B and C. However, liquid CO2 injection is not very
common as reservoirs are mainly above the critical CO2 temperature and pressure, and
thus this injection scheme represents unfavorable economics [49].
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5.4. CONCLUSIONS
In this work, different CO2 injection scenarios taking place in the stagnant zone were
presented. The obtained results show the importance of the flow rate, the viscosity ratio,
water barriers and the starting volume of oil ganglia entrapped in the dead-end pore. On
the basis of the experimental observation the following conclusions are drawn:

• The efficiency of the oil recovery from the stagnant zones strongly depends on the
applied injection scenario. Liquid CO2 injection might benefit from favorable den-
sity ratio compared to supercritical and near-supercritical CO2 injection. More-
over, higher density of CO2 helps to minimize the risk of leakage;

• In the displacement experiments oil recovery was achieved due to gravity forces
(liquid CO2 injection), and due to CO2 diffusion from an injected CO2 stream into
oil (supercritical and near-supercritical CO2 injection);

• The results developed over the range of flow rates clearly showed the importance
of gravity in the DEP systems when the density difference is in the order of 300
kg/m3;

• The effect of CO2 diffusion into oil was observed in all experiments. The diffusion
rate of CO2 into oil and the subsequent oil swelling change with the phase of the
injected CO2 (from small to large extent: Scenario A to Scenario B/C);

• The main factors controlling the transition zone and the time of oil recovery are
the viscosity and density differences in between the fluids;

• The removal of oil from the dead-end pore and the time required are strongly af-
fected by the position, volume and geometry of the water barrier located above the
oil;

• The time to recover oil at pore scale in the presence of a water barrier takes about
9-10 (Scenario C) and up to 18 (Scenario B) times longer when compared to a direct
contact of oil with the CO2 stream. However, at the field scale, this might not be a
limiting factor. Taking into account migration time of operational fluids from the
injector to the producer, the transport speed is within orders of magnitudes and
the effect of the type of CO2 source probably does play a lesser role. Although, the
role of the water barrier might be of importance for the near well injection area.
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6
INFLUENCE OF FLUID–FLUID

INTERACTIONS ON DIFFUSION

CWF IN THE REGIONS OF DEAD-END PORE VOLUME
Carbonated Water Flooding (CWF), an enhanced oil recovery method in which an oil
reservoir is flooded with CO2-enriched water, is a promising method for recovering resid-
ual oil and for limiting CO2 concentration in the atmosphere. One of the important as-
pects of the CWF process is molecular Diffusion of CO2 from Carbonated Water into Oil
(DCWO). The process benefits from oil viscosity reduction, an increase in oil relative per-
meability and, as a result, enhancement of oil mobility. In contrast to many previous stud-
ies on the diffusion of carbon dioxide directly into oil by CO2 flooding, DCWO was a subject
to much less modeling and experimental studies. To investigate the phase behavior of the
system, indirect pore-scale diffusion experiments were conducted. Oil was initially placed
in a dead-end pore and covered with water presumed to be from the first secondary recov-
ery phase. Swelling of oil due to CO2 diffusion under P-T conditions was visualized and
recorded over time. A model was developed using Comsol MultiphysicsT M software for the
processes observed in the experiments. Model predictions were matched to the experiment
to determine the diffusion coefficient. Pore geometry appears to be a limiting factor.
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NOMENCLATURE AND SUBSCRIPTS
Cph Molar concentration of CO2 in one of the phases, mol/(kg·m3)

Cph,eq Molar concentration of CO2 in one of the phases, mol/(kg·m3)

Dph Molecular diffusion coefficient of CO2 in one of the phases, m2/s

dt Tube diameter, mm

MCO2 Molar mass of CO2, kg/mol

P Pressure, bar

K pw/o Distribution coefficient, [-]

ρm Mass density, kg/m3

R Gas constant, J/(K·mol)

T Temperature, K

t Time, h

tMV Time when the maximum volume change was achieved, s

µm Viscosity of the CO2-decane mixture, cP

µ0
ph Standard chemical potential, G

wph Mass fraction of CO2 in the phase , [-]

vph Partial specific volume of the phase, m3/kg

Vdo Voltage, V

Vt Tube volume, mm3

xCO2 Mole fraction CO2, [-]

yH2O Mole fraction H2O, [-]

ABBREVIATIONS
ave Average

CW Carbonated water

CWF Carbonated water flooding

DCWO Molecular diffusion of CO2 from carbonated water into oil

DEP dead-end pore

EOR Enhanced oil recovery

H Hydrate

IFT Interfacial tension

Laq CO2 bearing water-rich liquid phase

lb Imaginary pore bottom line

LCO2 CO2-rich liquid phase

lt Imaginary pore top line

LCEP Lower critical end point

MMP Minimum miscibility pressure

o Oil phase

PH Phase

PV Pore volume

V CO2 rich vapor phase

w Water phase
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6.1. INTRODUCTION
Carbonated Water Flooding (CWF) is a tertiary oil recovery technique combined with
CO2 utilization by CO2-rich water injection. CWF demonstrates satisfactory sweep ef-
ficiencies due to the comparable viscosities of Carbonated Water (CW) and oil. These
similar viscosities together with a gradual breakthrough of CO2 reduce the problem of
high viscosity contrasts between CO2 and residual oil [1–5]. Moreover, it minimizes the
negative effect of water-shielded oil and high water saturation through a direct mixing
with the residual water [6].

CWF comprises similar physical phenomena as the conventional CO2 injection but
requires less CO2. For CO2 flooding at pore level, especially in nanochannels and Dead-
End Pores (DEP), fluid flow is very low or non-existing. DEPs commonly found in geo-
logical systems in nature, create a trap for residual oil. As presented in Chapter 5, achiev-
ing fluid flow with CO2 in the DEPs, through only conventional pressure-driven mecha-
nisms, is not always possible. Thus, the Diffusion of CO2 into the Oil (DCO) is the main
mixing and rate controlling mechanism of oil recovery. Many studies on the diffusion
of carbon dioxide during CO2 flooding in DEP volumes were conducted by [7–11]. DCO
occurs due to a much higher solubility of carbon dioxide in oil than in water [12]. Con-
sequently, due to CO2 solubility, a reduction in the interfacial tension and viscosity and
a further increase in oil mobility is expected. The DCO process is time and phase com-
position dependent [9]. At specific reservoir P-T conditions, CO2 primarily dissolves
in water and is directly transferred to the oil, without creating a separate gas phase. It
was proven that CO2 easily dissolves in oil through molecular diffusion; however, when
water is shielding the oil in the pore, the latter acts as a buffer and reduces the rate of
diffusion [10, 13–15]. The existence of a water barrier and the time required for its re-
moval (rupture time) was investigated in Chapter 5 and defined as the limiting factor for
recovery of hydrocarbons.

Investigation of carbonate water injection in water wet reservoirs has been a research
subject since the 1940s. Over the years, numerous theoretical studies [2, 5, 16–20] with
scaled laboratory experiments [5, 20–26] and field trials [1, 27–31], showed the signif-
icant prospect of CWF to increase oil recovery. Despite the vast amount of literature
about CWF, there is still a need to understand the processes occurring in the relatively
stagnant zones. Pore-scale studies on micro-mechanisms of the CWF process were per-
formed by a limited amount of research groups. Several studies were conducted using a
high-pressure visualization setup. They reported similar findings as in the case of CO2

flooding. Due to them, the primary CWF mechanism of oil recovery is the oil volume
increase as a result of Diffusion of CO2 from CW to Oil (DCWO), followed by a mobi-
lization of isolated oil ganglia [6, 20, 25, 26]. Sohrabi et al. experimentally confirmed
incremental oil recovery by applying CWF as a secondary and tertiary method. More-
over, the authors highlighted the importance of improved sweep efficiency, oil volume
increase, and further agglomeration of remobilized oil droplets. They have reported a
23% volume increase of decane at experimental conditions of 138 bar and 311 K. Addi-
tionally, Riazi et al. (2011) [25] developed a theoretical approach for pore scale analysis
of oil entrapped in a DEP and exposed to direct contact with carbonated water and/or
indirect contact (through a water film) to CO2.

Despite a large number of studies devoted to CO2 and CW flooding, the pore scale
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mechanisms for CWF in the dead-end zones remain unclear. DCWO in series of sys-
tematic experiments were examined in order to (1) understand the interaction occur-
ring between oil entrapped in DEPs and injected CW, (2) investigate the differences in
interactions to injection of CO2 and (3) establish the CO2 diffusion coefficient. A water
flooded system containing an oil-filled monopore is exposed to CW injection to visualize
the physics of oil in contact with CW (P ∈ 77, 100 bar, T ∈ 309, 328 K). In order to study
the governing mechanisms of the oil swelling, based on mass balance and volume mea-
surements, a two-dimensional model in an open system was developed. The numerical
model was solved using a commercial finite element package (Comsol MultiphysicsT M ).

This study is an extension of the work of Peksa et al. (2013) [32] on the role of molec-
ular diffusion in tertiary recovery of hydrocarbons. It contributes to a better understand-
ing of processes such as molecular diffusion in stagnant areas of flow in CWF by using
visualizations, experimental and simulation results of new experiments. The effect of
a first and second CW contact with oil, swelling of oil by dissolved CO2 and recovery
are analyzed. Further, the influence of temperature and pressure is investigated and the
obtained results are compared to the pure CO2 injection conducted at the same exper-
imental conditions. In addition, DCWO results are analyzed for process improvements
and with an option for CO2 sequestration, with the aim to achieve recovery in both lab-
oratory core floods and in the field.

The chapter is organized as follows. In the next section, the theory regarding the co-
existence of two binary systems is presented, followed by a theoretical characterization
of the compositional changes arising from Ficksian diffusion and convective transport
processes. Subsequently, the experimental approach together with a setup and the pro-
cedure are shown. In the result section, the focus lies on describing the base case for
both simulation and experiments. In the last section, the work is concluded by compar-
ing the conducted simulation and experiments on the CW injection to a CO2 injection
test.

6.2. OIL RECOVERY BY CWF

In this study, the injection of carbonated water in a water-flooded oil system is investi-
gated. As we are interested in the bulk behavior of the present phases, we assume, for
the further analysis of the process, that reservoir rocks are inert (here a glass model). The
thermodynamics and properties of a CO2-water-hydrocarbon (>C6) system were exten-
sively studied in the literature [33–37]. This case will be treated as proposed by Vetter et
al. 1987 [36]. Water and oil do not behave as isolated, independent phases in the system
since gas is mutually soluble in both liquids. Dissolved CO2 alters the chemo-physical
properties of water (i.e. pH, density) and the physical properties of the oil (viscosity,
density, swelling, interfacial tension with water, etc.) [38–42]. To analyze the problem of
molecular diffusion in the carbonated water flooding process, we first evaluate the P-T
conditions under which the process occurs, followed by a study of the swelling behavior
of oil.
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Figure 6.1: P-T projection of the phase diagram of the binary CO2-H2O system (after Spycher, 2003 [45]).
Figure abbreviations: H - CO2-clathrate-hydrate; Laq - CO2 bearing water-rich liquid phase; LCO2 - CO2-rich
liquid phase; V - CO2 rich vapor phase.

6.2.1. BINARY SYSTEM CO2-H2O
For the CW process, the thermodynamic properties of the main working fluid CO2-H2O
were defined. CW was investigated by several authors at various pressures and tempera-
tures [43–47]. Fig. 6.1 shows the P-T projection of the CO2-H2O according to literature.
The ranges of pressure and temperature, as adequate for this study, are indicated by the
diagonal crossing rectangular pattern.

Fig. 6.1 shows that, at the P-T conditions for this study, the differences between va-
por and liquid CO2 disappears and is replaced by an H2O-rich liquid phase in coexis-
tence with a CO2-gas-rich phase. The Lower Critical End Point (LCEP) is located at 304.63
K and 74.11 bar, almost coinciding with the critical point of pure CO2. The three-phase
equilibrium curve Laq -LCO2 -V almost coincides with the pure CO2 saturation curve.

Data from the literature for temperatures 308 and 332 K (Fig. 6.2) show that CO2 sol-
ubility in water first increases abruptly with pressure up to the three-phase pressure in-
terval, then bends, followed by a subsequent gradual increase away from this point. As
the presented data lie above the critical temperature, the CO2 solubility over pressure
follows the solubility curve for gaseous CO2. The H2O solubility in the CO2-rich phase
decreases with declining pressure. The difference from the ideal behavior of the H2O
solubility for CO2 is a result of the presence of a large amount of CO2 molecules around
H2O molecules [54]. For both temperatures, above the three phase pressure interval, an
increment of the H2O solubility in the CO2-rich phase is observed with raising pressure.

6.2.2. BINARY SYSTEM CO2 - OIL
The efficiency of oil displacement by CW depends on, among others, the generated
phase behavior of CO2-hydrocarbon mixtures, and the resulting densities and viscosi-
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Figure 6.2: Mutual solubilities of H2O and CO2 at 308 and 332 K and pressures up to 300 bar [45, 48–53]. The
diagonal crossing pattern range represents the experimental condition of this study.

ties of the phases present. Fig. 6.4 shows the binary phase composition data for mixtures
of CO2 and decane at 309 and 328 K. A detailed description of the parameters can be
found in Chapter 5.

6.2.3. THREE COMPONENT SYSTEM

As mentioned above, the independent oil and water phases do not act as isolated phases
within the system, as CO2 is mutually soluble in both liquid phases. Vetter et al. (1987)
showed that the three-phase bubble point pressure depends on the varying amounts of
the two coexisting liquid phases [36]. By that, the three-phase bubble point pressure in
the decane/water/CO2 system depends on the ratio of the two liquid phases (water and
decane) and the distribution of CO2-concentration in both liquids.

6.2.4. MODEL OF THE SINGLE DEAD-END PORE

PHYSICAL MODEL

A 2-D model for molecular diffusion of CO2 from the aqueous phase into oil was devel-
oped. The model attempts to implicate the experiments on the CO2 induced oil volume
increase in a DEP. Modeling was performed for the main experiment at 77 bar and 328 K.
A schematic diagram of an isolated oil droplet in a DEP system is shown in Fig. 6.4. For
further analysis, both numerical and experimental, four regions in the x y-plane of the
monopore were defined: (1) the tube, (2) the pore neck, (3) the pore throat and (4) the
pore body (Fig. 6.4a).

When CW is injected into a glass cell containing n-decane, direct contact between
the injected fluid and oil takes place at their interface, and CO2 gradually dissolves into
the oil. The interface between the media (red dashed line in Fig. 6.4b) may shift within
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the monopore from its initial position down to the imaginary pore bottom line (lb) and
up to the imaginary pore top line (lt ).

GOVERNING EQUATIONS

Here, the situation with the conventional continuity equation and 2nd Fick’s law is de-
scribed. Similar approaches were used previously in the literature [9, 20]. Diffusional
processes cause transport of CO2 and its transfer from one medium to the other. Fol-
lowing a component concentration gradation, diffusion between CW and the oil phase
occurs, the density and viscosity of oil phase changes and the volume of CO2-decane
mixture increases.

Two liquid phases, consisting of three components (decane, water and CO2) are pre-
sent in the system. The reservoir temperature is assumed to remain constant and the
horizontal and vertical diffusivities are assumed to be equal (isotropic media). Chemical
reactions between CW, n-decane and glass are disregarded. There is no dissolution of oil
in water and, respectively, of water in oil. Gravity effects are ignored in this study.

The molecular diffusion process with the hypothesis of incompressibility can be ex-
pressed by an unsteady state condition (ph ∈ (o,w)), as follows:

∂Cph

∂t
+ (~u ·∇Cph) = Dph∇2Cph (6.1)

In the context of a time-dependent process, Eq. 6.1 permits the following interpreta-
tion: Cph is the molar concentration distribution of CO2 in one of the phases at time t ,~u
is a velocity vector of moving CO2 and Dph is the molecular diffusion coefficient of CO2

in one of the phases.
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Figure 6.4: (a) An image and a schematic drawing of the isolated oil droplet in a DEP system with defined re-
gions; (b) Schematic drawing of physical model with CO2 concentration profiles. The red dashed line indicates
initial position of the interface; the yellow line indicates the position for which the results will be provided in
the next sections.

In this study, the diffusion coefficient was used as a fitting parameter. Based on the
experimental results, a diffusion coefficient of CO2 was obtained by matching the ex-
perimental volume change: Do,2 = −1.92× 10−9 + 1.35× 10−13 ×Cave,o + 1.40× 10−24 ×
(Cave,o)4−2.38×10−33×(Cave,o)6−1.46×10−20×(Cave,o)3. The fitted coefficient was tested
against varying diffusion coefficients of CO2 in decane obtained from the literature: (1) a
constant diffusion coefficient Do,1 = 3.5×10−9 m2/s; and (2) a diffusion coefficient that
inversely changes with CO2 concentration Do,3 =−7.86×10−10µ−0.1667

m [55].

INTERFACE, INITIAL AND BOUNDARY CONDITIONS

The interface between the immiscible phases is assumed to be represented by an in-
finitesimally small film. At both sides of the oil/aqueous phase boundary, the chemical
potentials of the diffusing CO2 are equal. However, at t = 0, the concentration profile of
CO2 over the coexisting phases exhibits a substantial variation at the boundary. Such a
behavior is associated with the CO2 distribution coefficient K pw/o between the immis-
cible phases. By writing the equilibrium conditions for these systems, Equation 6.2 can
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be derived in terms of thermodynamic parameters. Under the assumption of ideal, di-
luted solutions, the equality of the chemical potentials in the two phases gives the ratio
between the equilibrium concentrations Co and Cw

K pw/o = vo

vw
exp

(
− µ0

o −µ0
w

RT

)
= Co,eq

Cw,eq
(6.2)

where Co,eq is the molar concentration of CO2 in the oil phase and Cw,eq is the molar
concentration of CO2 in the water phase, vo and vw are the molar volumes, µ0

o and µ0
w

are the standard chemical potentials, and R and T are the gas constant and the absolute
temperature.

The initial condition of the CO2 concentration at t = 0 for the concentration profile
are (Fig. 6.4b) {

Co = 0 for −11 < y < 0 t = 0

Cw =Cw,eq (P,T ) for 0 < y < 4 t = 0
(6.3)

In this model, the movement of the interface in the y direction is taken into account
as a result of oil volume increase due to CO2 mass transfer between water and oil phases.
At any time, the equality of the mass flux of CO2 leaving the water phase and enter-
ing the oil phase can be represented by a general Danckwerts (1950) relation, where the
concentrations at both sides on the interface are related by an equilibrium expression
(Cw (yo) =QCo(yw )+R), where Q and R are physical constants [56].

In the system, the CO2 is conserved at the interface:

∂

∂y
Do

(∂Co

∂y

)
+Co

∂ym,o

∂t
= ∂

∂y
Dw

(∂Cw

∂y

)
+Cw

∂ym,w

∂t
(6.4)

However, following [10] the velocity of each point of the interface should be represented

by the rate of the transport of volume per unit area
d yv,o

d t with implementation of the
partial specific volumes

d yv,o

d t
= (

∂

∂y
Dph

(∂Co

∂y

)
+Co

∂ym,o

∂t
)vo (6.5)

d yv,o

d t
=

MCO2 Dph

(
∂Co
∂y

)
vo

1−Co MCO2 vo
[1+Co MCO2 (vo

o − vo)] (6.6)

where MCO2 is the molar mass of CO2; Co is the volumetric molar concentration of CO2

in oil and ∂Co
∂y represents the spatial gradient of the CO2 molar concentration in oil with

respect to time; vo
o and vo are partial specific volumes of the oil component in the oil

phase and CO2 in the oil phase.
The initial conditions of the interface movement hold the relationship:

d yv,o

d t
= 0, t = 0. (6.7)

Moreover, there are three types of boundaries in the model domain: the boundary rep-
resenting the inlet, the boundary representing the outlet and boundaries modeled with
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Figure 6.5: Example of the CT reconstruction (a) 3D view of the glass model; Tube volume, Vt =26.5 mm3 (b)
cross-section through the middle of the glass model (c) CT-image of the starting volume of oil after standard
water flooding subtracted from the image by removing the glass phase and water phase Vdo =20.55 mm3; voxel
size: 0.015x0.015x0.015 mm.

zero-flow conditions. At distance zero from the imaginary bottom line and at the walls of
the pore body and throat, the CO2 concentration profile at the boundary of the oil phase
fulfills the zero-flux condition.

With specific initial and boundary conditions, the above partial differential equa-
tions for molecular diffusion in two phases in a three component system are solved with
the finite element analysis in COMSOLT M Multiphysics 5.1, to provide the concentration
as a function of spatial position and time.

6.3. EXPERIMENTAL APPROACH

6.3.1. MATERIALS
Flooding experiments were conducted in a transparent glass model representing a single
pore connected to a flow channel. The glass model was placed in the horizontal direction
with the opening to the monopore at the bottom (Figure 6.5). The glass model consists
of pure silicon dioxide (SiO2), which can hold 150 bar gas pressure. In the experiments,
the operational fluids consist of water phase, oil phase and carbonated water.

The water used in this study consists of degassed, demineralized water and for the
oil phase decane doped with solvent red dye was used. Carbonated Water (CW) solution
was prepared by filling a cylinder with 80 vol.% of water and, then, introducing pure CO2

into the pressurized system. The experimental conditions presented in this study cover
temperatures 309 and 328 K, and pressures 77 and 100 bar.

6.3.2. EXPERIMENTAL SETUP
The experimental setup used in this study to conduct volume increase measurements
and to visually observe the diffusion of CO2 from carbonated water into oil (Fig. 6.6) is
similar to the setup presented in Chapter 5. The setup was described in detail in Peksa
et al., 2013 [32]. The most important part of the setup is a glass tube with a dead-end
pore placed in a PEEK core holder. To avoid corrosion and to withstand high pressures,
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Figure 6.6: Schematic description of the high-pressure experimental setup for a study on molecular diffusion
of CO2 from CW into oil. The green line represents the oven in which the experimental setup was built. The
black lines illustrate the tubing and the various flow lines. The blue lines are data cables connecting pressure
transducers and thermocouples to a computer for acquisition and controlling.

all other parts were made of stainless steel. The inlet of the glass tube was connected
to a double acting cylinder accumulator, which is the source of the CW. At one side the
cylinder was connected to the system, and at the other side to a silicon oil controlled
pump. The required temperatures of 309 K ± 0.1 K and 328 K ± 0.1 K were achieved
by using an oven in which the cell and cylinder were placed. A back-pressure regulator
maintained the pressure in the system. The pressure and temperature are monitored by
a system of pressure transducers and thermocouples. The CWF process was constantly
monitored and recorded by an HD megapixel full-color camera at 1 FPS.

6.3.3. EXPERIMENTAL PROCEDURE

Preparations of the transparent glass model: The system was thoroughly cleaned (i.e.
degreased and micro-sized dust removed). Thereafter the system was placed under vac-
uum. Primary drainage: During primary drainage, the degassed oil was injected from
valve 7 with a flow rate of 0.25 ml/min, in order to fill the entire system with oil. At the
same time, no air was allowed to enter the monopore. Imbibition: The system was wa-
ter flooded till residual oil saturation was reached. For each experiment, the irreducible
oil saturation varied. In each experiment, flooding was started with a flow rate of 0.5
ml/min, which gradually increased to rates up to 10 ml/min, combined with a variation
of pressures. The resulting two phase system was pressurized to operational conditions.
Carbonated water injection: After imbibition, the injection was switched to CW with a
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Figure 6.7: Comparison of decane volume change variation in the DEP for different diffusion coefficients.

flow rate of 0.1 ml/min. The outlet was connected to the production collector. Data and
image acquisition: Temperature, pressure and injection/production rates were acquired
starting from the primary drainage phase. Image acquisition was executed over the en-
tire experimental time until the final result stopped to change visually.

6.4. RESULTS AND DISCUSSIONS

6.4.1. SIMULATIONS
The oil volume entrapped in the DEP is not displaced directly, but it is initially bypassed
by CW. Displacement of oil occurs slowly as a result of a mass transfer between the main
flow channel and the stagnant zone. Due to the finite-rate mass transfer between the
flowing and stagnant fractions, the length of the mixing zone increases. Below we dis-
cuss the influence of the diffusion coefficient as an input parameter on the mass transfer
process, the variation in the concentration profiles over time (first 3 h), the average CO2

concentrations in relation to the average diffusive and convective CO2 fluxes in the oil
phase and the two-dimensional profiles of the diffusive fluxes magnitudes and concen-
trations at the early stage of the mass transfer. Figure 6.7 shows the evolution of the
volume change as a function of the diffusion coefficient.

One can see that with varying diffusion tests, different volume change rates were
obtained. It should be noted that the diffusion coefficients obtained from the literature
were established based on pressure decay data in a closed system. In contrast, in this
study, the system is open to inflow and outflow. Moreover, according to Aguilera et al.
(2002), the value of the diffusion coefficient is related to the system geometry [57]. They
reported two different diffusion coefficients for a CO2-decane system in square (12 ×
10−8) and cylindrical (12×10−10) capillary tubes. The calculated value Do,2 shows that
the established model and testing method are both reasonable. For further analysis, the
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fitted diffusion coefficient is used.

CO2 concentration profiles in the oil phase as a function of time along the middle of
the DEP (yellow cut line indicated in Figure 6.5) are shown in Figure 6.8a. Figure 6.8a
indicates that high concentration gradients exist along the diffusion direction and with
longer mass transfer time the internal concentration gradient was gradually reduced. At
the initial stage (t<0.3 h), the CO2 concentration gradient in the oil phase is large, and its
concentration at the bottom of the DEP remains zero. The concentration gradient in the
water phase above the moving interface is negligible in the model.

Since the diffusion and convective fluxes play a role in the mixing in the oil phase, we
analyze the diffusive mass flux and the convective mass flux to determine the transport
processes controlling the mixing. The average changes in CO2 diffusive and convective
fluxes magnitudes over time and change in the average concentration are presented in
Fig. 6.8b. At the beginning of the CO2 mass transfer from the CW, the large concentra-
tion gradient leads to rapid diffusion. Initially, the diffusive flux is an order of magnitude
higher than the convective flux. With continuous diffusion and convection, the CO2 con-
centration gradient decreases. The diffusion process decelerates along the diffusion di-
rection. This indicates that diffusion dominates the mass transfer at the early stages. At
the later stage, after the characteristic time for the oil phase (2.5 h), the role of convec-
tion increases. For a detailed characterization of the diffusion process in the oil phase
at the early stages of the injections, when diffusion dominates the CO2 mass transfer,
snapshots of the diffusion flux profiles at various times are plotted in Figs. 6.9a-d. Fig-
ures 6.9e-h show the corresponding concentration profiles in the DEP geometry. The
CO2 fluxes progress in the direction of a lower concentration in the oil. It results in the
change in the concentration profile and volume of the oil phase (see Figs. 6.8 and 6.9).
It can be pointed out that the diffusion fluxes are a function of both time and distance
from the interface. The diffusion fluxes decrease with distance and time, until reaching
an equilibrium state.

6.4.2. EXPERIMENT: BASE CASE

The results that are presented in the example below cover the visual observations of the
process when the most significant DCWO phenomena occurred. The effect of factors,
such as first and second CW contact with oil, swelling of oil by dissolved CO2 and recov-
ery, is observed, recorded and further analyzed by image analysis techniques.

CW INTRODUCTION

At early times of CW-injection, the injected fluids are not in a thermodynamic equilib-
rium with the in-situ fluids, which consist of trapped oil in the DEP and water (Fig. 6.10a).
First, the DEP is reached by a small volume of the initial CW (CWi nt ) (Fig. 6.10b), which
is created at the interface of CW and pure water. It is the result of CO2 diffusion. While
flowing, the CWi nt bridges across the pore body and snaps off due to pore-scale capillary
instability. The displacement process of the CWi nt is very rapid (a few seconds) as the
volumes passing DEP are relatively small (∼5 ml). Subsequently, the operational CW is
reaching the DEP (Fig. 6.10c).
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Figure 6.8: (a) Evolution of CO2 composition profile inside the oil phase as a function of time, based on the
constant CO2 diffusivity for the CO2 concentration profiles of one realization for 77 bar, 328 K as a function
of time and distance, respectively at t0 = 0 h, t1 = 0.5 h, t2 = 1 h, t3 = 1.5 h, t4 = 2 h, t5 = 2.5 h, t6 = 3 h; (b)
Average CO2 concentration profiles over experimental time for 77 bar, 328 K and an average CO2 diffusive and
convective flux magnitude in the oil phase over time.
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Figure 6.10: CW introduction and role of the water barrier.

CW-OIL CONTACT AND CO2 INDUCED OIL VOLUME INCREASE

In the CW flooding, the flow in the DEP geometries is related to the presence of the CO2

gradients. The physical system CW-oil attains to establish the equilibrium. The gradients
are time dependent and initiate from both diffusion and convection forces. As a result,
shortly after the DEP is reached by CW, the oil volume increases over time maintain-
ing the sharp interface that separates water and oil phases (Fig. 6.11a). The interfacial
area changes over time. Moreover, the literature measurements show that the dynamic
interfacial tension (IFT) decreases linearly between oil and water with rising CO2 mole
fraction [34]. Forte (2011) showed that if the water-CO2 and oil-CO2 interactions are suf-
ficiently strong, and the difference between the two interactions is sufficiently small, the
CO2 is favorable to decrease the IFT of water-oil.

We calculate the volume increase coefficient for different time steps to quantify the
volume change (η) of the CO2 dissolution in decane by:

η= V

Vo
(6.8)

where V is the volume of the CO2 saturated decane at P-T conditions, Vo is the volume
of pure decane at the same temperature and at atmospheric pressure. The uncertainties
related to the volume change coefficient are related to the uncertainty in the images
obtained.

Carbonic acid, H2CO3(aq)may have a minor effect on the mass transfer. It is a prod-
uct of a reaction of aqueous carbon dioxide, CO2(aq) with water. Carbonic acid may lose
protons to form bicarbonates, HCO−

3 , and carbonates, CO2−
3 . In this case, the proton

is liberated to the water. The produced carbonate ions are of different size and diffuse
at different rates creating an equivalent electric field. This effect may contribute to the
displacement of the CO2-saturated oil towards the outlet [58].

OIL MIGRATION FROM THE PORE BODY

The addition of CO2 to decane leads to the disconnection and the stretch of decane
molecules, inducing reduction of the viscosity, improvement of the oil-water mobility
ratio and, thereby, enhancement in sweep efficiency of water. Moreover, at increased
CO2 saturations, the inflow of CO2 to a dead-end pore leaves fluid flow with no exit way.
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Figure 6.11: CO2-induced oil swelling and migration from the pore body.

Then, conservation of mass requires an equal and opposite fluid flux towards the tube.
The interface of the liquid phases moves towards the bottom of the DEP and oil starts to
migrate along the wall out of the dead-end pore (Fig. 6.11b).

6.5. OVERALL RESULTS AND DISCUSSION

Experimental volume change coefficients for the CW-oil and CO2-oil injection schemes
are depicted in Figs. 6.12 and 6.13. Figure 6.12a shows measured and calculated volume
change coefficients as a function of mass transfer time. The tests were conducted at P-T
conditions below Minimum Miscibility Pressure (MMP) for a pure CO2 stream-oil sys-
tem, where an unfavorable density difference and viscosity ratio occurs. It is observed
that the increase in operational temperature leads to a decrease in the solubility of CO2

in decane and at the same time to a thermal expansion of decane. The effect of solubil-
ity of CO2 on the swelling of decane is more pronounced than the thermal expansion of
decane. Figs. 6.12 and 6.13 show that the volume change coefficient has the same expan-
sion development at various temperatures. The calculated volume change coefficients
are generally in good agreement with the experimental results. Moreover, the results are
in accordance with the range of the literature results, though it has to be noted that con-
dition and geometry differ [20, 59]. Figure 6.12b shows a comparison of CW flooding
to pure CO2 injection at the same P-T conditions, and in the same geometry. The re-
sults are presented for the time interval related to pure CO2 injection during which the
maximum volume change was achieved (tMV ). Figure 6.12b demonstrates that larger
concentrations of CO2 at the interface between two fluids (for pure CO2 injection) result
in a higher volume change in the short time (maximum volume change equal to 2.03 was
achieved in tMV = 20 s).

Regardless of time and position, the CW injection results showed that the volume
change coefficient increased with operating pressure (Figs. 6.12a and 6.13). This is mainly
attributed to the proportional relation between the CO2 concentration and the CO2 pres-
sure. Under the same temperature conditions, the CO2 concentration gradient and the
free energy of the CO2 molecular increased with raising pressure. Due to the same rea-
son, the volume change coefficient decreases with increasing temperature. Figure 6.13
shows the same trend as the results provided for the conditions below MMP (for the pure
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Figure 6.12: (a) The measured volumetric coefficient of the oil-CO2 system during CW together with the sim-
ulation results of paragraph 6.4.1, following identical PV T -conditions; (b) Comparison of the volume change
coefficient of CW and CO2 injections. Experiments are conducted at a pressure of 77 bar and temperature 309
K and 328 K, resulting in pure CO2-decane unfavorable density difference and viscosity ratio, and below MMP.
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Figure 6.13: Oil displacement with CW and CO2, at pure CO2-decane with favorable density difference and
unfavorable viscosity ratio, and above MMP. Experiments are conducted at pressure of 100 bar and temperature
309 K.

CO2-decane system).

6.6. CONCLUSIONS
In this study, an experimental and a theoretical methodology was established to analyze
the CO2 mass transfer and its effects during the injection of the carbonated water into
the system where oil was entrapped after water flooding in the dead-end pore. More-
over, in the last section of the chapter, the CW tests were compared to the CO2 flood-
ing process conducted at the same operational conditions. In all experiments, the oil
volume change coefficient, due to CO2 diffusion, was determined visually and quantita-
tively with images. Thereafter, the concentration profiles at different locations and time,
and convective and diffusive fluxes under experimental pressure, were calculated with a
numerical model.

Conducted experiments showed, that the swelling of oil which is controlled by molec-
ular diffusion is the mechanism that occurs during the CW injection. Thus, the mobility
of oil entrapped in the stagnant zones can be improved. The volume change coefficient
of oil, due to CO2 dissolution, was determined based on the information obtained from
the acquired images.

Although the initial CW bridges the pore body and snaps off due to pore-scale cap-
illary instability, the process is very rapid at the start of the CW-decane interaction and
is not affecting the final recovery. The CW-decane contact establishes time-dependent
gradients and a progressive oil volume increase. As a result, a visible interface between
oil and CW, with a decreasing IFT due to CO2 solubility, is maintained during the entire
process. CO2 solubility in decane induces reduction of the viscosity, improvement of the
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oil–water mobility ratio and thereby enhancement in sweep efficiency of water with oil.
All CW flooding experiments show similar CO2-decane dissolution trends. Conse-

quently, the volume change coefficient follows the same expansion development at vari-
ous temperatures and pressures with no significant discrepancy in shape. Its magnitude
in volume change, however, varies in accordance to the (P-T ) dependence of CO2 solu-
bility in decane.

For pure CO2, the volume change coefficient in the CW flooding experiments below
and above MMP was compared. All graphs show similarity in behavior of the volume
changing profile. The volume change coefficient in the case of the pure CO2-oil contact
is much higher than for the CW in all the experiments. The time to recover oil at pore
scale with water barrier takes about 1.5× 103 times more time when compared to the
direct contact of a CO2 stream. However, at the field scale, this might not be a limiting
factor. Taking into account migration time of operational fluids from the injector to the
producer at the field scale, the transport speed is within order of magnitude and the
effect of the type of CO2 source probably does play a lesser role. However, as mentioned
in Chapter 5, it can have an influence in the near wellbore area. More injection tests
should be conducted.

In this work, a numerical model was established for the evaluation of CO2 mass trans-
fer rates induced by diffusion and convection between operational fluids in a dead-end
pore at isothermal conditions. Numerical simulations were performed with the Comsol
MultiphysicsT M simulator and matched with the CW visualization experiment with oil
recovery through diffusion.

The model confirms that molecular diffusion from the CW to the oil is the domi-
nating recovery mechanism at the primary phase of the mass transfer. The diffusion
coefficient for the specific geometry and P-T conditions was determined. The geome-
try was found as a strong limiting factor. The decreasing influence of the diffusion and
increasing convection role on the concentration gradient over time was observed.

This research is the base for further studies involving extensive temperature and
pressure ranges. The experiments have an investigating role regarding the MMP pres-
sure in the binary system CW-CO2/oil.
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7
COMBINED EOR AND CO2

STORAGE

The most prospective subsurface areas that have the characteristics to assure the trapping
of CO2 are geological deposits of hydrocarbons and gases. The CO2 Enhanced Oil Recovery
(CO2-EOR and CW-EOR) techniques are accepted as a mitigation prospect for CO2 reduc-
tion and recovery of oil left behind in water-wet rock after water flooding. CO2-EOR and
CW-EOR also show a potential for safe storage after the production stage.

Numerous theoretical works on CO2-EOR coupled with storage in depleted oil fields can
be found in the literature. However, experimental works are still rather limited. To inves-
tigate the oil displacement and CO2 sequestration a series of CO2 and CW flooding exper-
iments were conducted. Incremental oil recovery and storage of CO2 were determined by
mass balance and were visualized by a CT-scanner. Four different CO2 stream injection
scenarios were implemented as a 2nd stage EOR after water flooding: gas CO2, liquid CO2,
supercritical CO2 and carbonated water.

This chapter shows prospective recoveries and demonstrates storage efficiency. Incremen-
tal recoveries in the range 11-23% OOIP were obtained proving the CO2 injection to be an
effective EOR technique. Recovery was mainly achieved by oil swelling and reduction in
oil viscosity due to CO2 dissolution. The highest amount of CO2 was stored at liquid con-
ditions and by CW flooding. The efficiency of liquid CO2 floods is a consequence of the
high density of CO2. The process of CO2 storage in CWF is strongly related to the max-
imum amount of CO2 that can be dissolved in water and/or oil at specific pressure and
temperature conditions.

Parts of this chapter have been published as: Pęksa, A. E., Wolf, K.-H. A. A., Daskaroli, M., & Zitha, P. L. J. (2015,
June 1). The Effect of CO2 Gas Flooding on Three Phase Trapping Mechanisms for Enhanced Oil Recovery and
CO2 Storage. Society of Petroleum Engineers. doi:10.2118/174283-MS
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NOMENCLATURE
A Reserviour area, m2

BS Bentheimer Sandstone

h Reserviour thickness, m

HU1 Scan of fully water saturated core at 140 keV, HU

HU2 Scan of fully water saturated core at 120 keV, HU

HUg s gas CT number, HU

HUg 1 Scan of gas saturated core at 140 keV, HU

HUg 2 Scan of gas saturated core at 120 keV, HU

HUo1 Scan of fully oil saturated core at 140 keV, HU

HUo2 Scan of fully oil saturated core at 120 keV, HU

HUwog 1 Scan of fluid saturated core at 140 keV, HU

HUwog 2 Scan of fluid saturated core at 120 keV, HU

HUw s water CT number, HU

HUw Scan of fully water saturated core, HU

D Diameter, cm

keV kilo-electron volt, J

L Length, cm

MW Molecular weight, g/mol

MCO2t CO2 mass storage capacity

ϕ Porosity, [-]

ρCO2r Density of CO2 at reservoir conditions, kg/m3

P Pressure, bar

PV Pore volume, ml

R f Recovery factor

Si i r Irreducible water saturation, [-]

Sg Gas saturation, [-]

So Oil saturation, [-]

Soi Initial oil saturation, [-]

Sw Water saturation

T Temperature, K

Vi w Volumes of injected water, ml

Vpw Volumes of produced water, ml
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7.1. INTRODUCTION
The most prospective subsurface areas that have the characteristics to assure the trap-
ping of CO2 are geological deposits of hydrocarbons and gases. CO2 storage in hydro-
carbon reservoirs is relatively straightforward compared to other geological formations,
since the reservoirs are already characterized as a result of oil exploration and produc-
tion [1]. Thus, first, they are exploited with a developed infrastructure, thereafter, they
are charged with CO2, using the same transport infrastructure. Besides geological stor-
age, CO2 injection into depleted oil reservoirs also helps to mobilize hydrocarbons. One
of the main advantages of CO2 compared to other types of gases used for EOR, like
methane or nitrogen, is the considerably lower Minimum Miscibility Pressure (MMP).
As a consequence, CO2 is a candidate for EOR and CO2 storage in a wide range of oil
reservoirs [2].

Oil displacement and CO2 storage rely on the phase behavior of the pure compo-
nents (the injected gas and hydrocarbons in place) and mixtures of both, and strongly
depend on reservoir temperature, pressure, and hydrocarbon composition. The hydro-
carbon accumulations are usually found at such depths that, due to pressure and tem-
perature conditions of the reservoirs, the supercritical CO2 is used. At pressure con-
ditions higher than MMP, CO2 can achieve miscible conditions with the crude oil, and
satisfactory solubility in the formation water [3]. However, shallow reservoirs as well are
candidates for CO2 injections, for example, when exceptionally low reservoir tempera-
tures, e.g. permafrost, are present [4]. In these cases, temperatures are below the critical
CO2 temperature and, thus, provide an opportunity for liquid CO2 injection and storage.
Even if, due to reservoir characteristics, CO2 does not achieve full miscibility with oil, it
partially dissolves in oil, leading to swelling and viscosity reduction. In the immiscible
displacement process, larger volumes of stored CO2 than in the miscible displacement
process can be expected [5]. Another effective injection strategy for oil recovery and CO2

storage could be CO2-enriched water. The carbonated water is considered to sweep oil
more efficiently than a CO2 flooding, because of the lower mobility and density con-
trasts.

Experimental and theoretical studies on CO2-EOR coupled with storage in depleted
oil fields are rather limited. Existing studies usually show a theoretical approach without
verification by experimental work [3, 6–8], or are dedicated to reservoir simulation [9–
14]. Xiao et al (2011) [15] conducted a theoretical study of coupled CO2-EOR in the
SACROC unit in the Permian Basin. They conclude that CO2 sequestration could be
increased by decreasing the mobility of CO2. Ghomian (2008) [9] reported that, the ef-
fects of the produced gas/oil ratio constraint, production and the injection well types
and injection scheme are the most sensitive parameters for maximizing both profit and
amount of stored CO2. Bachu et al. (2003) [7] reported an influence of the strength of
an underlying aquifer on oil recovery and CO2 storage capacity and found a reduction
of the CO2 storage capacity by 3% for a weak aquifer and by 50% for a strong aquifer.
Experimental and theoretical work on CW-EOR coupled with storage were discussed in
Chapter 1.

In this study, laboratory core-flooding experiments were conducted to investigate the
potential for both enhanced oil recovery and storage of CO2 at different flooding scenar-
ios. The described experiments comprise CO2 injection into vertical cylindrical Ben-



7

166 7. COMBINED EOR AND CO2 STORAGE

theimer cores at a constant flow rate, after conducting water flooding to mimic depleted
oil reservoirs. Computed Tomography scanning was used to visualize the distribution of
different phases through time and to determine saturation profiles.

The objective of this study was twofold: (1) to investigate the variation in injection
scenarios on tertiary oil recovery, and (2) to quantify the CO2 trapping, as a preliminary
study for designing optimal conditions for CO2 core floods in sandstone type reservoirs.
In this chapter, first, the methods and results at 50 bar back pressure are described, fol-
lowed by comprehensive tables with results at other pore pressures.

7.2. THEORETICAL CO2 STORAGE CAPACITY
The CO2 storage capacity of a reservoir includes the CO2 that remains in the reservoir
after completion of an EOR operation and any additional volume of CO2 that can be in-
jected after the EOR phase. According to the CO2 mass storage capacity (MCO2t ) model [1],
the theoretical storage capacity with experimental results were compared. The calcula-
tions of MCO2t are based on the primary reservoir properties such as oil in place, recovery
factor, temperature, pressure, rock characteristics and CO2 phase behavior:

MCO2t = ρCO2r [R f Ahϕ(1−Sw )−Vi w +Vpw ], (7.1)

where ρCO2r is density of CO2 at reservoir conditions; R f is a recovery factor, A, h, ϕ,
Sw stands for area, thickness and porosity of the reservoir and water saturation, respec-
tively, and Vi w and Vpw are injected and produced volumes of water. In addition, the
mass balance of injected gas is taken into account for CO2 storage estimation. In the cal-
culations of CO2 storage, the CO2 storage efficiency can be defined as the mass of stored
CO2 divided by the mass of CO2 injected, with the assumption that the entire pore space
is filled [16].

7.3. EXPERIMENTAL APPROACH

7.3.1. MATERIALS
Core samples and core holder. Core displacement tests were carried out on the Ben-
theimer Sandstone (BS) cores. BS matrix is represented by a monocrystalline detrital
quartz with authigenic overgrowth (91.7 wt%) and by main accessory minerals (8.3 wt%),
such as feldspars, iron (hydr)oxides and clays. Grains and pores exhibit homogeneities
represented by well sorted, rounded to sub-rounded grains with a regular and narrow
pore-size distribution. Porosity and permeability were measured during the flow experi-
ments and calculated from CT-scans (Table 7.1). The detailed characteristics of the rock
can be found in Chapter 2.

Core samples with a diameter of 3.8 cm and a length of 17 cm were drilled with a
water-cooled diamond saw and dried in an oven at 323 K for 72 hours. Next, the core
samples were surrounded by a layer of epoxy glue to avoid bypassing of fluids along the
side of the core. The thickness of the epoxy layer and the penetration depth into the
core sample were estimated with CT-scans resulting in an effective core diameter further
used for pore volume calculations. Dried samples were placed in the core holder. The
core holder was made of PolyEther Ether Ketone (PEEK), a material of good mechanical
properties able to stand high pressures and temperatures.
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Table 7.1: Properties of Bentheimer sandstone cores used in the experiments.

Material Dimensions [cm] Mineralogy [wt%] Porosity [%] Brine permeability [D]

Core Ia

Diameter
Length

3.8±0.1
17.0±0.1

Quartz
Feldspars
Clay minerals
Trace

91.70
4.86
2.68
0.76

23 2.6±0.1

Core Ib 24 3.2±0.1

Core Ic 25 2.9±0.1

Core II 23 2.5±0.1

Core III 24 2.5±0.1

Core IV 25 2.9±0.1

Fluids. In the experiments, the operational wetting phase was water, the intermedi-
ate wetting phase was oil and the non-wetting phase was carbon dioxide. Water: Syn-
thetic brine, used in this study, consists of degased, demineralized water with 0.1 M
sodium chloride (NaCl). Oil: N-Hexadecane doped with 10 vol% 1-Iodohexadecane
was used as the oleic phase. Carbon dioxide: CO2 with a purity of 99.95% (Linde Gas
BeneluxT M ) was used as provided for core saturation and oil displacement experiments,
without further treatment. The physical properties of the operational fluids and gases at
the experimental conditions are presented in Table 7.2. Carbonated Water: CW solution
was prepared by filling a cylinder with 80 vol.% of water and then introducing pure CO2

into the pressurized system. The solution was mixed by a magnetic stirrer until reaching
equilibrium at the specified operational conditions.

Table 7.2: Properties of operational fluids and gases at experimental condition.

Fluid property Experiment Brine CO2

Ia 1002.7 52.9

Ib 1002.9 80.9

Density Ic 1003.3 140.9

(kg/m2) II 1003.5 800.4

III 1000.1 436.2

IV 1000.1 1020.1

Ia 1.004 0.0151

Ib 1.004 0.0155

Viscosity Ic 1.003 0.0167

(mPa·s) II 0.938 0.0707

III 0.726 0.0310

IV 0.726 0.728 (CW)
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Figure 7.1: Experimental setup for the study on combined EOR and CO2 storage.

7.3.2. EXPERIMENTAL SETUP
Figure 7.1 shows schematically the setup used to conduct core flood experiments. The
core flow setup consists of a vertically-placed core holder. A radial confining pressure
was applied through the core holder wall to compensate for the pore pressure. On the
upstream side, the core holder was connected to the different injection systems, depend-
ing on the injected fluid. A high-pressure QuizixT M QX pump was used to inject water, to
pressurize the system and, subsequently, to inject carbon dioxide into the system. The
QuizixT M QX pump was further connected in series to the water or CO2 vessels, respec-
tively. To inject CW, the inlet was connected to a double acting cylinder accumulator,
connected to the pump injecting silicon oil. To inject oil, the core holder was connected
to the high-pressure ISCO pump. On the downstream side of the core holder, the pro-
duction line led to a back-pressure regulator and, depending on the injection fluids, to
a fraction collector or to a glass CO2/oil/water separator. Produced CO2 was redirected
to a wet gas meter (Schlumberger). The pressure, P , in the system and pressure differ-
ence, ∆P , over the length of the sample, were measured by a system of pressure gauges
before and after the core. The whole experimental setup was placed in a heated build
chamber, isolated with Mylar films located on the table of a third generation SAMATOM
Volume Zoom Quad slice scanner. The temperature was monitored by a system of 10
thermocouples, placed both in the tubing lines of the system and in the thermal box.

7.3.3. EXPERIMENTAL PROCEDURE
Initial core saturation: The core was initially dried by CO2 flushing at atmospheric back
pressure. Next, the system was vacuumed. First, the water was from the bottom in-
jected into the core at ambient conditions and at 1 ml/min. Subsequently, the system
was slowly pressurized to 25 bar. 10 Pore Volumes (PV) of water were injected to achieve
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complete dissolution and removal of remaining CO2, and a full water saturation of the
core. The water production line was connected to the production container and the ef-
fluent was monitored. Permeability was determined by measuring pressure drops at dif-
ferent flow rates. Then, the system pressure was increased to the pre-defined operational
pressure and temperature conditions (Table 7.3) and permeability measurements were
repeated. Primary drainage: Oil was injected from the top of the core at 2.5 ml/min, in
order to meet the requested injection capacity. Imbibition: The core was water flooded
to a residual oil saturation with water at 1 ml/min (Table 7.3). CO2 stream injection: Af-
ter imbibition, flooding was switched to CO2 or CW, depending on the injection scenario.
The outlet was connected to the production collector (water and oil) and the "wet gas"
meter. Subsequently, the amount of CO2 trapped in the core was calculated.

7.3.4. CT SCANNING

The imaging settings used in the experiments are shown in Table 7.3. A series of 8 slices
per scan were recorded where the thickness between CT slices was set to 1 mm. To obtain

Table 7.3: Overview of conducted experiments.

Ia Ib Ic II III IV

Fluid Gas Liquid Super-
critical

CW

Back Pressure (bar) 25 35 50 80 80 80

Temperature (K) 293 293 293 296 308 308

Pore Volume (ml) 41.8 44.5 42.6 41.8 44.1 45.7

Initial oil saturation (Soi ) 0.77 0.74 0.82 0.82 0.8 0.81

Irreducible water saturation (Si i r ) 0.23 0.26 0.19 0.18 0.2 0.19

the porosity,ϕ, of the dry cores from the measured coefficients in Hounsfield units (HU),
the following equation was used [17]

ϕ= HUw −HUg

HUw s −HUg s
. (7.2)

The subscripts ws and gs refer to water and gas HU numbers, whereas w and g represent
water- and gas-saturated core, respectively.

At each stage of the experiment, the distribution of fluid saturation and position of
the front were determined with CT-scans by eliminating the rock contribution. The oil
saturation, So , during drainage and imbibition was calculated according to [17, 18]

So = HUwo −HUw

HUo −HUw
. (7.3)

Oil, So , water, Sw , and CO2 saturation, Sg , in the core during the CO2 stream injection
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were obtained by [17]:

So = [(HUwog )1 − (HUw )1][(HUg )2 − (HUw )2]− [(HUwog )2 − (HUw )2][(HUg )1 − (HUw )1]

[(HUo)1 − (HUw )1][(HUg )2 − (HUw )2]− [(HUo)2 − (HUw )2][(HUg )1 − (HUw )1]
(7.4)

Sg = [(HUwog )1 − (HUw )1][(HUo)2 − (HUw )2]− [(HUwog )2 − (HUw )2][(HUo)1 − (HUw )1]

[(HUo)2 − (HUw )2][(HUg )1 − (HUw )1]− [(HUo)1 − (HUw )1][(HUg )2 − (HUw )2]
(7.5)

Sw = 1−So −Sg . (7.6)

where the subscripts 1 and 2 correspond to different energy levels of 120 and 140 keV,
respectively.

7.4. RESULTS AND DISCUSSION
In the following section, the core floods at 50 bar and 295 K are discussed in detail. The
results of all conducted experiments are presented in tables for the purpose of compari-
son.

7.4.1. BASELINE EXPERIMENT
Initial core saturation. The series of CT images recorded at different injected PVs are
presented in Figure 7.2. The most left image in the dashed box represents a dry core and
the most right image (28 water PV injected) represents a core fully saturated with water.
A change in the color of the images from blue to yellow depicts the frontal displacement
of gas by water. Water breakthrough occurs at about 0.8 PV. The color change to orange
at the final stage of the process results from dissolution and removal of CO2 from the
core and from fully saturated pore space with water (Sw = 1 at 28 PV);SPE-174283-MS   7 

 
Figure 3 CT images of the progressing core saturation during initial core saturation (dashed box) and 
primary drainage (solid box). CT scan at 28 PV corresponds to Sw=1. 

Primary drainage. Figure 4 shows the differential pressure and fluid saturation data during the primary 
drainage. Figure 4a represents the characteristics of drainage with an early oil breakthrough (BT) 
accompanied by a long tail of oil production that gradually reaches a plateau. At decreasing water 
saturations, the capillary pressure rises. This causes an increasing injection pressure when oil is injected into 
the system. Each new pressure level means another pore-size class that would be required to force water out. 
Figure 4b presents the oil/brine saturation profiles. The saturation changes in the core show a piston like 
profile (Figure 3), so the change from high Sw to high So is instant until BT. At the end of primary drainage 
Sirr = 0.19 
 
 

 
 
Figure 3 (a) Pressure drop across the core during primary drainage; (b) Oil and water saturations during 
primary drainage. 
 
Water flooding. The kinetics of oil displacement are presented against pressure, water cut and saturation 
data (respectively Figure 5a, and 5b). Figure 5a shows that after the BT and fast initial oil production, the oil 
production was reduced to almost zero (at BT 93.3% of totally produced oil had been recovered). Hence, it 
instantly reached the plateau after BT and the pressure difference response shows a long tail of brine 
production. It confirms the water-wet properties of Bentheimer Sandstone. The saturation profiles (Figure 
5b) indicate the residual oil saturation at 0.41±0.02. The remaining oil was distributed uniformly over the 
core. 
 

 

Figure 7.2: CT images of the progressing core saturation during initial core saturation (dashed box) and pri-
mary drainage (solid box). CT scan at 28 PV corresponds to Sw = 1.

Drainage and imbibition. The saturation maps of Bentheimer sandstone during
drainage are presented in Figure 7.2 in the solid box. The color change from orange
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Figure 7.3: Oil saturation profiles for drainage.

to red indicates the displacement of water by oil. In addition, the oil saturation profile
for 6 PV of oil injection is shown in Figure 7.3. Figures 7.2 and 7.3 indicate a Buckley-
Leverett displacement. The saturation changes in the core show a piston-like profile, the
front advancing with the change from high Sw to high So until breakthrough. Oil break-
through occurred at ∼0.9 PV. The oil saturation at the breakthrough time at the end of the
core was low due to a capillary end effect, however, it increased with a further injection
of oil. At the end of primary drainage Si r r = 0.19. The obtained value is consistent with
the previously measured data for Bentheimer sandstone [19].

Figure 7.4a shows the differential pressure over PV of injected oil, representing the
typical characteristics of a drainage process with an early oil breakthrough accompanied
by a long tail of oil production that gradually reaches a plateau. At decreasing water
saturation, the capillary pressure rises, causing an increasing injection pressure when
oil is injected into the system. Each new pressure level means that another pore-size
class would be required to force water out. Figure 7.4b presents the changes of average
oil/water saturation in the core.

The kinetics of oil displacement are presented against pressure, water cut and satu-
ration data (respectively Figures 7.5a and 7.5b). Figure 7.5a shows that after the break-
through and fast initial oil production, the oil production was reduced to almost zero
(at breakthrough 93.3% of the totally produced oil was recovered). Hence, it instantly
reached the plateau after breakthrough and the pressure difference response shows a
long tail of water production. It confirms the water-wet properties of Bentheimer Sand-
stone [20].

Figure 7.6 shows the oil saturation profile during imbibition. The behavior of the
sharp shock region, followed by a refraction wave, is similar to the behavior observed
during primary drainage. However, the influence of capillary pressure on the moving
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Figure 7.4: (a) Pressure drop across the core during primary drainage; (b) Average oil and water saturation
during primary drainage.
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Figure 7.5: (a) Pressure drop across the core and water cut during water flooding; (b) Average oil and water
saturation during waterflooding.
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front is more visible. Ahead of the front, water saturation is irreducible and behind the
front, water saturation is increased. The saturation profiles (Figure 7.5b) indicate the
residual oil saturation at 0.41±0.02. The remaining oil was uniformly distributed over
the core.

CO2 injection. Directly after imbibition, at gravity stable conditions, a carbon diox-
ide stream was injected to mobilize and recover the remaining oil. 100 PV of CO2 were
injected at 1 ml/min. In this paragraph, the first 8 PV are discussed, as further injection
did not show significant changes.

Figure 7.7a shows averaged saturation profiles during CO2 injection. The initial sat-
uration corresponds to the end of the water injection. The oil saturation decrease from
0.41±0.02 to 0.31±0.02, corresponding to 10% of initial oil in place. The increase in the
oil recovery as a result of CO2 injection is related to the relative permeability effects.

During the experiment, significant fluctuations in the pressure drop were observed
indicating the presence of three phases in the core due to dissolution processes. Fig-
ure 7.7b shows the recovery factor obtained during water flooding followed by CO2 in-
jection. The recovery factor obtained through CT scans and effluent measurements are
in line. Residual oil saturation of ∼47% was obtained by water flooding and an additional
18% by CO2 injection. The highest recovery of oil was observed until 4.0 PV of CO2 were
injected.

CO2 STORAGE

Figure 7.8 presents the ratio of injected/produced mass of CO2 versus injected pore vol-
umes of CO2. After ∼30.0±5.0 injected PV the ratio of injected/produced mass reaches
1. It shows that despite additional injection, no more CO2 is being stored in the core. For
other comparison studies, the CO2 stored in the system is compared to the estimates of
CO2 stored.
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7.4.2. EFFECT OF INJECTION SCENARIOS ON OIL RECOVERY
Table 7.4 presents the results for water flooding followed by different injection scenar-
ios: gas CO2, liquid CO2, supercritical CO2, and CW flooding. During water flooding,
recovery factors in the range between 49-54% were obtained. The oil left behind after
water floods was trapped by capillary forces and rock-fluid interactions [21]. The Recov-
ery Factors (RF)s are slightly higher than the results obtained by Simjoo 2012 (46% [19])
and similar to the results of Andrianov et al. (49-56% [22]). The results show that in all
CO2 injection scenarios, the injection of CO2 displaces the water and leads to incremen-
tal oil recovery. The largest RFs were obtained for liquid CO2 injection (RF = 23%) and
the smallest for gas CO2 (RF = 5−11%). There is a direct relation between the amount of
dissolved CO2 in oil and the obtained ultimate recovery. The oil recovery is a result of the
mass transfer of CO2 from the water into the oil phase. The main effect that controls CO2

transfer into oil for both pure CO2 and CW injections is preferential CO2 solubility in oil
above the solubility of CO2 in water. Dissolved CO2 reduces the oil viscosity, causes the
oil swelling and, as a result, increases the oil mobility, the oil relative permeability and
enhances oil recovery [23]. In the cases where lower density CO2 was injected, the ef-
fect of the density difference between CO2 and both oil and water led to gravity override.
A significant role of buoyancy in relatively homogeneous, highly permeable reservoirs,
was previously reported [24, 25].

Direct comparison of the data, obtained in this study and with data from the litera-
ture, is challenging as little previous experimental data could be found for the P-T con-
ditions and the salinity used. The literature RFs are in a range between 10-30% [22]. In
this work, the obtained RF for CWF was 15%. Incremental oil recovery in the CWF pro-
cess is related to CO2 transfer from injected water into oil. It results in a volume increase
of oil and viscosity reduction and a further mobility increase. Therefore, the efficiency of
the CWF is limited by the chemistry of the water and the amount of dissolved CO2. The
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limit is driven mainly by pressure, temperature and salinity of the injection water. The
RF for CWF is consistent with the value obtained by Asghari [26] and is lower than the
measured SCAL data for the sand pack [27].

In addition, the pressure effect in the gas CO2 injection was studied. The highest
oil recovery was achieved at the highest applied pressure (50 bar). Results are as well
correlated to CO2-oil phase behavior.

Table 7.4: Oil recovery factor obtained during water floods and CO2 stream floods.

Ia Ib Ic II III IV

Recovery Factor by water (% of OIIP) 49 53 52 50 53 54

Recovery Factor by CO2 (% of OIIP) 5 6 11 23 20 15

7.4.3. EFFECT OF EXPERIMENTAL CONDITIONS ON CO2 STORAGE

The amount of CO2 stored in the porous media is presented in Table 7.5. Based on the
experimental results, the maximum storage efficiency for different pressures in the gas
phase was achieved at 50 bar. At 50 bar, CO2 has the highest density and achieves larger
solubility in both oil and water.

Overall, the highest storage was achieved by liquid CO2 injection for both CO2 and
CW injection. The CO2 storage capacity is reduced in all scenarios by the presence of
water introduced during water flooding and by irreducible water remaining in the sys-
tem as a result of capillary forces. It is concluded by the mass balance that, at the end of
an experiment, the major part of the porosity was filled with free CO2 for CO2 floods and
with CW for CW floods. Remaining stored CO2 is dissolved in oil and water. Based on
the above results, the following trapping mechanisms contributing to the total storage
efficiency can be distinguished: the mobile CO2 and the solubility trapping. The effi-
ciency of CW lies in the primary dissolution of CO2 in the aqueous phase eliminating
the free CO2 phase. The efficiency is similar to the value obtained by Hasanvand et al.
(2013) [28].

Table 7.5: Mass balance for CO2 storage for the three experiments.

Experiment Total CO2 storage efficiency (%) Theoretical total CO2 storage efficiency (%)

Ia 16.9±0.1 19.2

Ib 19.1±0.1 22.3

Ic 23.7±0.1 25.1

II 39.9±0.1 41.4

III 36.7±0.1 38.0

IV 41.3±0.1 43.0

The theoretical values included in Table 7.5 show that the theoretical value of stored
CO2 overestimates the storage capacity of ∼15%. The differences with the experimental
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results are a consequence of model simplifications. However, the theoretical CO2 storage
capacity model will be useful in the general planning of the CO2 deposition.

7.5. CONCLUSIONS
An experimental study on combined EOR and CO2 storage was conducted to evaluate
the efficiency of the process and to quantify the effect of different injected phases of
CO2. Based on the experimental results, the following conclusions can be drawn:

• In this laboratory scale study, continuous CO2 stream injection was proven to be
an efficient technique for coupled CO2 sequestration and EOR;

• In all conducted experiments, CO2 was sequestrated, while at the same time oil
was recovered. Incremental recoveries in the range of 11-23% OOIP indicated that
the use of CO2 is an effective EOR technique. Recovery was achieved by oil swelling
and reduction in oil viscosity due to CO2 dissolution; the highest amount of CO2

stored and oil recovered was at liquid conditions and by CW flooding;

• The buoyancy between the CO2, oil and water negatively affects the CO2 storage
and the oil recovery in the case of EOR;

• The process of oil recovery and CO2 storage is strongly related to the maximum
amount of CO2 that can be dissolved in water and/or oil at specific pressure and
temperature conditions;

• The following trapping mechanisms contributing to the total storage efficiency
can be distinguished: preferential solubility trapping next to mobile CO2.
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8
CONCLUSION

In this chapter, I summarize the conclusions reached as a result of the research. The
main microscopic and macroscopic parameters that control the multiphase displace-
ment and storage processes are the matrix structure, the mineralogical composition and
the occurrence of accessory minerals, pore fluids and the interaction between previous.
Consequently, the efficiency of CO2 and CW EOR, combined with CCS, is controlled by
wettability. Injected fluids establish a low pH in the system; thus, the surface of the rock
and electrokinetic properties of the matrix are influenced, affecting static wettability and
wetting kinetics. This effect has an impact on oil recovery and CO2 storage.

To recognize the previously named interactions, I performed my studies at one type
of homogeneous rock, i.e. Bentheimer sandstone, that exhibits minor anisotropy in min-
eral composition and a narrow band in grain size distribution at block scale (m3). At
reservoir scale, rocks show heterogeneities where accessory minerals can have a more
distinct effect on the flow behavior. A detailed literature review was completed on Ben-
theimer petrophysics, petrographics and a laboratory characterisation of the grain and
pore matrix with its physical properties was conducted (Chapter 2). This base study is
the reference for all flow experiments named hereafter. The shallow marine and beach
type depositional environment of Bentheimer sandstone gives it a homogeneous, almost
isotropic and narrow distribution of pore sizes (10-50 µm diameter of pore throats), re-
sulting in a high permeability (k = 1.35 – 3.09 D) and porosity (φ = 0.23-0.27). It predomi-
nantly consists of well-sorted, mostly rounded, monocrystalline detrital quartz with au-
thigenic quartz overgrowth. The uniaxial compressive test proved that the high quartz
content results in a uniform mechanical stability (∼15 GPa).

The variety of accessory minerals recognized in the Bentheimer sandstone (feldspars,
clays and oxides) may lower its chemical and mechanical stability. As a result of the
interaction of the sandstone with electrolytes, random dissolution of heterogeneous K-
feldspars and precipitation of clays occurred and still occurs (the softening coefficient
of Bentheimer is 87.3%). However, apart from an incidental migration of clays that cre-
ated a clogging zone, no significant effect of the bulk reservoir porosity and permeabil-
ity was observed. The local accessory minerals concentrations, differences in the crystal
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structure and the interaction of the various constituents were validated by surface charge
measurements and dispersion in the dielectric permittivity over a range of frequencies
(Chapter 3). Accessory amounts of iron oxides were found not to alter the relative electri-
cal permittivity of the solid phase directly. Based on the determined depositional envi-
ronment and the presented rock characteristics, a general understanding regarding the
formation at reservoir scale was developed. However, an exact parameter distribution is
still unknown and may only be predicted by a mathematical approach.

Subsequently, I have applied the acquired knowledge of rock composition and grain
geometry to study the sensitivity of the reservoir minerals on varying CO2 concentration
in carbonated water flooding (Chapter 4). Since the standard methods to measure wet-
tability, such as the Amott-Harvey tests and the Pendant Drop Cell, meet a number of
limitations in estimating the overall wetting state of the rock, I measured it in-situ, dur-
ing core floods. Via changes in streaming potential, due to different pore pressure drops
and changing bulk conductivity values, it is shown that, with rising CO2 concentration,
the stability of the aqueous film at the pore wall decreases. Nevertheless, for the CO2

saturations investigated in this study, CO2 storage strength and capacity is maintained.

Experimental results of the Bentheimer sandstone’s porous matrix structure, together
with results of the flow studies on heterogeneous rock matrices and data available from
the literature, show limitations in oil recovery from areas of relatively low flow. For this
reason, the subsequent study focused on understanding the mechanisms taking place
in minimum flow or "stagnant" zones of a reservoir (Chapter 5 and 6). To mimic the
stagnant zones, a monopore glass model was constructed. The monopore study showed
that the efficiency of the oil recovery strongly depends on the applied injection scenario,
the geometry of the matrix and on residual oil saturation. The overall nature of the flow
is determined by the physical properties of CO2-rich type fluids and their interactions. It
was shown that oil recovery occurs due to gravity forces (liquid CO2 injection) or to CO2

diffusion from an injected CO2 stream into oil (CW, supercritical and near-supercritical
CO2 injection).

In all experiments, CO2 diffused into oil resulting in volume expansion, an induced
reduction of the viscosity, an improvement of the oil-water mobility ratio and thereby
enhanced sweep efficiency of carbonated water flood. Depending on the injection sce-
nario, the scale and the speed of CO2 diffusion into oil, subsequent oil swelling changes
with the phase of the injected CO2. The contact between CO2-source and oil establishes
time-dependent gradients of CO2 saturation in oil and a progressive oil volume increase.
A decreasing effect of diffusion and an increasing role of convection were recognized on
the concentration gradient over time. The volume change coefficient in the case of a
pure CO2-oil contact is much higher than for the CW in all the experiments (∼1.5 times
larger). At pore scale, I observed the bridging effect of water. The created water barrier
snaps off the pore body due to pore-scale capillary instability; it has a limiting effect on
oil migration. This phenomenon also occurs in CW; however, it is not limiting the final
recovery. The time to recover oil at pore scale, with indirect CO2 contact through existing
water barrier, takes about 25 times more time when compared to direct contact of a CO2

stream; when compared to CW flooding, it takes 600 times more time.

As a result of Chapter 5 and 6, thinking in field terms, the following mechanisms
can be expected. Liquid CO2 injection may benefit from a favorable density ratio when
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compared to supercritical and near-supercritical CO2 injection and CW flooding. The
results developed over the range of flow rates clearly showed the importance of gravity
in the DEP systems, when the density difference is in the order of 300 kg/m3. The higher
density of CO2 achieved in the liquid injections helps to minimize the risk of leakage.
The same accounts for the CW flooding where CO2 is dissolved in the aqueous phase.
When taking into account transport time of operational fluids from the injector to the
producer, the limiting concerns recognized at pore scale might not have a significant
impact at the field scale. Yet, it could be of importance for the near well bore injection
areas.

The general conclusion of my thesis is, that carbonated water injection has a poten-
tial of combining oil recovery and, finally, CO2 storage. It gives an incremental recovery
over secondary water flooding and satisfactory storage, that can be explained by a vis-
cosity decrease (Chapter 7). The uniform distribution of CO2 and the stability of the
CW film proven in the laboratory, indicate safe storage at field conditions. However, in
comparison to CO2 flooding investigated in the laboratory, it gives a lower recovery at
the same operational conditions. This is a result of CO2-favorable miscibility achieved
in the pure CO2 injection. Hence, in favor of the CW process, injectivity improvement
is observed, followed by the ability of a simple separation at the production well and a
smaller amount of CO2 required for handling at the injection and production site. The
economical attractiveness of carbonated water flooding is twofold: (1) benefits, due to
a physical and financial combination of high injectivity and maximum storage capacity,
as well as tax credits from CO2 storage together with EOR; (2) the amount of incremental
oil might be profitable in a plausible economic condition. To conclude, the EOR projects
with CO2 storage are challenging due to the involvement of multiple stakeholders, risks
in all stages of the investment and the need for monitoring.





SUMMARY

With increasing emissions of anthropogenic CO2 and the rising need for defining suit-
able techniques to recover oil that is left behind after primary and secondary recov-
ery, combining Carbon Capture and Storage (CCS) with Enhanced Oil Recovery (EOR)
is gaining importance. Conventional CO2 flooding is one of such techniques, where,
by transferring CO2 into the oil phase to induce swelling, viscosity and interfacial ten-
sion reduction, hydrocarbons are mobilized. CO2 flooding offers the advantage of high
miscibility with oil at relatively low minimum miscibility pressures. However, the main
disadvantage is that the buoyancy of CO2 imposes gravity separation and, in the worst
case, leakage from the storage reservoir upwards into the groundwater and, finally, to
the surface. Therefore, dissolving CO2 in water and creating sparkling water (Carbon-
ated Water) as an enhancing agent, has the potential to minimize issues arising during
CO2 flooding. The main objective of this thesis is to examine and define the physical
and dynamical processes and the associated phenomena that occur during injection
of Carbonated Water (CW) into porous systems containing brine and oil. The second
objective is to conduct Carbonated Water Flooding (CWF) studies, within the scope of
CO2 injection, in order to determine similarities, differences and related advantages and
disadvantages between the two processes. The thesis consists of four separate studies
that cover detailed research on (1) the fluid–rock interactions, i.e. electrokinetic phe-
nomenon, which were investigated via zeta potential and potentiometric titration mea-
surements; (2) fluid-fluid interactions or fundamental mechanisms, that control mobi-
lization and recovery of residual oil, e.g. molecular diffusion of CO2 from a CO2-rich
source (carbonated water/CO2) into oil; (3) fluid–fluid–rock interactions, i.e. thermo-
dynamics, multiphase flow and mass transfer via core flooding experiments, and; (4) a
detailed study on Bentheimer sandstone as the reference reservoir rock. Rock character-
ization was conducted by qualitative and quantitative laboratory and theoretical anal-
ysis. To define the previously listed interactions, the thesis starts with evaluating Ben-
theimer sandstone properties and their characteristics to advance the understanding
on the mineral accessory, the grain surface physical and the electrical transport prop-
erties. A detailed literature review was done on Bentheimer petrophysics, the petro-
graphics, and a laboratory characterization of the grain and pore matrix with its phys-
ical properties was conducted. Bentheimer sandstone predominantly consists of well-
sorted, mostly rounded, monocrystalline detrital quartz with authigenic quartz over-
growth. Bentheimer sandstone shows a homogeneous, almost isotropic, and narrow
distribution of pore sizes (10-50 µm diameter of pore throats), resulting in a high per-
meability (k = 1.35–3.09 D) and porosity (φ = 0.23− 0.27). A uniaxial compressive test
proved that the high quartz content results in a uniform mechanical stability (∼15 GPa).
At the reservoir scale, the investigated rock shows heterogeneities, where accessory min-
erals can have a more distinct effect on the flow behavior. Furthermore, the effect of the
accessory constituents, besides quartz (clays, feldspars, and oxides), on the physical and
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electrical transport properties was investigated. Fluids, especially formation water, CW,
and CO2, may cause fluid-rock interaction and result in geochemical reactions, such as
dissolution and recrystallization, that lead to changes in mineralogy and rock structure.
Moreover, the fluid flow path characteristics and the electrical response can be modified.
The local accessory mineral concentrations, differences in the crystal structure and the
interaction of the various constituents were validated by surface charge measurements
and dispersion in the dielectric permittivity over a range of frequencies. Based on the
determined depositional environment and the presented rock characteristics, a general
understanding regarding the formation at reservoir scale was developed. Subsequently,
the acquired information of rock composition and grain geometry was implemented to
study the sensitivity of the reservoir minerals on the interaction between rock and flu-
ids, through experimental work and theory. The sensitivity depends on the rock surface
charge variations and wettability and leads to adsorption or/and chemical mobilization.
Therefore, the in-situ Bentheimer sandstone surface behavior in an aqueous solution
(water and brine) was investigated, with and without dissolved CO2. Streaming poten-
tial experiments show that, with a rising CO2 concentration, the stability of the aqueous
film at the pore wall decreases. Nevertheless, for the CO2 saturation investigated in this
study, CO2 storage strength and capacity was maintained. Experimental results of the
Bentheimer sandstone’s porous matrix structure, together with experimental results of
the flow studies on heterogeneous rock matrices and data available from the literature,
show limitations in oil recovery from areas of relatively low flow. For that reason, the suc-
ceeding study was focused on understanding the mechanisms taking place in minimum
flow or "stagnant" zones of a reservoir. To mimic the stagnant zone, a glass micromodel
with a single dead-end pore was designed. The study showed that the efficiency of the
oil recovery strongly depends on the applied CO2 injection scenario, the geometry of
the matrix, and on the residual oil saturation. The overall nature of the flow was deter-
mined by the physical properties of CO2-rich type fluids and their interactions. Having
the knowledge of fluid-fluid behavior at different density ratios and at various flow rates,
the phase behavior of the CW-oil system was investigated in indirect pore-scale diffusion
experiments. In essence, swelling of oil due to CO2 diffusion under P-T conditions was
recorded and visualized over time. Pressure and oil composition dependent recovery
of oil occur and a dominant role for diffusion in the CW recovery process was deter-
mined. In addition, a mathematical model was developed with Comsol MultiphysicsTM
that explains the processes observed in the experiments. The results predicted by the
model were linked to the results obtained during the experiments and the diffusion co-
efficient was determined. In all experiments, CO2 diffused into oil resulting in a volume
expansion, an induced reduction of the viscosity, an improvement of the oil-water mo-
bility ratio and, thereby, enhanced sweep efficiency of carbonated water flood. In the
last part, the thesis focuses on the overall mechanisms controlling oil displacement and
CO2 sequestration, the interactions between pore and the matrix system, and between
the flow and phase equilibrium. Carbonated water injection has a potential of combin-
ing oil recovery with CO2 storage. It gives an incremental recovery over secondary water
flooding and satisfactory storage that can be explained by viscosity decrease. The labo-
ratory results can be used as input parameters for upgrading and building a model for
three-phase flow in clastic rocks.



SAMENVATTING

Met stijgende emissies van antropogene CO2 en de toenemende behoefte aan een defi-
nitie om toepasselijke technieken te formuleren om de achtergebleven olie na primaire
en secundaire winning te herwinnen neemt het combineren van ‘Carbon Capture & Stor-
age’ (CCS) met ‘Enhanced Oil Recovery’ (EOR) toe aan belang. Conventionele CO2 over-
stroming is een van dergelijke technieken, waar, door de overdracht van CO2 in de olie
fase om zwelling, viscositeit en drukvermindering van de interface te weeg te brengen,
koolwaterstoffen worden gemobiliseerd. CO2 overstroming biedt het voordeel van een
hoge mengbaarheid met olie bij een relatief lage minimale mengbaarheidsdruk. Echter,
het grootste nadeel is dat het drijfvermogen van CO2 scheiding van de zwaartekracht en,
in het ergste geval, lekkage uit het opslagreservoir in het grondwater en ten slotte naar
het oppervlak veroorzaakt. Daarom, heeft ontbinding van CO22in water en het creëren
van bruiswater (koolstof–houdend water) als een verbeteringsagent, het potentieel om
problemen tijdens CO2 overstromingen te minimaliseren.

Het hoofddoel van deze thesis is om de fysieke en dynamische processen en de bij-
behorende fenomenen die zich tijdens de injectie van koolzuurhoudend water (CW) in
poreuze systemen met pekel en olie voordoen, te onderzoeken en te definiëren. Het
tweede doel is om koolzuurhoudende wateroverstromingen (CWF) studies binnen het
kader van CO2 injectie uit te voeren, teneinde de overeenkomsten, de verschillen en de
betreffende voor- en nadelen tussen de twee processen te bepalen. De thesis bestaat
uit vier afzonderlijke studies die betrekking hebben op het onderzoek naar (1) vloeistof-
gesteente interacties, d.w.z. het elektrokinetische fenomeen werd onderzocht via zeta
potentiële en potentiometrische titratie metingen; (2) vloeistof-vloeistof interacties of
fundamentele mechanismen, waarmee mobilisatie en terugwinning van residuele oil,
bijvoorbeeld een moleculair verspreiding van CO2 vanuit een CO2 rijke bron (koolzuur-
houdend water/CO2) in olie; (3) vloeistof-vloeistof-gesteente interacties, d.w.z. thermo-
dynamiek, multi fase stroming en massaoverdracht via kern overstromingsexperimen-
ten; en, (4) een gedetailleerde studie over Bentheimer zandsteen als het referentie reser-
voir gesteente. Een karakterisering van het gesteente werd uitgevoerd door kwalitatieve
en kwantitatieve laboratorium- en theoretische analyses.

Voor het definiëren van de eerder genoemde interacties, begint de thesis met de eva-
luatie van de eigenschappen en bijbehorende kenmerken van Bentheimer zandsteen om
de minerale accessorische eigenschappen, de fysieke oppervlakte van de korrel en de
elektrisch vervoerseigenschappen te begrijpen. Een uitgebreide literatuurstudie werd
gedaan op petro-fysica en petro-graphica van Bentheimer, en een laboratorium karak-
terisering van de korrel en porie matrix met haar fysieke eigenschappen werd uitge-
voerd. Bentheimer zandsteen bestaat voornamelijk uit goed gesorteerde, meestal ronde,
mono-kristallijn geërodeerde kwarts met authigenische kwarts begroeiing. Het toont
een homogene, bijna isotrope, en kleine distributie van porie-grootte (10-50 µm diame-
ter van porie keel), resulterend in een hoge permeabiliteit (k = 1.35–3.09 D) en porositeit
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(φ = 0.23− 0.27). Uit een uni axiale drukkrachttest bleek dat het hoge kwarts gehalte
resulteert in een uniforme mechanische stabiliteit (∼15 GPa). Op de schaal van het re-
servoir, toont het onderzochte gesteente heterogeniteiten, waar secundaire mineralen
een duidelijker effect kunnen hebben op de gedraging van de stroming.

Bovendien werd het effect van de secundaire bestanddelen, naast kwarts (klei, feld-
spars en stikstofoxiden), op het transport van fysieke en elektrische eigenschappen on-
derzocht. Vloeistof, vooral formatie water CW en CO2, kan tot vocht-gesteente interac-
tie leiden en resulteren in geo-chemische reacties, zoals ontbinding en her-kristallisatie,
vervolgens resulteren in een gewijzigde mineralogie en structuur van het gesteente. Ver-
der, is het mogelijk dat de kenmerken van de stroming en de elektrische respons wijzi-
gen. De lokale, secundaire mineraal concentraties, de verschillen in kristalstructuur en
de interactie van de verschillende bestanddelen werden gevalideerd door oppervlakte
ladingsmetingen en de dispersie in de diëlektrische permittiviteit over een aantal fre-
quenties. Op basis van het vastgestelde sedimentaire milieu en de aanwezige kenmerken
van het gesteente, werd, ten aanzien van de formatie op reservoir schaal, een algemeen
begrip ontwikkeld.

De verworven informatie over de samenstelling van gesteente en korrel geometrie
werd vervolgens zowel experimenteel en theoretisch bestudeerd op de gevoeligheid van
mineralen in interactie tussen gesteente en vloeistof. De gevoeligheid hangt af van de va-
riaties van de oppervlakte lading en bevochtigbaarheid van het gesteente, hetgeen kan
resulteren leidt tot adsorptie en/of chemische mobilisatie. Het in-situ Bentheimer zand-
steen oppervlakte gedrag in een wateroplossing (van water en pekel) werd daarom on-
derzocht, met en zonder opgeloste CO2. De potentiele stromingsexperimenten tonen
aan dat, met een stijgende CO2 concentratie, de stabiliteit van de wateroppervlak af-
neemt aan de buitenkant van de porie. Niettemin, voor de CO2 verzadiging onderzocht
in deze studie, CO2 opslagsterkte en capaciteit is gehandhaafd.

Experimentele resultaten van de poreuze matrix structuur van Bentheimer zand-
steen, samen met experimentele resultaten van de stroomstudies in heterogene gesteente
matrices en uit de literatuur, tonen aan dat oliewinning uit gebied met relatieve lage
stroming beperkt is. Om deze reden concentreerde de volgende studie zich op het be-
grijpen van de mechanismes die plaats vinden in zones van een reservoir met minimale
of "stilstaande"zones. Een glazen micromodel met een enkele doodlopende porie werd
ontworpen om de stagnerende zone na te bootsen. Uit de studie bleek dat de efficiëntie
van de oliewinning sterk afhankelijk is van het toegepaste CO2 injectie scenario, van de
geometrie van de matrix en van de residuele olieverzadiging. De algemene aard van de
stroom werd bepaald door de fysieke eigenschappen van CO2-rijke vloeistoffen en hun
interacties. Met de kennis hebben van het vloeistof-vloeistof gedrag op verschillende
dichtheidsratio’s en bij verschillende stroming, werd het fase-gedrag van het CW-olie
systeem onderzocht in indirecte porie-schaal diffusie experimenten. Kortom, zwelling
van olie als gevolg van CO2 verspreiding onder P-T voorwaarden werd na verloop van
tijd geregistreerd en gevisualiseerd. Druk en terugwinning van olie treedt op afhankelijk
van de samenstelling van de olie en een dominante rol voor verspreiding in de CW proces
werd vastgesteld. Daarnaast werd een wiskundig model ontwikkeld met Comsol Multip-
hysics TM, dat de processen, waargenomen in de experimenten, verklaart. De door het
model voorspelde resultaten werden gekoppeld aan de resultaten van de experimenten
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en de diffusie-coëfficiënt werd bepaald. In alle experimenten verspreidde CO2 in olie,
resulterend in volume-expansie, geïnduceerde verlaging van de viscositeit, verbetering
van de olie-water-verhouding voor mobiliteit, en, daardoor nam ook strijk efficiëntie toe
van koolzuurhoudend water innundatie.

Het laatste deel van het proefschrift is gericht op het totaal van mechanismes met be-
trekking tot de controle van olie verplaatsing en CO2 isolatie, de interacties tussen porie
en matrix-systeem en tussen stroming en fase evenwicht. Koolzuurhoudende waterin-
jectie heeft de potentie van het combineren van oliewinning met CO2-opslag. Het geeft
een stapsgewijze herwinning over secundaire overstroming en een effectieve waterop-
slag ten gevolge van afname van viscositeit. De laboratoriumresultaten kunnen worden
gebruikt en ingevoerd als parameters voor upgrading en bouwen van een model voor
drie-fase stroom in klastisch gesteente.
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