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Summary

Nuclear medical imaging (NMI) is the branch of nuclear medicine aimed at imaging
the in-vivo distribution of specific compounds labeled with radioactive elements (ra-
diotracers) inside animals (preclinical applications) or patients (clinical applications).
These compounds are developed to follow metabolic pathways or for binding to re-
ceptor systems of interest and are administered to the imaged subject to obtain
diagnostic information, such as the functionality of certain organs or the presence
of tissues with altered metabolism, e.g. tumors or inflamed tissues. The estima-
tion of the radiotracer distribution is obtained by externally detecting the radiations
emitted by the radioactive element attached to the tracer.

Positron emission tomography (PET) is a NMI modality based on radiotracers
labelled with a 𝛽+ emitter. During the decay, the isotope emits a positron that al-
most immediately annihilates with an electron close to its emission point, obtaining
as final products two 511 keV gamma rays emitted at an angle of ∼180∘. The PET
imaging technique is based on the simultaneous detection of these two gamma
rays, since the physical constraints of the process allow PET systems to localize the
positron annihilation point on the line connecting the interaction points of the two
gamma rays (line of response, LOR). PET scanners are usually complete rings of de-
tectors surrounding the imaged subject, so that coincidences along many different
directions (projections) can be acquired simultaneously.

The diagnostic value of PET images is determined by how faithfully the tracer
distribution can be reconstructed. Spatial resolution, contrast and noise level are
physical properties of the images that are used to characterize their quality. Each
of these properties is limited by different factors, some of which are intrinsically
connected to the physics of 𝛽+ decay and the subsequent positron annihilation re-
action, whereas others are related to the performance of PET detectors, the scanner
design, and/or the image reconstruction process.

In particular, image spatial resolution is limited by the positron range, the pho-
ton acollinearity (more important for large-bore scanners), and the detector spatial
resolution, which also includes their capability to estimate the depth of interaction
(DOI). The image contrast and noise are instead dependent on the number of true
and false coincidence events registered by the system. A larger number of true
events reduces the statistical noise and therefore improve image SNR, whereas
false events (random and scatter events) introduce an undesired background and
additional statistical fluctuations.

The number of registered true events is largely determined by the detector
sensitivity, the scanner geometry, and the detector dead time. The number of false
events is instead influenced by the detector energy and timing resolution and by
the geometry of the scanner and of the imaged object. Good energy resolution
allows the system to better discriminate scattered events, whereas good timing

xi



xii Summary

resolution make it possible to reduce the width of the coincidence window and
therefore reduce the number of random events.

A technique that can further improve the image noise is the time-of-flight (TOF)
technique: if a PET scanner can measure with sufficient precision the times of in-
teraction of two gamma rays in coincidence, the difference between these times
can be used to estimate the position of an annihilation event on its LOR. This in-
formation can then be used during image reconstruction to constrain the positron
annihilation position on a narrower region on the LOR and enables PET systems to
reduce image statistical noise. The better the detector timing resolution, the higher
the gain in the image SNR.

Scintillation detectors are a key component in PET systems since their character-
istics largely determine the final performance of the scanners. The most important
detector characteristics are sensitivity, spatial resolution (including DOI estimation
capability), coincidence resolving time, and energy resolution. The influence of
these properties on the final quality of the images depends on the geometry of the
scanner and of the imaged object. Therefore, different detector optimizations may
have to be made depending on the application.

Currently, practically all clinical and pre-clinical PET scanners are built using
detectors based on pixelated scintillation crystal arrays, whose performance are
determined by crystal pitch, crystal thickness, crystal and reflector arrangement,
number of crystal layers, coupling scheme of the crystal array with the photosensor,
etc. However, the optimization of pixelated-detector architectures for spatial and
DOI resolution often causes a degradation of the timing and energy resolution.

An alternative to pixelated detectors is represented by monolithic scintillator
detectors, which are based on wide unsegmented crystals read out by pixelated
photosensors. In these detectors, the position of interaction is estimated from the
light distribution caused by a scintillation event on the photosensor pixels. The main
advantage of these detectors is that they have a faster and more efficient light col-
lection compared to pixelated detectors, since fewer reflections are usually needed
to collect all photons. Therefore, they can obtain at the same time excellent timing
performance, high spatial resolution, DOI capability and good energy resolution.

At the beginning of this project, it had already been demonstrated that mono-
lithic detectors could provide good spatial resolution (∼1 mm in 10-mm-thick crys-
tals), DOI estimation, and excellent CRTs (∼200 ps in 20-mm-thick crystals). How-
ever, no one had demonstrated yet the possibility to combine all these charac-
teristics in a single detector with high sensitivity. Moreover, these detectors re-
quired lengthy calibration procedures and computationally demanding statistical
algorithms to estimate the position of interaction, both of which hampered their
use in real scanners.

The research conducted in the scope of this thesis is aimed at demonstrating
that monolithic scintillator detectors can be practically calibrated and operated and
that they are a suitable alternative to pixelated detectors in clinical PET systems,
both for whole-body and for organ-dedicated high-resolution applications. A further
goal of this work is to characterize the performance of monolithic detectors not only
at the single-detector level but also in a tomographic setup, in order to demonstrate
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their imaging capabilities in whole-body TOF-PET systems.
A first improvement of the calibration procedures is presented in Chapter 2, in

which a new calibration method for k-nearest neighbor (k-NN) position-estimation
algorithm is experimentally tested and validated for the first time. The traditional
calibration procedure used for most of the statistical position-estimation algorithms
is based on the acquisition of reference events on a fine 2D grid of reference po-
sitions using a narrow pencil beam. The new method is based on fan-beam irradi-
ation, which can provide an event-acquisition rate much higher than pencil beam
irradiation. The new method is tested with two monolithic detectors having a foot-
print of 16 mm × 16 mm and a thickness of 10 mm and 20 mm. In both cases, the
performance of the new method is shown to be equivalent to the previous method
based on pencil-beam calibration, enabling the detectors to achieve outstanding
spatial resolutions of ∼1.1 mm FWHM and of ∼1.5 mm FWHM for the 10 mm and
20 mm thick detectors, respectively. Moreover, the new calibration method proved
to be more than one order of magnitude faster than the previous one and can po-
tentially be sped up by another order of magnitude with simple modifications of the
calibration setup.

The detector calibration procedures are further revised and optimized in Chap-
ter 3, in which the techniques used to calibrate the algorithms for estimating the
position of interaction (DOI included) and the time of interaction are modified so
that the complete detector calibration can be performed by means of fan-beam
irradiations and flood irradiations only.

Further improvements of the techniques to operate the monolithic detectors are
also introduced in Chapter 3. First, the k-NN position-estimation method is revised
and accelerated, introducing an analytical algorithm that pre-selects only the most
useful events from the reference dataset before the k-NN algorithm is applied. This
modification reduces the computational burden for position estimation by more than
two orders of magnitude compared to the previously used k-NN algorithm. Then, a
new technique is presented that allows the detector to use also the events in which
the light signals or the timestamps of some photosensor pixels are missing (e.g.
due to dead time), so as to further increase system sensitivity.

Still in Chapter 3, all these methods are then applied to a large monolithic de-
tector based on a wide monolithic crystal (32 mm × 32 mm × 22 mm, LYSO) read
out from the back side by a DPC digital SiPM array. When only events with com-
plete light distributions are considered, the detector achieves a spatial resolution
of 1.7 mm FWHM, an average DOI resolution of 3.7 mm FWHM, a CRT of 214
ps and an energy resolution of ∼9.9%. The performance of the detector are also
characterized when events with a variable number of missing pixels are used. If
events missing up to 25% of the pixel data are accepted, the detector sensitiv-
ity improves accordingly, while the other performance parameters deteriorate by
less than 2%. This monolithic detector in back-side-readout (BSR) configuration
therefore shows an excellent match with the requirements of whole-body clinical
TOF-PET imaging, demonstrating a unique combination of characteristics such as
high sensitivity, excellent timing and energy resolution, good spatial resolution, DOI
estimation capability, ease of assembly, and cost comparable to (or lower than) pix-
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elated detectors.
In Chapter 4, the same calibration and characterization methods presented in

Chapter 3 are applied to an ultra-high performance monolithic detector, which is
developed for possible applications in high-resolution PET scanners, such as pedi-
atric scanners and dedicated brain or breast scanners. This detector is based on a
monolithic 32 mm × 32 mm × 22 mm LYSO crystal and on two DPC arrays, which
read out the crystal from the front and back surface in the so-called dual-sided
readout (DSR) configuration. The detector achieves unprecedented performance
for such large monolithic crystals, demonstrating a spatial resolution of ∼1.1 mm
FWHM, a DOI resolution of ∼2.4 mm FWHM, an energy resolution of 10.2% FWHM,
and a coincidence resolving time of 147 ps FWHM.

Lastly, in Chapter 5, the imaging capabilities of the BSR monolithic detector are
investigated in a 70-cm-diameter PET geometry. Two complete PET modules (2 ×
2 detectors) are developed, calibrated and employed in a tomographic setup repre-
sentative of a whole-body clinical scanner. The fully automated setup, based on two
coaxially rotating arms and a central rotating phantom table, sequentially acquires
all possible LORs of a complete detector ring, using a step-and-shoot acquisition
approach. During a complete tomographic acquisition of a 22Na point source, the
system demonstrates a CRT of ∼212 ps and an average energy resolution of 10.2%.
The system spatial resolution is quantitatively assessed imaging a 22Na point source
at different radial distances from the system axis, obtaining excellent radial and tan-
gential resolutions of ∼2.9 mm at the center of the imaged region. Thanks to the
DOI estimation capability of the monolithic detectors, the resolution remains almost
constant in the whole FOV: at a radial distance of 20 cm, the radial and tangential
spatial resolutions are 3.2 mm and 4.0 mm, respectively, whereas at 25 cm they
become 3.3 mm and 4.7 mm. The system spatial resolution is also qualitatively
assessed by imaging a high-resolution Derenzo-like phantom at different locations
within the FOV. The images show that the system is able to resolve 3-mm-diameter
hot rods up to 25 cm radial distance.

In conclusion, the results presented in this thesis demonstrate that monolithic
scintillator detectors can be practically calibrated and operated in clinical PET sys-
tems. Moreover, these detectors can outperform state-of-the-art pixelated detec-
tors for whole-body and organ-dedicated applications and can achieve superior
imaging performance compared to current state-of-the-art whole-body scanners.
Therefore, monolithic scintillator detectors could be the enabling technology to de-
velop the next generation of clinical PET scanners, both for whole-body or high-
resolution systems.



Samenvatting

Nucleaire medische beeldvorming (NMB) is de tak van nucleaire geneeskunde die is
gericht op in-vivo beeldvorming van de distributie van specifieke met radionucliden
gelabelde tracers (radiofarmacon) in zowel dieren (pre-klinische toepassingen) als
patiënten (klinische toepassingen). Deze tracers zijn zo ontworpen dat ze meta-
bole routes volgen of aan bepaalde receptoren binden. Ze worden toegediend met
als doel het vergaren van diagnostische informatie, zoals de functionaliteit van be-
paalde organen of de aanwezigheid van weefsel met een afwijkend metabolisme,
zoals tumoren of ontstekingen. Met behulp van een externe detector die de door de
radionuclide uitgezonden straling detecteert, wordt een schatting van de distributie
van het radiofarmacon bepaald.

Positronemissietomografie (PET) is een NMB modaliteit gebaseerd op radionu-
cliden die bij verval een positron uitzenden (𝛽+-emitters). Dit uitgezonden po-
sitron annihileert vrijwel meteen met een elektron tot twee gammafotonen van
511 keV die in vrijwel exact tegenovergestelde richting worden uitgezonden. De
PET-techniek is gebaseerd op de simultane detectie van deze twee gammafotonen,
waarbij de annihilatie dan op de lijn tussen de twee detectiepunten (LOR, line of
response) heeft plaatsgevonden. Een PET-detector bestaat typisch uit complete
ringen van detectoren die het af te beelden object geheel omsluiten. Dankzij deze
geometrie kunnen coïncidenties (events) in veel verschillende richtingen (projec-
ties) tegelijk worden vastgelegd.

De diagnostische waarde van PET-beelden hangt af van hoe getrouw de dis-
tributie van het radiofarmacon kan worden gereconstrueerd. De kwaliteit van de
beelden wordt uitgedrukt in fysieke eigenschappen zoals de spatiële resolutie, het
contrast en het ruisniveau. Elk van deze eigenschappen kent beperkende factoren,
waarvan sommige intrinsiek zijn aan de fysica van bètaverval en de daaropvolgende
positron-annihilatie, en anderen gerelateerd zijn aan de prestaties van de PET de-
tectoren, het ontwerp van de PET-scanner en/of het proces van beeldreconstructie.

De spatiële resolutie van PET-beelden hangt in het bijzonder af van het positron-
bereik, de acolineariteit van de annihilatiefotonen (belangrijker naarmate de diame-
ter van de PET-scanner groter is) en de spatiële resolutie van de detector. Onder
dat laatste valt ook de nauwkeurigheid waarmee de diepte van de interactie in de
detector kan worden bepaald (DOI, depth of interaction). Het contrast en de ruis
van het beeld hangen af van het aantal true en false events die het systeem regi-
streert. Een groter aantal trues leidt tot minder statistische ruis en, daardoor, een
betere signaal-ruisverhouding. False events (toevallig en door verstrooiing) leiden
tot een verhoogde achtergrond en additionele statistische fluctuaties.

Het aantal geregistreerde trues hangt grotendeels af van de gevoeligheid van de
detector, de geometrie van de scanner en de dode tijd van de detector. Het aantal
false events wordt bepaald door zowel de energie- en tijdsresolutie van de detec-
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toren als door de geometrie van de scanner en het af te beelden object. Met een
goede energieresolutie kan het systeem verstrooiing beter onderscheiden. Met een
goede tijdsresolutie kan het tijdsinterval voor coïncidentie worden teruggebracht,
waardoor er minder toevallige coïncidenties zullen worden geregistreerd.

Een andere techniek voor het verminderen van beeldruis is de zogenoemde
time-of-flight (TOF) techniek: Als een PET-scanner met voldoende nauwkeurigheid
de tijdstippen van interactie van de twee gammafotonen kan bepalen, dan kan
het tijdsverschil tussen deze twee interacties gebruikt worden om de positie van
de annihilatie langs de LOR te schatten. Tijdens de beeldreconstructie kan deze
informatie worden gebruikt om statistische beeldruis te reduceren. Hoe beter de
tijdsresolutie, hoe hoger de signaal-ruisverhouding.

Scintillatiedetectoren behoren tot de belangrijkste componenten van een PET-
systeem omdat hun karakteristieken voor een groot deel de uiteindelijke prestaties
van het systeem bepalen. De belangrijkste karakteristieken van deze detectoren
zijn hun gevoeligheid, spatiële resolutie (inclusief DOI), energieresolutie en coinci-
dence resolving time (CRT). De mate waarin deze eigenschappen de uiteindelijke
beeldkwaliteit beïnvloeden hangt af van de geometrie van de scanner en van het af
te beelden object. De optimale detectorgeometrie hangt dus af van de uiteindelijke
toepassing.

Op dit moment maken vrijwel alle klinische en pre-klinische PET-scanners ge-
bruik van detectoren die bestaan uit gepixelleerde arrays van scintillatiekristallen.
De prestaties van deze arrays hangen af van de hartafstand tussen aangrenzende
kristallen, de kristaldikte, de rangschikking van de kristallen en reflectoren, het aan-
tal kristallagen, de koppeling tussen kristalarray en fotosensor, enz. Helaas gaat
de optimalisatie van het ontwerp van dit type detectoren op bijvoorbeeld spatiële
resolutie (en DOI) al snel ten koste van de tijds- en energieresolutie, en vice-versa.

Een alternatief ten opzichte van gepixelleerde detectoren is het gebruik van
monolithische scintillatiedetectoren – gebaseerd op brede, ongesegmenteerde kris-
tallen die worden uitgelezen met gepixelleerde fotosensoren. In deze detectoren
wordt de positie van interactie van het foton binnen het kristal geschat aan de
hand van de verdeling van de scintillatiefotonen over de fotosensorpixels. Het be-
langrijkste voordeel van deze detectoren is de snellere en efficiëntere detectie van
de scintillatiefotonen, omdat deze typisch minder vaak hoeven te reflecteren vóór
detectie. Deze detectoren kunnen daardoor een uitmuntende tijdsresolutie combi-
neren met een hoge spatiële resolutie, de mogelijkheid om de DOI te bepalen, en
een goede energieresolutie.

Bij aanvang van dit project was al aangetoond dat monolytische detectoren in
staat zijn tot een goede spatiële resolutie (∼1 mm in kristallen met een dikte van
10 mm), schatting van de DOI, en uitmuntende CRTs (∼200 ps in kristallen met
een dikte van 20 mm). Tot nu toe heeft echter niemand de combinatie van deze
karakteristieken laten zien in een kristal met hoge gevoeligheid. De eerste de-
tectorprototypes vereisten bovendien een tijdrovende kalibratieprocedure en het
gebruik van rekenintensieve statistische algoritmes voor het schatten van de inter-
actiepositie. Beide nadelen beperkten de mogelijkheden tot gebruik ervan in echte
(commerciële) scanners.
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Het onderzoek dat ten grondslag lag aan dit proefschrift was erop gericht om aan
te tonen dat monolithische kristallen op een praktisch-acceptabele manier kunnen
worden gekalibreerd en gebruikt en dat ze daarom een bruikbaar alternatief bieden
voor gepixelleerde detectoren in klinische PET-systemen – bij zowel whole-body als
orgaanspecifieke toepassingen. Een tweede doel was om de prestaties van deze
kristallen niet alleen in een stand-alone setting te karakteriseren, maar juist ook in
een tomografische setup – om zo hun beeldvormende potentie aan te tonen voor
TOF-PET-systemen voor klinische whole-body scans.

In Hoofdstuk 2 wordt een eerste verbetering in de kalibratieprocedure beschre-
ven. Hierin wordt voor het eerst een nieuwe kalibratiemethode voor een k-nearest
neighbor (k-NN) positiebepalings-algoritme experimenteel getest en gevalideerd.
De kalibratiemethode die traditioneel gezien het meest gebruikt wordt voor statisti-
sche positiebepalings-algoritmes is gebaseerd op de acquisitie van een fijnmazig 2D
rooster van referentiedata met behulp van een smalle pencil beam. De nieuwe me-
thode maakt gebruik van bestraling met een “waaiervormige” bundel (fan-beam),
waarmee de acquisitiesnelheid veel hoger ligt. De nieuwe methode is getest voor
twee monolitische kristallen met elk een oppervlakte van 16 mm × 16 mm en een
dikte van respectievelijk 10 mm en 20 mm. De nieuwe methode laat in beide ge-
vallen prestaties zien die vergelijkbaar zijn met de kalibratiemethode gebaseerd op
pencil-beams, resulterend in een uitstekende spatiële resolutie van ∼1,1 mm FWHM
en ∼1,5 mm FWHM voor respectievelijk de 10 mm en 20 mm dikke detector. De
nieuwe kalibratiemethode was bovendien een orde van grootte sneller dan de oude
methode en kan zo mogelijk nog een orde van grootte worden versneld met enkele
eenvoudige aanpassingen aan de kalibratie-setup.

De kalibratieprocedures voor de detector worden in Hoofdstuk 3 verder aange-
past en geoptimaliseerd. Dit hoofdstuk beschrijft aangepaste technieken voor het
kalibreren van de algoritmes die gebruikt worden voor het schatten van de interac-
tiepositie (inclusief DOI) en het tijdstip van interactie. Dankzij deze aanpassingen
kan de gehele detector worden gekalibreerd met uitsluitend gebruik van fan-beams
en brede bundels (flood beams).

Hoofdstuk drie behandelt ook verbeteringen die betrekking hebben op het ge-
bruik van monolitische detectoren. Allereerst wordt de k-NN positiebepalingsmetho-
diek aangepast en versneld. Hiervoor introduceren we een analytisch algoritme dat
alleen de meest nuttige coïncidenties uit de referentie-dataset selecteert voordat
het k-NN algoritme wordt toegepast. Deze aanpassing vermindert de benodigde re-
kenkracht voor positiebepaling met meer dan twee ordes van grootte in vergelijking
met het eerder gebruikte k-NN algoritme. Daarna wordt een nieuwe techniek ge-
presenteerd waarmee de detector ook gebruik kan maken van coïncidenties waarbij
de data van enkele fotosensorpixels ontbreekt (ten gevolge van bijvoorbeeld dode
tijd) om zo de gevoeligheid van het systeem nog verder te vergroten.

Al deze methoden worden vervolgens (nog steeds in Hoofdstuk 3) toegepast
op een grote monolithische detector gebaseerd op een 32 mm × 32 mm × 22
mm LYSO kristal, aan de achterkant uitgelezen door een digitale SiPM array. Als
alleen coïncidenties zonder ontbrekende pixels worden meegenomen dan behaalt
de detector een spatiële resolutie van 1,7 mm FWHM, een gemiddelde DOI-resolutie
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van 3,7 mm FWHM, een CRT van 214 ps en een energieresolutie van ∼9,9%. De
prestaties van de detector zijn ook gekarakteriseerd in het geval dat coïncidenties
met een variabel aantal ontbrekende pixels worden meegenomen. Als alle events
worden meegenomen waarbij tot 25% van de pixeldata ontbreekt, dan verbetert de
detectorgevoeligheid dienovereenkomstig terwijl de overige prestatie-parameters
met minder dan 2% verslechteren. De configuratie van een monolitische detector
met backside readout (BSR) laat een unieke combinatie van karakteristieken zien,
zoals een hoge gevoeligheid, uitstekende tijds- en energieresolutie, goede spatiële
resolutie, de mogelijkheid tot het schatten van de DOI, eenvoudig assemblage en
kosten die vergelijkbaar zijn met (of lager dan) die van gepixelleerde detectoren.
Deze detector matcht dan uitstekend met de eisen die worden gesteld aan whole-
body klinische TOF-PET.

In Hoofdstuk 4 worden de methodes voor kalibratie en karakterisatie (zoals ge-
presenteerd in Hoofdstuk 3) toegepast op een zeer hoogwaardige monolitische de-
tector, speciaal ontworpen voor mogelijke toepassing in hoge-resolutie PET-scanners
– zoals pediatrische scanners en scanners specifiek voor beeldvorming van de her-
senen of borsten. Deze detector is gebaseerd op een monolytisch 32 mm × 32
mm × 22 mm LYSO-kristal en twee digitale SiPM arrays die het kristal aan zowel de
voor- als achterzijde uitlezen in een zogenoemde dual-sided readout (DSR) confi-
guratie. Deze detector behaalt ongekende prestaties voor zulke grote monolitische
kristallen; een spatiële resolutie van ∼1,1 mm FWHM, een DOI-resolutie van ∼2,5
mm FWHM, een energieresolutie van 10,2% FWHM en een CRT van 147 ps FWHM.

In hoofdstuk 5 worden tenslotte de beeldvormingskarakteristieken van de BSR
monolitische detector onderzocht in een 70-cm-diameter PET-geometrie. Hiervoor
zijn twee complete PET-modules (2 × 2 detectoren) ontwikkeld, gekalibreerd en
toegepast in een tomografische setup die representatief is voor een whole-body
klinische scanner. De volledig geautomatiseerde setup, gebaseerd op twee in het
coaxiale vlak roterende armen en een centraal-roterend fantoomplatform, vergaart
met een step-and-shoot aanpak sequentieel alle mogelijk LORs van een complete
detectorring. Bij de complete tomografische acquisitie van een 22Na puntbron ver-
toont het systeem een CRT van ∼212 ps en een gemiddelde energieresolutie van
10,2%. De spatiële resolutie van het systeem is kwantitatief bepaald met een 22Na-
puntbron op verschillende radiale afstanden van de centrale as van het systeem.
Hierbij zijn uitstekende radiale en tangentiele resoluties van ∼2,9 mm behaald, in
het centrum van het beeldvormingsgebied. Dankzij het vermogen van deze mono-
litische detectoren tot het schatten van de DOI blijft deze resolutie vrijwel constant
over het gehele field-of-view. Op een radiale afstand van 20 cm zijn de radiale en
tangentiële spatiële resolutie respectievelijk 3,2 mm en 4,0 mm. Op een afstand
van 25 cm zijn deze respectievelijk 3,3 mm en 4,7 mm. De spatiële resolutie van
het systeem is eveneens kwalitatief bepaald door een beeldvormende test met een
hoge-resolutie Derenzo-achtig fantoom op verschillende posities in het field-of-view.
Hiermee is aangetoond dat het systeem hot rods met een diameter van 3 mm tot
op een radiale afstand van 25 cm goed kan onderscheiden.

De in dit proefschrift gepresenteerde resultaten tonen aan dat monolithische
scintillatordetectoren op een praktisch-acceptabele manier kunnen worden gekali-
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breerd en toegepast in klinische PET-systemen. Deze detectoren kunnen boven-
dien state-of-the-art gepixelleerde detectoren overtreffen in zowel whole-body als
orgaanspecifieke toepassingen en ze kunnen een superieure beeldkwaliteit berei-
ken in vergelijking met huidige state-of-the-art whole-body scanners. Monolithische
scintillatordetectoren kunnen daarom de enabling technologie zijn voor het ontwik-
kelen van de volgende generatie klinische PET-scanners, voor zowel whole-body als
hoge-resolutie systemen.
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Introduction

Abstract - This thesis deals with the development of innovative detectors
for positron emission tomography (PET). Therefore, this introductory chapter
gives a general overview of the field, focusing on the topics that are most
important for optimizing the performance of gamma-ray detectors for clinical
PET applications. In the first part of the chapter, the basic principles behind
the different nuclear medical imaging (NMI) techniques are illustrated. In
particular, the radiotracer principle is explained, the most common imaging
techniques are described, and some concepts of image reconstruction tech-
niques are introduced. The concept of multi-modality imaging is also defined
and the most common clinical and research applications of NMI are reported.
In the second part, a more focused description of positron emission tomogra-
phy technique is given and the criteria used to define image quality in PET
are discussed. The factors limiting spatial resolution, noise, contrast and
quantitative imaging are then analyzed in detail and the concept of time-of-
flight (TOF) PET is introduced. In the third part of this chapter, the discussion
focuses on PET instrumentation. First, the working principle of scintillation
detectors is described, focusing on the most important characteristics that
scintillating crystals and photosensors should have for PET applications. In
particular, the detector performance parameters are related to different as-
pects of image quality and there is a brief discussion of which parameters
have to be optimized for different types of PET scanners. Then, the differ-
ent scintillation detector architectures used in PET systems are reported and
their main advantages and drawbacks are analyzed. Finally, the character-
istics of state-of-the-art clinical PET scanners are described. In the last part
of this chapter, the thesis research objectives are discussed and the general
structure of the thesis is outlined.

1



1

2 1. Introduction

1.1. Nuclear medical imaging (NMI)

I n general, nuclear medicine can be defined as the medical field in which radioac-tive substances are used to diagnose, image or treat different types of physio-
logical functions or diseases. In particular, nuclear medical imaging (NMI) is the
branch of nuclear medicine aimed at imaging specific physiological processes with
non-invasive techniques employing trace amounts of radioactive compounds.

1.1.1. The radiotracer principle in NMI
The basic principle on which all NMI applications are based is that it is possible
to measure the in-vivo distribution of a defined compound inside a patient (or an
animal) if this compound is labeled with a radioactive element that emits a radiation
which can be detected outside the patient.

In practice, the compounds employed in NMI applications are pharmaceuticals
developed to follow definite metabolic pathways or for binding to precise recep-
tor systems or molecules. These compounds, called radiopharmaceuticals or (ra-
dio)tracers, are usually marked with gamma- or positron-emitting isotopes. Once
they are administered to the patients, they follow the targeted physiological pro-
cesses and are accumulated by the different patients’ tissues in different concentra-
tions, depending on the kinematic of the tracer uptake inside these tissues. While
these tracers follow the targeted metabolic paths, the radioactive nuclides bind to
the radiopharmaceuticals decay and emit gamma rays whose energy is high enough
for having a good probability to escape from the patient’s body without interactions.
Using specific scanners based on particle detectors, the radiation emitted by the
tracers can be detected and used to create a planar or tomographic image of the
estimated tracer distribution inside the body. This image can then be used to obtain
diagnostic information such as the functionality of certain organs or the presence
of tissues with altered metabolism, e.g. tumors or inflamed tissues.

The radiotracer principle and the targeting mechanism on which all NMI ap-
plications are based can be more clearly explained using as an example the 18F-
Fluorodeoxyglucose (18F-FDG), a compound that is one of the most commonly used
radiotracers for clinical applications. FDG is a glucose analog and is used to study
glucose metabolism in tissues, since the two compounds have a very similar chem-
ical structure and have a similar kinetic until they are delivered to the individual
cells. However, once FDG is absorbed by the cells it cannot be further metabolized
because of the presence of the 18F in place of a –OH group and therefore it cannot
leave the cell. As a consequence, FDG distribution in different tissues reflects their
different glucose uptakes. Therefore, FDG scans are used to detect regional spe-
cific alterations in glucose metabolism, which can be caused by several pathologic
conditions. In particular, FDG scans are employed in clinical routine for the detec-
tion, staging and re-staging of cancer, since most tumors have an abnormally high
glucose metabolism and therefore cancer tissues can be recognized as bright spots
in the images where a high 18F activity is concentrated.

Even though there is a large number of isotopes that could possibly be used in
NMI applications, due to practical reasons only few of them are routinely employed
in clinical practice. In particular, useful isotopes are selected considering [1]:
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Table 1.1: List of the most common radioisotopes used in NMI. For each isotope the decay mode, the
half-life (T1/2) and the energy of the emitted gamma rays (E𝛾) are reported. For 𝛽+ emitters, in the
E𝛾 column the energy of the positron annihilation photons is reported together with the energy of the
de-excitation gamma ray emitted by the daughter nucleus. (EC: electron capture; IT: isomeric transition)

Radionuclide Decay mode T1/2 E𝛾 (keV)
11C 𝛽+ 20.4 min 511, 960
13N 𝛽+ 10.0 min 511, 1190
15O 𝛽+ 2.0 min 511, 1723
18F 𝛽+ 110 min 511, 635
67Ga EC 3.26 d 93, 185, 300
68Ga 𝛽+ 67.6 min 511, 1900
82Rb 𝛽+ 1.3 min 511, 3350
99mTc IT 6.0 h 141
111In EC 2.8 d 171, 247
123I EC 13.2 h 159
201Tl EC 3.06 d 69-82 (X-rays), 167

• type and energy of the emitted radiation, since radiation should have a rea-
sonable likelihood to escape from the patient’s body;

• physical half-life (usually in the range from few minutes up to few days), which
should be long enough to prepare and inject the tracers but short enough to
obtain an high activity during the examination time and a quick decay of the
tracer afterwards, in order to minimize the dose to the patient;

• the possibility to produce the isotope with a high specific activity and a high
radionuclide purity;

• the cost and complexity of preparation.

The most commonly used radioisotopes are reported in Table 1.1 [2].

1.1.2. Imaging techniques in NMI
In NMI, the simplest method to obtain an image of the tracer distribution inside a
patient consists in selecting only the gamma rays emitted from the patient along
a defined direction and in measuring the spatial distribution of the flux of these
photons on the plane perpendicular to that direction. If a large number of photons
is collected, the spatial distribution of the flux corresponds to a 2D projection along
the selected direction of the 3D tracer distribution inside the patient. A pictorial
explanation of this method is shown in Figure 1.1. The main issue of this approach
is that a 2D projection of the tracer distribution does not provide clear information,
since it is not possible to determine the depth of the image features and some
structures might be obscured by other overlying or underlying structures.

To solve this issue, a more sophisticated approach called tomographic imaging
can be used. In practice, if many projections of the same distribution are measured
along different directions, mathematical algorithms can be used to estimate the 3D
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Figure 1.1: Technique used to acquire a projection of the radioactive tracer distribution inside an object.
A collimation technique (in this case a mechanical collimator) is used to select only the radiation emitted
along a certain direction. A position sensitive detector is used to detect the radiation and to determine
its position of interaction. The plot of the spatial distribution of the recorded activity represents the
projected image of the tracer distribution.
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spatial distribution of the tracer and to obtain a tomographic image (see section
1.1.3). With this approach, full information on the position of the imaged features
inside the patient’s body can be obtained, dramatically improving the diagnostic
value of the examination. In NMI there are two different tomographic imaging
techniques, whose main differences consists in the type of radioisotope employed
to produce the tracers and in the mechanism used to determine the gamma-ray
incoming direction during the scan.

The first technique is called single photon emission computed tomography (SPECT)
and is based on single-photon-emitting isotopes, i.e. isotopes that decay through
𝛽− emission (e.g. 131I), electron capture (e.g. 67Ga, 111In, 123I) or isomeric transi-
tions (e.g. 99mTc) and have among their final decay products a single gamma-ray
whose energy is in between 50/100 keV and 500/600 keV. In SPECT, the infor-
mation about the direction of the detected gamma rays is obtained by using me-
chanical collimators made of dense material (such as Pb, W or Au), which allow
gamma rays coming only from definite directions or regions to be detected (Figure
1.2). Depending on the application, different collimator geometries can be used:
most common ones are parallel hole collimators, which are designed to select only
gamma rays coming from a definite direction. However, more sophisticated colli-
mator geometries can also be used, e.g. pinhole collimators that make possible to
magnify the imaged object on the detectors in order to improve spatial resolution.
With this imaging technique, considering the point of interaction of a gamma-ray
on the detector and the collimator geometry, the point of emission of the photon
can be localized along a certain line of response (LOR) or, if the detector is made
of discrete elements, within a certain volume of response (VOR). Different collima-
tor types have different advantages and drawbacks in terms of sensitivity, spatial
resolution and image uniformity and therefore the optimization of their geometry is
a complex task that is strongly dependent on the final application.

The second tomographic imaging technique is called positron emission tomogra-
phy (PET) and is based on radio-isotopes that undergo to β+ decay, i.e. that decay
emitting a positron (e.g. 11C, 18F and 82Rb). After the emission, positrons are first
slowed down and stopped into the patient’s body and then they annihilate with an
electron of the surrounding tissue. The final products of this process are two 511
keV gamma rays that are emitted at an angle of ∼180∘ from the annihilation point.
PET exploits this peculiarity of annihilation photons to determine their direction: if
the two gamma rays are detected in coincidence, knowing the point of interaction
of both gamma rays it is possible to univocally determine the LOR (or VOR) con-
taining the point from which the photons have been emitted, as illustrated in Figure
1.3. Selecting only the events along LORs having a defined orientation, a certain
projection of the tracer distribution can be obtained without any physical collima-
tor. This mechanism is called electronic collimation and allows PET to achieve a
sensitivity even two or three orders of magnitude higher than SPECT. More details
on PET working principles can be found in section 1.2.1.

SPECT and PET techniques have many differences in terms of sensitivity, cost
and complexity of the scanners, final image resolution, etc. Therefore, the choice
of one or the other technique depends on the requirements of the final application.
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Figure 1.2: Working principle of single photon emission computed tomography (SPECT). Gamma photons
reach the detectors passing through a collimator, e.g. a parallel hole collimator in the left image or a
pinhole collimator in the right one. The volume of response from which a photon is coming is determined
by considering the detector element in which the radiation interacts and the collimator geometry.

Position sensitive γ-ray detector 

Position sensitive γ-ray detector 

Point of β+ emission 

β+ path 

Point of β+ annihilation 

Volume of response 

Annihilation photon trajectory 

Figure 1.3: Working principle of positron emission tomography (PET). An element that undergoes to
a 𝛽+ decay emits a positron and, when it annihilates with an electron, a pair of annihilation photons
are emitted in opposite directions. The volume of response containing the point of annihilation can be
determined as the volume defined by the two detector elements in which the photons interact.
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However, most of the time the choice is driven by the availability of dedicated
tracers, since tracers suitable to investigate a definite physiological process can
often be labelled only with isotopes that can be imaged with just one of the two
techniques.

1.1.3. Image reconstruction in emission computed tomogra-
phy

In general, tomographic imaging is an imaging technique that makes it possible to
obtain the 2D representation of a plane within a 3D object by measuring several 1D
projections of this plane along different directions. If more consecutive planes are
reconstructed, a complete 3D representation of the object can be obtained. This
technique can also be applied in NMI to estimate the 3D radiotracer distribution
inside a patient by using a set of projections of this distribution along different di-
rections. These projections are obtained by collimating the emitted photons and
selecting them based on their incoming direction. As already mentioned in sec-
tion 1.1.2, there are two different types of tomographic procedures in NMI, SPECT
and PET, which use different types of tracers and collimation strategies and are
collectively referred to as emission computed tomographies (ECT).

The principle used to measure the projection of the activity distribution in a cer-
tain plane is shown in Figure 1.1. A collimation system is used to select only the
photons having a certain direction (among all the gamma rays emitted isotropically
by the tracer) and a detector is used to measure their position of interaction. The
collimation system can be either a mechanical collimator (SPECT), which physically
stops all gamma rays except those that enter from a specific direction, or a coinci-
dence system, which records annihilation photons detected by opposite detectors
(PET). Using this collimation system, each event can be associated with a LOR, i.e.
the line along which the decay of a tracer molecule has to occur in order to be
registered by the detector in a specific position. Thus, the number of interactions
registered at a given point on the detector is proportional to the integrated tracer
activity along the LOR. The profile of the numbers of events measured for all possi-
ble LORs, for a given position of the detector, is called a projection. By rotating the
collimator-detector system around the object it is possible to acquire a projection
for every possible direction.

Obviously, the profiles that are measured during real ECT scans are not perfect
projections of the tracer distribution, since there are many effects that contributes
to blur and add noise to the measurement. These effects are due to the finite and
discrete positioning accuracy of detectors, the finite collimation capability of the
collimation techniques, photon scattering, the finite counting statistics, etc. (see
sections 1.2.3 and 1.2.4). However, in first instance these effects can be neglected
to outline the most widespread image reconstruction techniques, which can be
divided into two major families.

The first family comprehends all analytical algorithms, which are basically math-
ematical transformation that map the data contained in the projection space, i.e.
the data measured in all the different detector positions, to the image space, i.e.
the image representing the region of interest for which the tracer distribution has



1

8 1. Introduction

to be estimated.
The simplest analytical method is called back-projection (BP). As discussed above,

each point in each projection profile corresponds to the intensity of the total ac-
tivity along a certain LOR. In BP, all the pixels of the image along the LOR are
considered to equally contribute to the measured value. Therefore, during image
reconstruction each value in the projection profiles is equally distributed to all the
image pixels along the corresponding LOR. Repeating this back-projection opera-
tion for all the measured values in all acquired projections, a reconstructed image
can be obtained. This method is simple and straightforward: however, it results in
a blurred image because of the homogeneous projection of the measured values
on the LORs. Mathematically, it can be shown that this blurring effect corresponds
to the convolution of the image with a 1/𝑟 filter.

To solve this issue, a more refined method was developed, which is called fil-
tered back-projection (FBP). In this method, the blurring effect is removed first by
calculating the Fourier transform of all the projections, then by applying a ramp
filter to the transformed projections, and finally by calculating the inverse Fourier
transform of each filtered profile and by applying standard back projection. It can
be mathematically demonstrated that the filtering step in the frequency domain
corresponds to the deconvolution of the 1/𝑟 filter in the image space and that this
method can exactly reconstruct the original image, if a sufficient number of per-
fect projections are acquired. However, in practice this method is quite sensitive to
high-frequency noise and therefore modified frequency filters are needed in order
to avoid image artifacts during real ECT reconstructions. Moreover, the method is
quite sensitive to missing data (e.g. due to a detector malfunctioning) and to low
counting statistics and cannot directly include information about attenuation and
scattered events (see section 1.2.4). Despite these limitations, FBP has been for a
long time one of the most widely used reconstruction method since it is fast, has
limited computational requirements and is relatively simple to be implemented.

Starting from the 1980s-1990s, a second family of reconstruction algorithms has
been developed, which rely on a model-based statistical approach and use itera-
tive algorithms to obtain an image. These algorithms can solve many of the issues
connected with the analytical methods; however, they are more computationally
intensive than FBP and so they reached widespread use in the clinical practice only
in recent years. Basically, all iterative algorithms start with an assumed tracer dis-
tribution (which might be an educated guess or even an homogeneous distribution)
and then calculate the projections that are expected to be measured for this distri-
bution using the system under study (forward projection). Those calculated profiles
are then compared with the profiles that have been actually measured and, if they
do not agree, the image is updated so that the forward-projected profiles become
closer to the measured data. This process can be repeated indefinitely until the dif-
ference between the forward-projected profiles and the measured profiles is smaller
than a pre-defined level.

In practice, all iterative methods are based on three fundamental elements:

• a system model that can be used to forward project the estimated images
and calculate their profiles; this system model should take into account the
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scanner geometry, the detector resolution and efficiency, the attenuation of
gamma-rays into the imaged object and other physical effects such as photon
scattering, positron range and photon acollinearity, etc. (see sections 1.2.3
and 1.2.4);

• a cost function that provides a measure of the difference between the forward-
projected profiles and the measured profiles;

• a search or update function that uses the output of the cost function to cre-
ate a new iteration of the image; the update functions has to provide an
image whose forward-projected profiles are more similar to the measured
ones compared to the forward-projected profiles obtained with the image of
the previous iteration.

One of the earliest iterative algorithm is the maximum likelihood expectation
maximization algorithm (ML-EM), which uses a (log) likelihood function as cost
function and an expectation maximization algorithm to update the images. This ap-
proach provides a stable convergence to the most probable solution but converges
quite slowly. Therefore, a modified version of this approach was introduced, which
divides the projection data into subsets and applies EM to each subset. This method
is called ordered subset expectation maximization (OSEM) and guarantees a much
faster convergence. Another class of iterative methods is based on maximum-a-
posteriori (MAP) estimators, which include also a statistical model for the image and
therefore enforce an a priori model of the image distribution (e.g. some smoothness
constraints) in the image reconstruction.

Over the years, many sophisticated image-reconstruction methods have been
developed and introduced into clinical practice and this is still a very active research
field. For example, full 3D reconstruction techniques (both analytical and statistical)
have been developed, which do not reconstruct separately each 2D plane of the
image but perform a simultaneous reconstruction of the whole imaged volume.
The introduction of these techniques, in which all LORs crossing the FOV are used
for image reconstruction, was required to reconstruct data acquired in 3D mode, i.e.
an acquisition modality that registers coincidence along all possible directions and
not just the ones that are perpendicular to the scanner axis (see section 1.2.1).
An exhaustive review of these methods is outside the scope of this thesis. For
interested readers, a more detailed review of these techniques can be found in
several reference books [1, 3, 4] and articles [5, 6].

1.1.4. Multi-modality or hybrid medical imaging techniques
NMI techniques can image physiological processes but do not provide any accu-
rate anatomical information. This lack of precise anatomical references is a severe
limitation for accurately localizing the features of interest of the functional images.
To overcome this limitation, currently a large fraction of SPECT scanners and vir-
tually all PET systems are integrated with other imaging modalities that provide
anatomical images, such as computed tomography (CT) scanners and magnetic
resonance (MR) systems. These multi-modality scanners can acquire both images
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(almost) simultaneously without moving the patient from the bed and can produce
perfectly-aligned “fused” images. These combined images contain at the same time
the anatomical and functional information and therefore significantly increase the
diagnostic capabilities of the NMI procedures.

Currently, the most common multi-modality PET scanners are integrated PET-
CT systems: these systems were first developed at the end of the 1990s [7] and
quickly found a wide diffusion into clinical practice thanks to their evident added
value in comparison with standalone PET scanners [8]. They essentially consists in
two independent PET and CT systems mounted on the same gantry, which acquire
coaxial scans. In these systems, CT scans do not only provide anatomical informa-
tion but are also used to calculate in a very reliable way the attenuation maps for
PET image correction (see section 1.2.4.5), which in standalone PET scanners were
obtained (with lower quality) with lengthy transmission scans based on external ra-
dioactive sources. Attenuation correction is of utmost importance to obtain reliable
quantitative estimations of the tracer uptake, which e.g. in FDG scans is used to
properly stage tumors and evaluate patient’s response to treatments. Therefore,
integrated PET-CT systems have significant advantages over systems which cannot
directly measure the attenuation map.

Combined PET-MR scanners are, instead, still a niche solution. Despite they
were proposed approximately at the same time of PET-CT scanners (early-mid
1990s), the integration of PET and MR turned out to be a much more challeng-
ing task due to the mutual disturbance that the two systems cause to each other
[9] and to the fact that MR images cannot provide reliable information for attenu-
ation correction in a straightforward manner. For this reason, the first commercial
PET-MR scanner appeared only at the beginning of the 2010s [10].

In principle, this multi-modality imaging technique can offer several advantages
compared to PET-CT systems, such as the superior resolution and soft-tissue con-
trast of MR images, the possibility to spare the CT dose to patients, and the capabil-
ity of MR systems to obtain complementary functional and molecular information.
Despite these advantages, PET-MR so far encountered a smaller success than PET-
CT, due to its significantly higher costs and the absence of demonstrated benefits in
routine clinical practice. However, currently there are many promising applications
that are under investigation and might significantly widen the application fields of
PET-MR systems, e.g. clinical evaluation of neuro-oncological and neurodegenera-
tive diseases [11], research on human brain function [12], and pediatric oncology,
where children could fully benefit of the significant dose reduction over many dif-
ferent imaging sessions [13, 14].

A newly proposed development of integrated PET-MR scanners that is also inter-
esting to report is a tri-modality imaging systems combining PET, MR and electroen-
cephalography (EEG) [15]. This scanner is currently under investigation to add the
peculiar functional-imaging capabilities of EEG to PET-MR scanners for some brain-
imaging and neuroscience applications. In these applications, PET-MR scanners
already provide clear advantages, thanks to the possibility to simultaneously obtain
metabolic (PET), functional (functional-MR, fMR) and high-resolution anatomical
(MR) information of the brain, and EEG integration could further improve the capa-
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bilities of such systems.

1.1.5. Clinical and research applications of NMI

A wide variety of tracers has been developed during the years and currently NMI
techniques are used for studying a broad range of biological processes with diag-
nostic applications mainly in the fields of oncology, neurology and cardiovascular
disease, both in clinical and research practice.

In particular, most common clinical SPECT applications comprehend studies
of myocardial perfusion to assess coronary artery disease and heart functionality,
cerebral perfusion studies to investigate cerebrovascular disease, dementia, brain
tumors, etc., and oncological studies to visualize primary and metastatic lesions.
Other applications in which SPECT is commonly employed are imaging of inflam-
mation and infection and measurements of kidney and liver functionality. SPECT
is also widely used in research studies, preclinical studies and basic biomedical re-
search [1].

As regards PET, FDG scans for oncological applications are by far the most
common procedures in clinical environments. As described in section 1.1.1, these
procedures are widely used for the detection and staging of cancer and for tumor
re-staging during treatments in many different types of oncological diseases, such
as lymphomas, lung cancer, breast cancer, brain cancer, etc.

Besides oncological applications, PET is also commonly used in neurology: for
example, it can be used for diagnostic purposes in neurodegenerative diseases
(e.g. Alzheimer and Parkinson disease), dementia, epilepsy, movement disorders
[16], and other neuropsychiatric illnesses. For these applications, many different
tracers are used such as FDG, which allows physicians to evaluate brain function-
ality, 18F-6-Fluorodopa (18F-dopa), which is used for studying the dopaminergic
system in movement disorders, 18F-florbetapir, a specific tracer to image amyloid
plaque in Alzheimer’s patients, and many other tracers that are ligands for specific
neuro-receptors subtypes. Moreover, PET has also several diagnostic applications
in cardiology, where FDG is used in conjunction with other blood flow tracers (e.g.
13N-ammonia or 82Rb-Cl) for studying myocardial viability, and for diagnosing and
monitoring inflammatory and infectious diseases.

PET is also widely used in pre-clinical and clinical research studies, e.g. to study
particular receptor systems, to study the pharmacokinetic of new drugs or for de-
veloping new pharmaceuticals. Recent studies indicate that new applications for
PET are also emerging due to the recent introduction of integrated PET-MR scan-
ners, especially in the field of neuro-imaging and in some oncological applications
[17–19].

For interested readers, thorough reviews of the different fields in which PET is
used can be found in the following references: [1, 3, 4, 20].
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1.2. Positron emission tomography - PET
1.2.1. General concepts of PET imaging
As briefly described in section 1.1.2, PET examinations are performed using radio-
tracers labeled with 𝛽+ emitters (see Figure 1.3). When a positron is emitted from
a radiotracer inside the patient’s body, it is slowed down by electrostatic interactions
with the electrons and nuclei of the surrounding tissue and, after losing most of its
kinetic energy, it undergoes mutual annihilation with an electron. The products of
this reaction are two simultaneous gamma rays, each one carrying an energy equal
to the rest-mass energy of a positron/electron (511 keV). In order to respect the
momentum conservation principle, the photons are emitted in opposite directions
in the frame of reference in which the 𝑒−/𝑒+ system has no linear momentum. PET
imaging technique is based on the simultaneous detection of the two gamma rays
originating from the 𝛽+ decay, since the physical constraints of the process allow
PET systems to localize the positron annihilation point on the line connecting the
two points of interaction of the gamma rays on the detectors, i.e. the LOR.

The simplest system that can be used to perform PET imaging is composed of a
couple of opposite planar gamma-ray detectors operated in coincidence. These de-
tectors estimate the position of interaction, the time of interaction and the deposited
energy of each interacting photon (single event or single). Then, a coincidence unit
sorts all the events and pairs up the couples of singles (from different detectors)
that have been registered in a predetermined time window to define the coincidence
events (or coincidences). The width of the time window is chosen considering three
parameters:

• the maximum possible variation of the difference between the times of inter-
action of the photons, which is derived considering the maximum difference
in distance travelled by the two photons (∼3.3 ns for imaged objects having
a diameter ∼50 cm);

• the detector precision in measuring the arrival time of a photons (i.e. the
detector timing resolution);

• other possible time uncertainties, such as additional jitters introduced during
analog signal transmission, etc.

In clinical scanners, coincidence timing windows usually have a width of 6-10 ns.
The major drawback of a dual-detector system is that it can acquire a single pro-

jection (or a limited number of projections) per detectors position. Therefore, to
obtain a tomographic reconstruction it is necessary to rotate the detectors around
the patient and perform several acquisitions, which is a lengthy and inefficient pro-
cess.

A more efficient approach is to build a complete ring of detectors around the
patient and to operate each detector in coincidence with multiple modules on the
opposite side (see Figure 1.4). In this way, many projections are acquired at the
same time, greatly improving the system sensitivity and reducing other possible
issues connected with the sequential acquisition of different projections, such as
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Figure 1.4: Illustration of a PET system composed of a complete ring of detector units. The field of view
(FOV) of the scanner is defined by the acceptance angle of the detectors, which defines the couples of
detectors for which it is allowed to acquire coincidences.

changes in the total activity, patient movement, etc. The maximum angle between
detectors (with respect to their perpendicular direction) for which coincidences are
allowed defines the useful field of view (FOV) of an annular scanner. Therefore, the
wider is the FOV relatively to the ring diameter, the larger is the possible incidence
angle of gamma rays on the detectors.

Modern ring PET scanners usually have a bore diameter from 70 cm up to 90
cm and an axial length which ranges from 15 cm up to 40 cm. Since there are
several rings of detector elements along the axial direction of the scanner, two
data acquisition techniques are possible in PET scanners. With the first technique,
only elements in the same detector ring are allowed to acquire coincidence events,
i.e. only the LORs in the planes which are perpendicular to the scanner axis can
be acquired. This acquisition technique is usually called 2D data acquisition and
most often employs collimators or septa between the detector rings to mechanically
collimate the gamma rays with an oblique direction, in order to reduce the single
count rate on the detectors. If 2D data acquisition is used, image reconstruction
can be performed separately for each acquired plane and requires a limited amount
of computational power.

The second acquisition technique is called 3D data acquisition and allows PET
systems to register coincidences between all detector rings (at least up to a certain
plane angle). Using this technique, image reconstruction cannot be done any more
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for each separate projection plane but has to be performed at the same time for
the whole imaged volume. There are both analytical and iterative methods that
can handle this task, however they have much higher computational requirements
since the matrices and the amount of data that have to be handled are much larger
than for 2D image reconstruction. Three dimensional data acquisition also has other
drawbacks, e.g. a higher count rate of random events (see section 1.2.4.1). Despite
these issues, scanners implementing 3D data acquisition can provide a much higher
image quality thanks to their greatly enhanced sensitivity; for this reason, 3D data
acquisition is currently the most used technique in modern clinical scanners.

1.2.2. Image quality in PET
The purpose of a PET scanner is to provide a representation as faithful as possible
of the tracer distribution inside a patient, in order to obtain diagnostic information.
However, PET scanners can be employed for a large variety of tasks, e.g. to locate
a tumor or to measure the metabolism of the brain, and each task has different
requirements from the imaging point of view: in some cases it might be more
important to visualize and resolve small features in the image whereas in others it
might be more useful to obtain a precise estimation of the amount of the tracer in
a wider region. Moreover, in clinical applications the final images are evaluated by
physicians and clinical physicists, therefore the performance of PET scanners are
both task- and observer-dependent. For this reason, to assess the image quality of
a PET scanner is a very challenging issue.

In general, two different approaches can be followed to determine the per-
formance of a PET system. The first approach consists in characterizing certain
physical properties of the images that can be quantitatively measured (and that are
correlated to the quality of the images used for diagnostic purposes) such as:

• spatial resolution, i.e. the capability to resolve small details in the imaged
object;

• contrast, i.e. the capability to accurately reproduce different levels of tracer
uptake in the color intensity of the final image;

• noise level, i.e. the system uncertainties or fluctuations in estimating the
amount of activity in each image pixel/voxel, which usually determine an high-
frequency disturbance in the image.

A series of standardized tests have been developed to singularly assess these
parameters: the most widely accepted and used ones are the tests developed by
the (American) National Electrical Manufacturers Associations (NEMA), which are
periodically revised and published in a dedicated manual [21]. Those tests are
often used to define the scanner performance and to compare different scanner
models. However, they are usually based on imaging tasks that can be quite differ-
ent from the tasks performed in clinical applications: for example, spatial resolution
is measured by acquiring images of stand-alone point sources, which is a condition
that never happens in real diagnostic acquisitions.
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A second approach for assessing image quality relies instead on observer perfor-
mance studies that are based on well-defined imaging tasks. These tasks are closer
to the tasks that are accomplished in a real clinical environment, e.g. it is required
to determine if a small structure with higher activity (lesion) is present or not in a
phantom filled with an homogeneous background activity. Measuring the fraction
of correctly recognized images as a function e.g. of the lesion dimension or contrast
(i.e. the ratio between the lesion activity and the homogeneous phantom activity),
it is possible to draw conclusions on the imaging capabilities of different scanners or
to compare different acquisition conditions. These studies can be performed either
using human observers, i.e. showing the images to trained physicians or medical
physicists, or computer observers, i.e. computer algorithms that are developed to
mimic human observer and can be used when to set up a study with human ob-
servers is not practical. Two different typologies of observer tasks are commonly
used, the detection tasks and the quantitation tasks. The detection tasks require
observers to decide whether a certain feature is present or not, whereas quantita-
tion tasks require to make a quantitative estimate of the tracer uptake in certain
region of interest (ROI). A complete review of the possible observer performance
studies is outside the scope of this thesis, interested readers can find more details
in [1].

Despite the two approaches to assess PET image quality are correlated, it has to
be noted that each observer task is differently influenced by the physical properties
of the images. Since physical properties are interdependent and often to improve
one of them comes at the expense of deteriorating another one, it is important to
know which factors influence spatial resolution, noise and contrast in order to make
the best compromises when designing a PET scanner for a defined task.

1.2.3. Limiting factors for PET image spatial resolution
In PET scanners, image spatial resolution is usually defined as the width that a point
source assumes in a reconstructed image in different positions of the FOV. This pa-
rameter is connected to the smallest distance at which two separate features can be
distinguished in a diagnostic image. There is a series of factors that limit the achiev-
able spatial resolution in PET imaging: some of them are intrinsically connected to
the physics of 𝛽+ decay and of the following positron annihilation reaction, whereas
others are more connected to the performance of the PET detectors, to the scanner
design and to the image reconstruction process. In the following, some of these
factors are briefly described and analyzed. A more comprehensive exposition of the
factors limiting spatial resolution can be found for example in [22] and [1].

1.2.3.1. Positron range
In 𝛽+ decays, positrons are emitted by the nuclei with a certain kinetic energy
and therefore they travel for a certain distance before they are slowed down by
Coulomb interactions and they annihilate, creating the two gamma rays that define
the LORs. For this reason, LORs usually do not intersect the original tracer position
and a blurring effect is introduced in the final PET image, whose magnitude depends
on the positron range (i.e. the distance between the positron emission point and the
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Table 1.2: List of the maximum positron energy (𝐸𝛽𝑚𝑎𝑥) and of the FWHM/FWTM of the 1D positron-
range distribution for six of the most common PET radio-isotopes.

Isotope 𝐸𝛽𝑚𝑎𝑥 (MeV) FWHM (mm) FWTM (mm)
11C 0.970 0.29 ± 0.06 2.24 ± 0.10
13N 1.19 0.38 ± 0.05 2.89 ± 0.09
15O 1.72 0.57 ± 0.07 4.12 ± 0.12
18F 0.635 0.16 ± 0.02 1.34 ± 0.04
68Ga 1.89 0.62 ± 0.07 4.61 ± 0.13
82Rb 3.15 0.88 ± 0.13 8.58 ± 0.26

positron annihilation point). The influence of this effect on PET spatial resolution
can be estimated by calculating the probability distribution of positron ranges, which
can be obtained for different isotopes and for different surrounding materials using
Monte-Carlo simulations. These simulations take also into account the continuous
energy spectra of the emitted positrons and the fact that positrons do not travel
in straight paths. Such distributions have a cusp-like shape, with a sharp peak
and long tails, and a final PET image can be considered as the convolution of this
function with the original tracer distribution. In Table 1.2, the FWHM and FWTM of
the 1D positron-range probability distributions (i.e. the distribution of the absolute
distances of the positron emission points from the annihilation points) in water
for six of the most common PET isotopes are reported; a more comprehensive
discussion on the topic can be found in [23] and [24].

1.2.3.2. Photon acollinearity
When a positron and an electron annihilate, their center of mass might not be
completely at rest in the reference system of the PET scanner, due to the residual
energy of the positron or to the kinetic energy of the electron. Therefore, since the
total momentum is preserved in the process, the two annihilation photons might not
be emitted exactly in opposite directions. Recent measurements showed that the
angular distribution of the photons can be considered a double-Gaussian function
whose main component has a FWHM ∼0.6∘ [25]. This phenomenon, called photon
acollinearity, introduces a Gaussian blurring in the final PET image, since the LORs
calculated using the photon interaction points do not always intersect the annihi-
lation points. The magnitude of this blurring, 𝑅𝑎𝑐𝑜𝑙𝑙𝑖𝑛𝑒𝑎𝑟𝑖𝑡𝑦, is linearly dependent
on the detector separation 𝐷 and can be estimated as 𝑅𝑎𝑐𝑜𝑙𝑙𝑖𝑛𝑒𝑎𝑟𝑖𝑡𝑦 ≈ 0.0024 × 𝐷.
The effect is therefore maximum at the center of the scanner FOV and larger for
scanner with a wider bore: for example, 𝑅𝑎𝑐𝑜𝑙𝑙𝑖𝑛𝑒𝑎𝑟𝑖𝑡𝑦 is ∼2 mm at the center of
the FOV of a scanner having a diameter of 80 cm.

1.2.3.3. Detector spatial resolution and DOI effect
Another factor that contributes to degrade PET image spatial resolution is the error
made by particle detectors in determining the 3D position of interaction of gamma
rays. This error directly influences the system accuracy in determining the LORs
and can be considered composed by two contributions.
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The first contribution is due to the detector accuracy in determining the 𝑥 − 𝑦
coordinates of interaction on the detector plane. This accuracy depends on the
type of detector employed and on the technique used to decode the interaction
point (see sections 1.3.3.1 and 1.3.3.2). If a detector has a spatial resolution equal
to 𝐷𝑥𝑦, it can introduce a degradation in the spatial resolution of the final image
(𝑅𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟) that ranges from 𝐷𝑥𝑦/2 up to 𝐷𝑥𝑦, depending on the shape of the error
distribution and on the position in the FOV (see [1] for a more detailed discussion).
For example, the most common detectors used in PET clinical scanner are made of
small, discrete elements (pixelated detectors, see section 1.3.3.1) and their intrinsic
spatial resolution can be considered to be equal to the element dimension, which
is usually ∼3/4 mm. These detectors determine a 𝑅𝑑𝑒𝑡𝑒𝑐𝑡𝑜𝑟 equal to 𝐷𝑥𝑦/2 (∼1.5/2
mm) at the center of the FOV and equal to 𝐷𝑥𝑦 (∼3/4 mm) at the edges of the FOV.
Further degradations of this resolution are usually determined by the unavoidable
photon scattering inside the detector material (see section 1.3.2.1) and by errors
made in decoding the hit element, if a multiplexed readout system is used.

The second contribution comes from the uncertainty in determining the depth-
of-interaction (DOI) of gamma rays inside the detectors. This uncertainty introduces
an additional error in defining the LORs for gamma rays that are not perpendicu-
larly incident on the detectors, which is commonly referred to as parallax error.
This issue can be better explained referring to Figure 1.5, were pixelated detectors
made of small, discrete elements are considered. Usually, these elements have a
thickness ∼20 mm (to achieve a good sensitivity) and detectors do not provide any
estimation of the DOI. If a coincidence happens between two opposite elements
in the detector ring, the region where the annihilation could have taken place (vol-
ume of response, VOR) is defined only by the lateral dimension of the elements.
However, if a coincidence happens between two elements which are not opposite
one to each other, the VOR is defined also by the element thickness and becomes
wider. This broadening of the VOR for non-perpendicular gamma rays introduces
an additional deterioration in the PET image resolution, which is more important at
larger radial distances from the center of the FOV. The effect of the parallax error
can be reduced by increasing the ring diameter, since this reduces the angle of
incidence of gamma rays for a defined diameter of the FOV. However, this solution
increases the cost and complexity of the scanner if the sensitivity has to be main-
tained constant. Therefore, the best way to reduce this issue would be to introduce
in PET scanners detectors that can estimate the DOI, since simulation studies show
that already a 2-level DOI information can improve image spatial resolution in the
outer regions of the FOV and image homogeneity [26, 27].

1.2.3.4. Sampling and reconstruction filters
Other factors influencing PET image spatial resolution are connected to the scanner
architecture and to image reconstruction methods. For example, if PET detectors
made of small (∼4 mm), discrete elements (pixelated detectors, see section 1.3.3.1)
are used, some distortion can be introduced into the image due to the sampling
interval between parallel projection lines and to the inhomogeneous sampling of
the imaged space due to the finite size of the detector elements. Another element
that could introduce a deterioration in image spatial resolution are the filters that
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Figure 1.5: Illustration of the parallax error introduced by the uncertainty in determining the DOI in
case of a scanners composed of pixelated detectors (no DOI information). At the center of the scanner,
for perpendicularly incident gamma rays, the VOR is determined only by the lateral dimensions of the
detector elements. At the border of the scanner, instead, for non-perpendicularly incident gamma rays,
the VOR is broadened due to the uncertainty in determining the DOI inside the crystal elements.
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are used on the data (especially in FBP) or on the final image to reduce the image
noise. These factors have a variable influence on the final image resolution and
usually can be reduced by properly taking them into account during the system
design, e.g. introducing some appropriate expedients in the sampling scheme.
More details regarding these issues can be found in [1].

1.2.4. Factors affecting noise, contrast and quantitative esti-
mations in PET imaging

Besides spatial resolution, the other physical parameters that influence PET image
quality are the noise and the contrast. The noise is connected to the capability of the
system to provide clear images without excessive random fluctuation in the pixel
values, which might hide small details or create false high- or low-activity spots.
The contrast instead defines the system capability to correctly represent different
levels of tracer uptake without introducing any bias, which is important to obtain ac-
curate quantitative measurements of different physiological processes (e.g. tumor
metabolic activity and therefore response to treatments). Despite these parameters
have different effects on the image, they are closely related since both of them are
strongly dependent on phenomena that introduce wrong information (i.e. counts
on LORs that do not correspond to the position of a real annihilation event) in the
data used for image reconstruction. Noise is also strongly dependent on the to-
tal amount of information that is acquired. The most important factors influencing
image noise, contrast and quantitative measurements are briefly described in the
following sections.

1.2.4.1. Random events
Prompt coincidences are registered by PET scanners whenever two gamma rays
are detected within a defined time window 𝜏, i.e. if they have a maximum time
separation equal to 𝜏. Prompt coincidences can be divided into true coincidences
or true events, i.e. coincidences determined by two gamma rays coming from the
same annihilation event, and random coincidences or random events, i.e. coinci-
dences in which two gamma rays coming from two unrelated annihilation events
are detected by chance within the coincidence time window (see Figure 1.6).

The random count rate 𝑟𝑟𝑛𝑑 of a detector pair is given by:

𝑟𝑟𝑛𝑑 = 𝑟𝑑1 ⋅ 𝑟𝑑2 ⋅ 𝜏 (1.1)

where 𝑟𝑑1 and 𝑟𝑑2 are the single count rate of the two detectors.
Few considerations can be drawn from this formula. First, the random count

rate linearly depends on the width of the coincidence timing window 𝜏, therefore the
shorter is 𝜏 the smaller is the amount of randoms. As mentioned in section 1.2.1,
𝜏 cannot be reduced below a certain value because of the possible difference in
time-of-flight of the coincidence photons. However, any improvement in the timing
accuracy of the detectors determines a correspondent reduction of 𝜏. Moreover,
a coincidence resolving time (CRT) significantly smaller than 𝜏 can also be used
to improve the final image quality using the time-of-flight technique, as described
in section 1.2.5. For these reasons, CRT is an important performance parameter
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True coincidence Random coincidence

Scatter coincidence

Figure 1.6: Pictorial representation of a true coincidence event (left), a random coincidence event (cen-
ter) and a scatter coincidence event (right). Random and scatter coincidence events introduce false
coincidences in the acquired data and contribute to a uniform background and an increased noise.
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for PET detectors. Second, since 𝑟𝑑1 and 𝑟𝑑2 depend both linearly on the total
amount of activity, the random rate depends quadratically on it. In general, 𝑟𝑑1
and 𝑟𝑑2 depend on the geometry of the scanner and of the imaged object in a
complex manner, therefore each system has to be optimized in a different way to
maximize the true to random events ratio. However, any expedient that can be
used to reduce the single count rate without reducing the true coincidence count
rate can be beneficial to improve the image quality. For example, a shielding of the
detector ring that reduces the incoming number of photons from the area outside
the FOV can significantly help in reducing the random count rate.

Since coincidence events due to random events add counts into the projection
data but do not add any meaningful information, the effect of randoms is to add
a more or less continuous background to the image and therefore reduce the im-
age contrast. Moreover, they contribute to the statistical noise of the image (see
section 1.2.4.4). There are several techniques to estimate the expected number
of random events and subtract their contribution during image reconstruction [28]:
however, these techniques cannot reduce the increased statistical noise and could
leave a remaining bias. Therefore, randoms should always be minimized as much
as possible during PET acquisitions.

1.2.4.2. Scattered events
Compton scattering is an inelastic collision between a photon and a charged particle
(most often an electron of the medium in which the photon is propagating), during
which the photon transfers parts of its energy to the particle and deflects from its
original trajectory by an angle Θ. The energy of the scattered photon 𝐸𝑠𝑐 and the
scattering angle Θ can be related using the laws of conservation of momentum and
energy. For the case of a scattering event with an electron, the relation is given by:

𝐸𝑠𝑐 =
𝐸0

1 + 𝐸0
(𝑚0𝑐2)

(1 − cosΘ)
(1.2)

where 𝐸0 is the original photon energy and 𝑚0𝑐2 is the rest mass of the electron.
The scattering angle can assume any value between 0 (no energy transfer) and
𝜋 (maximum energy transfer); however, the angular distribution of the scattered
photons is not isotropic and depends on the energy of the incident photon. More
details on the shape of this distribution can be found for example in [29]. For PET
applications, it is important to notice that 511 keV photons are more likely scattered
in the ‘forward’ direction, i.e. with a small angle Θ and a relatively small energy
loss.

Compton scattered photons introduce false coincidences (scattered events),
since the resulting LOR does not intersect the annihilation point (see Figure 1.6).
In theory, scattered photons can be discriminated and filtered out by measuring
the photon energy. However, the energy resolution of average PET detectors is in
the order of 10-15%, which corresponds to a scattering angles of ∼27∘-35∘. There-
fore, it is necessary to compromise on the scanner capability to identify and discard
Compton events in order not to filter out also full-energy events. Moreover, Comp-
ton interactions can also happen in the detector absorbing material, yielding to an
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incomplete energy absorption in the detector. Since incomplete energy absorption
can be quite frequent in PET detectors, usually the energy threshold used to select
the events is quite low in order not to limit excessively the scanner sensitivity. For
these reasons, an efficient discrimination of photons scattered in the imaged object
is difficult in PET scanners.

Unlike random coincidences, the fraction of scattered events does not depend
on the amount of activity but only on the geometry of the imaged object and of the
scanner (since scattering can also happen in the scanner passive components, e.g.
the patient bed and the structure of the scanner). In practice, the larger (and more
dense) is the object to be imaged, the larger is the fraction of scattered events. For
example, in abdominal imaging the scattering to true coincidence ratio can range
from 0.4 up to 2, depending on the size of the patient and the type of acquisition
that is used (2D or 3D acquisition).

LORs defined by a coincidence event in which one of (or both) the photons
underwent to Compton scattering do not carry any useful spatial information on the
position of the annihilation event. Therefore, Compton scattered events have an
effect similar to random events, even if in this case the additional background tends
to be more concentrated in the central part of the image. As for random events,
there are techniques that can be used to estimate and subtract the contribution of
(non-discriminated) scattered events from the final image [30–32]. However, also
in this case scattered events contribute to increase the statistical noise (see section
1.2.4.4) and could introduce some bias in the image.

1.2.4.3. Dead time of PET detectors and dead-time correction
As most detectors, also PET detectors require that two events are separated by
a minimum amount of time in order to be able to correctly record them as sep-
arate interactions. This time interval is needed for example by photosensors to
be recharged and restore their full sensitivity or by readout electronics to correctly
acquire, process, transmit and record the signals. If an event happens during this
minimum separation time, called dead time, it will be lost and it might even spoil
the acquisition of the previous event (pile-up) or of the following event.

Two different models are usually defined to describe the dead-time behavior
of radiation detectors: the nonparalyzable and paralyzable response. In the first
model, each event recorded during the “live time” of the detectors is followed by a
fixed amount of time (𝜏) during which the detector is not sensitive to any other
event. Events occurring during this period are not recorded and do not mod-
ify/extend the duration of the dead period of the detector. In the paralyzable
model, instead, if an event occurs during the dead period 𝜏 following a true event,
this event is not recorded and it also extends the dead period of another period
𝜏 after its interaction. The two behaviors determine different event losses, espe-
cially at high count rates. In nonparalyzable detectors, the observed-event rate
as a function of the true-event rate increases asymptotically toward the maximum
value 1/𝜏. In nonparalyzable detectors, instead, the observed-event rate reaches
a maximum value equal to 1/(𝑒 ⋅ 𝜏) and then decreases with a further increase in
the true-event rate, approaching a value of zero for an infinite true-event rate. In
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any case, they are idealized models and real detectors might have a behavior that
show a combination of elements of both of them. A thorough discussion of these
models is outside the scope of this thesis and can be found in [29] and in [1].

At scanner level, the event loss due to detector dead time determines an error in
the quantitative estimation of the tracer uptake in the different regions of the image,
in particular during high-count-rate acquisitions. Therefore, a dead-time correction
is usually performed during image reconstruction, which compensates for the event
loss and makes it possible to obtain more reliable and accurate estimations of the
activity. These corrections can be performed fitting paralyzable or non-paralyzable
models to the whole system, to each detector pair or to singular detectors and can
be as large as a factor of 2, especially if regions with high activity are imaged (e.g.,
close to the bladder) or an initial high activity is used (e.g., for studies employing
15O).

Despite these corrections, detector dead time can determine errors in the quan-
titative estimation of the activity and can introduce additional statistical noise (see
section 1.2.4.4). Therefore, in PET scanners dead time should always be minimized
as much as possible in all the levels of the signal-acquisition chain (detector hard-
ware, front-end electronics, acquisition and processing electronics, etc.) in order to
obtain the best possible image quality.

1.2.4.4. Statistical noise and NECR
In a PET scanner, data acquisition consists essentially of a counting process that
registers the number of times each possible couple of detector elements (i.e. each
possible LOR) detects a coincidence. This counting process is usually assumed to
follow Poisson statistics: therefore, for a given LOR, the standard deviation 𝜎𝜆 on the
number of the measured true coincidences 𝑛𝜆 can be estimated to be 𝜎𝜆 = √𝑛𝜆. This
uncertainty is called statistical noise and affects the noise of the final reconstructed
image. If only true coincidences are considered, the signal-to-noise-ratio (SNR) for
each pixel in the projection space (i.e. each LOR) corresponds to √𝑛𝜆 and this error
determines the noise of the final image during the image reconstruction process.
For example, in FBP the value assigned to each image voxel corresponds to the
weighted sum of the counts registered by all the LORs intersecting the voxel and
therefore the variance of each image voxel value corresponds to the weighted sum
of the variances of all the LORs. The minimum noise level that can be achieved in a
PET image is therefore strictly determined by the number of measured coincidences,
which is limited in different ways by the maximum amount of activity that can be
administered to the patient, the scanner sensitivity and the total duration of the
scan. In clinical scanners, statistical noise is often one of the most important limiting
factor also for image resolution because it determines a lower limit on the dimension
of the image voxels, since the smaller is the voxel the smaller is also the statistics
for that voxel and therefore the SNR.

In normal acquisition conditions, further statistical noise is added to each LOR
by random and scattered events that are registered along with true events. Also
random and scattered events follow Poisson statistics and therefore, even if their av-
erage contribution can be subtracted from the final image (see sections 1.2.4.1 and
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1.2.4.2), their variance increases the statistical noise on the number of measured
coincidences and determines a degradation of the final SNR. In general, statistical
noise can be improved by increasing the system sensitivity and reducing as much as
possible the influence of random and scattered events, e.g. improving the system
CRT and energy resolution.

Performance parameters that are commonly measured and quoted in PET scan-
ners are the noise equivalent counting rate (NECR) curve and its peak value, which
give an indication of the SNR achievable at image level by the system. The NECR
is a parameter that accounts for the statistical noise due to real events, random
events and scattered events in a single value: it is defined as the equivalent count-
ing rate of only true events that would yield the same statistical noise obtained
for the observed counting rate after random and scattered coincidences have been
corrected for [1]. The formula to calculate the NECR is:

𝑁𝐸𝐶𝑅 = 𝑅2𝑡𝑟𝑢𝑒
𝑅𝑡𝑟𝑢𝑒 + 𝑎 ⋅ 𝑅𝐶𝑜𝑚𝑝𝑡𝑜𝑛 + 𝑏 ⋅ 𝑅𝑟𝑎𝑛𝑑𝑜𝑚

(1.3)

where 𝑅𝑡𝑟𝑢𝑒, 𝑅𝐶𝑜𝑚𝑝𝑡𝑜𝑛 and 𝑅𝑟𝑎𝑛𝑑𝑜𝑚 are the true, scattered and random event rate,
𝑎 is the fraction of the projection occupied by the imaged object and 𝑏 is equal to
1 or 2, depending from the method used to determine the random count rate.

Usually, the NECR is measured with a standard homogeneous phantom as a
function of the total activity. The NECR curve has a complex dependence on the
total amount of activity since true-, scatter- and random-event rates depend in a
different way on the total amount of activity, the geometry of the scanner and of
the imaged object, the detector dead time, etc. Figure 1.7 shows an example of a
NECR curve, plotted together with the true-event rate (𝑅𝑡𝑟𝑢𝑒), the scatter-event rate
(𝑅𝑠𝑐𝑎𝑡𝑡𝑒𝑟), and the random-event rate (𝑅𝑟𝑎𝑛𝑑𝑜𝑚) curves. If detectors had no dead
time, the true-event rate and the scatter-event rate curves should increase linearly
with the activity whereas the random-event rate should increase quadratically with
the activity. However, detector dead time reduces the acquisition rates for all event
types, modifying the behavior of these curves and determining also the value at
with the NECR curve achieves its maximum.

When the imaged object is a cylindrical phantom filled with homogeneous activ-
ity, it can be demonstrated that the SNR of the estimated activity values is roughly
proportional to the square root of the NECR [1]. Therefore, a comparison of the
NECR curves of two scanners gives an indication of the system that can obtain
images with lower noise: if a scanner has an higher NECR value for a certain ac-
tivity level, this should correspond to the capability of the scanner to achieve an
higher equivalent count rate of true events and therefore a better SNR at image
level. Equivalently, the peak value of the NECR curve is considered a performance
parameter that gives an indication of the best SNR achievable at image level by
the system; the value at which the peak NECR is obtained, instead, suggests the
amount of activity that provides the images with the best SNR. These considera-
tions are true for a simplified model of the system and of the imaged objects and
do not take into account other techniques that can improve the image noise, e.g.
the time-of-flight (TOF) technique (see section 1.2.5). However, NECR curves and
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Figure 1.7: Example of a noise equivalent counting rate (NECR) curve as a function of the activity, plotted
together with the true-event rate (𝑅𝑡𝑟𝑢𝑒), the scatter-event rate (𝑅𝑠𝑐𝑎𝑡𝑡𝑒𝑟), and the random-event rate
(𝑅𝑟𝑎𝑛𝑑𝑜𝑚). The curve predicts that, for the phantom and the system used to measure the curves, the
best signal-to-noise ratio in the image (i.e. the peak of the NECR curve) will be obtained for an activity
equal to A1
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peak NECR values are still parameters that can be useful to consider to have e first
comparison of different systems and to guide the development of new scanners.

1.2.4.5. Normalization, attenuation correction and dead time correction
During the image reconstruction process, a system model is used to relate the ac-
quired data with the image and perform the back- or forward-projection operations.
To obtain accurate quantitative estimations and avoid image artifacts, the system
model has to accurately define the probability that a certain pair of detector ele-
ments (i.e. a pixel in the projection space) registers an annihilation event from a
certain image voxel. This probability depends on the geometry and performance
of the scanner but also on the total amount of activity and on the geometry of the
imaged object. Usually, two corrections are needed to properly define the system
model.

The first correction is usually called normalization and compensates for non-
uniformities in the single and coincidence detection efficiency of the detector ele-
ments. These non-uniformities can be due to inaccuracies in the calibration pro-
cedures and in the scanner manufacturing or to small variations in the effective
efficiencies of different elements, due for example to the different incidence angles
of the incoming photons. This correction is usually performed by imaging well de-
fined calibration sources and determining the ratio between the expected number
of coincidences for each LOR and the number of coincidences actually measured.
A detailed review on the effects that can be determined on the final image by a
non-uniform detector response and of the methods used to perform normalization
correction can be found in [33].

The second correction that is needed to obtain accurate images is attenuation
correction, which compensates for the photons absorbed or scattered by the ma-
terials of the imaged object. Note that the probability to register an event along a
certain LOR depends on the amount and density of the materials along that LOR.
Therefore, to properly reconstruct the tracer distribution, attenuation coefficients
have to be calculated for each detector pair so that the number of measured coinci-
dences can be corrected for this effect. Originally, attenuation maps were obtained
with transmission scans using external radioactive sources. However, this tech-
nique required lengthy acquisitions and contributed to introduce additional statisti-
cal noise. Currently, all PET scanners are integrated with complementary anatom-
ical imaging systems such as CT scanners or MR systems (see section 1.1.4) and
so these images are the most common source of information used to compute the
attenuation maps.

For CT scans, the conversion between CT image units (Hounsfield units) and at-
tenuation coefficients for 511 keV photons (𝜇) is relatively straightforward, since CT
scans are also transmission scans based on x-rays (even if CT beams have lower
energies and are not mono-energetic). Currently, the most common conversion
method is based on a continuous mapping between CT units and 𝜇, which is ob-
tained with a piece-wise linear transformation [34].

For MR scanners the problem is less trivial, since MR-image intensity values
are determined by proton density and tissue relaxation properties which cannot
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be directly related to electron densities, i.e. the quantity determining the linear
attenuation coefficients for annihilation photons. Several different methods have
been developed to overcome this problem, either based on an elaboration of MR
images (e.g. image segmentation and tissue recognition) or on separate emis-
sion/transmission measurements [4, 9]. Currently, none of these method can pro-
vide the same accuracy as obtained with CT scans. However, this is an active field
of research and future improvements are expected to definitely solve the issue.

1.2.5. Time-of-flight (TOF) PET
Since annihilation photons are emitted simultaneously, in principle it is possible to
determine the position of an annihilation event on its LOR by using the time-of-flight
(TOF) technique. With this technique, the distance Δ𝑥 of the annihilation point from
the center of the LOR can be calculated measuring the difference Δ𝑡 between the
times of interaction of the two gamma-rays with the detectors, using the following
formula:

Δ𝑥 = 𝑐 ⋅ Δ𝑡
2 (1.4)

where 𝑐 is the speed of light.
However, the finite timing resolution of PET detectors, i.e. the finite accuracy

in determining the time of interaction of the gamma rays (see section 1.3.1), de-
termines a consequent inaccuracy in estimating the position of interaction. If PET
detectors have a CRT equal to 𝜎𝑡, i.e. an uncertainty of 𝜎𝑡 in determining the value
Δ𝑡, an error equal to:

𝜎𝑥 =
𝑐 ⋅ 𝜎𝑡
2 (1.5)

is made in determining the position of the annihilation point.
In practice, if TOF information is used during image reconstruction the proba-

bility that the annihilation happened on a certain point of the LOR is not considered
uniform any more but a certain probability distribution is assigned for each point
of the LOR, which is related to the expected probability distribution of the error
made in measuring Δ𝑡. This information is then used during image reconstruction
as a weighting factor during back- or forward-projection and enables PET systems
to reduce image statistical noise, since the signal of each coincidence is ‘dispersed’
on a smaller number of voxels.

Obviously, to provide a meaningful improvement TOF information should provide
a positioning accuracy 𝜎𝑡 significantly smaller than the diameter of the imaged
object. For example, a timing resolution equal to 1 ns corresponds to a positioning
accuracy equal to 15 cm. Therefore, in clinical applications, timing resolution in the
order of 500 ps or better are needed to obtain meaningful improvements from the
TOF technique.

In general, theoretical models show that for simplified systems (phantoms) the
gain in the SNR of the image is proportional to the square root of the ratio between
the diameter of the imaged object 𝐷 and the positioning accuracy 𝜎𝑥:

𝑆𝑁𝑅𝑔𝑎𝑖𝑛 =
𝑆𝑁𝑅𝑇𝑂𝐹
𝑆𝑁𝑅𝑛𝑜𝑛𝑇𝑂𝐹

∝ √𝐷/𝜎𝑥 (1.6)
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Therefore, the better is the CRT and the larger is the imaged object, the higher
is the gain. A detailed discussion on the effects of TOF on the image noise is outside
the scope of this thesis, interested readers can refer for example to [35–38].

Nowadays, state-of-the-art PET scanners have a CRT in the order of 200-400 ps
(see section 1.3.4), providing a 𝑆𝑁𝑅𝑔𝑎𝑖𝑛 estimated in the order of 2-4 for objects
having a diameter ≥30 cm [35]. Single optimized detectors in optimal laboratory
conditions can instead reach a CRT in the order of 60 ps for small crystal dimensions
(see section 1.3.3.1): however, such values seem to be hardly achievable in practical
PET scanners in the near future.

Recently, a community of researchers focused their efforts to further improve the
timing performance of PET detectors, aiming at achieving a CRT in the order of 10
ps [39]. To achieve this value, they proposed a variety of novel approaches that are
not based on standard scintillation detectors (see [40] for a comprehensive review).
A CRT of 10 ps has been proposed because such a value would enable PET systems
to localize the annihilation position along the LOR with an uncertainty in the order
of ∼1.5 mm, a dimension smaller or comparable to the voxel dimension used in
image reconstruction in clinical PET. Therefore, the measurement would no longer
consist of projections of the activity distribution but would be a list of 3D points
of annihilation, which could be directly assigned to the image voxels. Therefore,
a tomographic reconstruction from projections would not be needed anymore and,
if no scatter and attenuation corrections were considered, a single back-projection
step would be sufficient to reconstruct the images taking into account the system
sensitivity. In any case, image reconstruction would still be required to obtain
a reliable, quantitative estimation of the activity, since it would be necessary to
perform scatter and random corrections. Moreover, advanced image reconstruction
techniques could improve the image resolution by including the detector PSF and
could also be used to directly estimate the attenuation map [40].

1.3. Gamma-ray detectors for PET
1.3.1. Detector requirements
As discussed in the previous sections, there are many factors that influence image
resolution and noise in PET imaging. Some of these factors are directly dependent
on the characteristics and the performance of the detectors employed to build PET
scanners. The main detector features that have to be considered when a scanner
is designed are:

• detector sensitivity (𝜖), i.e. the probability to (correctly) detect an annihilation
photon impinging on the detector surface;

• detector spatial resolution (eventually including the DOI estimation capabil-
ity), i.e. the detector capability to correctly estimate the 2D (or 3D) points of
first interaction of gamma-rays;

• coincidence resolving time (CRT), i.e. the uncertainty with which a couple of
detectors can resolve the difference in time of interaction of two gamma rays
in a coincidence event;
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• energy resolution, i.e. the detector precision in measuring the gamma-ray
energies.

Other detector characteristics that have to be taken into account are maximum
count-rate and dead-time behavior, insensitivity to magnetic fields (in case of inte-
grated PET/MR scanners), temperature of operation, overall power consumption,
computational/memory requirements for data acquisition and data processing. Be-
sides these technical features, other important characteristics are detector robust-
ness and reliability, easiness of production/calibration/operation, and, of course,
cost.

Since in different scanners each detector property has a different influence on
the final quality of the images, different tradeoffs have to be made depending on
the application. For example, in whole-body clinical PET the detectors are required
to have excellent sensitivity, excellent CRT, good spatial resolution and good energy
resolution.

High sensitivity 𝜖 is the foremost requirement since statistical noise is currently
one of the most significant limiting factors for this application (see section 1.2.4.4).
Therefore, to maximize the number of detected events is vital in order to improve
the image SNR, also considering that the true coincidence count rate scales with
𝜖2.

Excellent timing resolution is also very important since it enables PET scanners
to reduce the width of the coincidence window and therefore the number of random
events; moreover, good CRT also significantly reduces the image noise if it enables
scanners to use the TOF technique (see section 1.2.5).

The requirements on the detector spatial resolution are, instead, not too de-
manding since a spatial resolution in the order of 2-3 mm in the plane perpendicular
to the radial direction of the scanner (x-y spatial resolution) is usually considered
the lowest limit that is necessary to target for clinical PET detectors. In fact, any
further improvement in spatial resolution would yield a limited gain because of the
influence of many other unavoidable limiting factors such as positron range, photon
acollinearity, and the minimum dimension of the image voxel, which cannot be in-
definitely reduced for statistical reasons. However, detectors that could provide DOI
information would be a very useful improvement in clinical PET scanners, since they
would enable PET systems to improve the spatial resolution in the external regions
of the FOV and to provide a more homogeneous response throughout the whole
imaged area. Finally, an energy resolution of or below 12% is usually considered
adequate, since most of the times the width of the energy window is determined
not by the energy resolution but by sensitivity requirements (see sections 1.2.4.2
and 1.2.4.4).

For comparison, in small-animal PET systems usually the detector requirements
are quite different compared to clinical systems, due to the very different geomet-
rical dimensions and constraints of the scanners. For this application, the foremost
requirement is an excellent x-y spatial resolution, even in the order of 0.5 mm
for some small-bore scanners, and possibly DOI estimation. Timing resolution, in-
stead, is usually not required to be excellent, since TOF technique cannot be used
for small-FOV systems (a CRT in the order of few tens of ps would be needed to
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profitably use TOF information). An energy resolution ≤20-25 % is usually consid-
ered adequate, since few Compton scatters are expected in small imaged objects
and therefore energy windows are usually very wide, in order to acquire also the
photons scattered in the detectors. Finally, also the detector sensitivity can be re-
duced compared to clinical scanners, if this yields an improvement in the spatial
resolution. A lower detector sensitivity can be usually compensated for by covering
a wider solid angle with the PET scanner, which for small-radius systems can be
done with a limited increase in the total cost.

1.3.2. Scintillation detectors: working principles and main com-
ponents

Practically, all PET detectors employed in research and in commercial scanners are
scintillation detectors based on inorganic scintillation crystals read out by fast pho-
tosensors. Scintillation crystals are particular crystals having the property to convert
the energy deposited by ionizing radiation interacting with them into a number N of
(near-)visible photons, proportional to the absorbed energy. Therefore, by measur-
ing the light emitted by a scintillation crystal it is possible to detect the interaction
of gamma rays and to estimate their energy and time of interaction.

In PET applications, these crystals are usually read out by fast photodetectors
with internal gain such as photomultiplier tubes (PMTs) and silicon photomultipliers
(SiPMs). These sensors can convert the weak light signals produced by scintillation
crystals (in the order of thousands of photons are typically emitted) into usable
current pulses without introducing substantial noise in the signal.

In a standard scintillation detector, the crystal is usually coupled to the photo-
sensor by means of a transparent glue or grease, which has an index of refraction
that facilitates the transmission of the light from the crystal towards the photosen-
sor. Tipically, the crystal is also wrapped with reflective material (either specular or
diffusive) that reflects back the light impinging on the crystal surfaces not coupled
to the photosensor and maximizes the light collected by the photosensor.

Besides inorganic scintillation detectors, several other detector technologies
have been proposed for PET applications and have been investigated by means
of simulations or with experimental measurements. These technologies compre-
hend organic scintillation detectors [41, 42], semiconductor detectors [43], resistive
plate chambers (RPCs, i.e. fast gaseous detectors) [44, 45], scintillation detectors
based on liquid Xenon [46] and pure Cherenkov detectors [47, 48]. Currently, none
of these technologies has demonstrated to be able to provide better system per-
formance compared to inorganic scintillation detectors; however, research is still
ongoing and some of them could demonstrate some advantages, for example in
specific dedicated PET systems.

A hybrid approach has also been recently proposed, which is based on inorganic
scintillation detectors that also use the Cherenkov signal produced by the interac-
tion of gamma rays inside the crystals in order improve the timing resolution [49].
This topic is currently an active field of research and initial calculations predicted
that this approach might make possible to develop new innovative detectors with
excellent TOF capabilities (≤50 ps) based on crystals (e.g. BGO) that do not have
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fast scintillation properties [39, 50, 51]. Despite more recent calculations showed
that these predictions might be too optimistic [52], several experimental works
demonstrated that indeed Cherenkov emission can improve timing performance of
BGO crystals [53–56]. The hybrid Cherenkov/scintillation approach might therefore
be a viable approach to obtain cost-effective TOF-PET detectors based on relatively
inexpensive materials like BGO.

1.3.2.1. Scintillation crystals for PET applications
As briefly described in the previous section 1.3.2, inorganic scintillation crystals are
particular types of crystals that can convert the energy released inside them by
ionizing radiation into a faint light signal. In practice, when gamma rays interact
with a scintillation crystal via a photoelectric or a Compton interaction, they trans-
fer all or part of their energy to an electron. This resulting high-energy electron
ionizes the crystal creating electron-hole pairs that, in turn, transfer the deposited
energy to luminescent centers. These centers are particular sites of the crystal lat-
tice characterized by energy levels whose de-excitation results in the emission of a
(near-)visible photon. The final result of the process is the emission of a number
N of low energy photons, N being (roughly) proportional to the deposited energy
E. The wavelength of these photons is usually in the range between 350 nm and
600-700 nm, depending on the scintillation materials, even if higher or lower wave-
lengths are also possible.

Usually, the time profile of the light signal emitted by a scintillation crystal can be
modeled as the convolution of two exponential functions representing the energy
transfer mechanism (rising edge of the signal, defined by the rise time constant
𝜏𝑟) and the radiative decay (defined by the decay time constant 𝜏𝑑). However,
many crystals show two or more exponential components both for the rise and the
decay part of the signal, each of them determined by different energy-transfer or
radiative-emission mechanisms [51].

The most important properties which have to be considered when choosing an
inorganic scintillator for PET applications are:

• Light yield (LY), i.e. the number of photons emitted per unit of absorbed
energy: LY is usually measured in photons/MeV and can range from a few
hundred photons/MeV up to ∼105 photons/MeV;

• Energy linearity, i.e. how constant is the LY depending on the amount of
energy deposited in a single point of the crystal;

• Intrinsic energy resolution, i.e. the best energy resolution that can be achieved
for 511 keV photons (which is determined by the LY and the linearity of the
crystal);

• Density and effective atomic number (𝑍𝑒𝑓𝑓), which determine the stopping
power of the material for annihilation photons and the photoelectric interac-
tion probability;

• Rise (𝜏𝑟) and decay (𝜏𝑑) time(s) of the scintillation pulse;
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• Emission spectrum, i.e. the wavelength distribution at which the scintillation
photons are emitted;

• Absorption spectrum, i.e. the wavelengths that are absorbed by the crys-
tal, which might determine a partial self-absorption of the light signal if the
emission and absorption spectra significantly overlap;

• Practical aspects, such as hygroscopy, easiness of production in large dimen-
sions and large quantities, cost, etc.

As discussed in section 1.3.1, PET detectors for clinical applications should have
high sensitivity, fast CRT, good spatial resolution and good energy resolution.

In order to achieve high sensitivity the crystals should have an high gamma-
photon detection efficiency, which is determined by their density, effective atomic
number and total thickness. Spatial resolution, CRT and energy resolution usually
deteriorate for thicker crystals, since on average photons undergo a larger number
of reflections before being detected by the photo-sensor. This introduces a larger
variance on their time of arrival on the photo-sensors and also on their number,
due to inefficiencies in the reflection process. For this reason, scintillators with high
density and high 𝑍𝑒𝑓𝑓 are usually preferred for PET applications, since they allow
detectors to achieve higher efficiency with thinner crystals.

An additional advantage of high-density and high-𝑍𝑒𝑓𝑓 scintillators is that they
have an higher photoelectric-interaction probability and an higher stopping power
for photons that underwent Compton scattering inside the crystals. Thanks to this
property, the gamma-ray energy is (on average) deposited in a smaller volume,
further improving the spatial resolution and detection efficiency.

Besides high density and 𝑍𝑒𝑓𝑓, crystals used in PET applications should also
have high LY, since this characteristic usually improves the spatial resolution and
the energy resolution, the latter of which is also strongly dependent on the energy
linearity. High LY is also a key parameter to obtain fast timing, alongside with fast
rise and decay time, as demonstrated in [57].

In Table 1.3, a brief list of some scintillation materials that are used or are
considered for medical applications is reported. In first PET scanners, NaI used
to be the most commonly used scintillator, thanks to its high light yield, low cost,
and easiness of production. However, due to its relatively low density, this material
is sub-optimal for high-energy gamma detection. When denser scintillators were
developed, BGO became the standard material for commercial scanners thanks to
its higher stopping power and photoelectric interaction probability. However, its
relatively low light yield and especially its rather long decay time make it unsuitable
for TOF applications. Currently, the most commonly used materials in PET scanners
are lutetium-based scintillators (LSO, LYSO, LFS), since they can combine a rather
high density, high light yield and fast rise and decay time.

For interested readers, updated reviews of the trends and advances in inorganic
scintillators, also for medical applications, can be found in [58] and [59].
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1.3.2.2. Photosensors for PET applications
Besides scintillation crystals, PET detector performance is also strongly influenced
by the characteristics of photodetectors used to read out the scintillation light. One
of the most important photodetector properties that has to be optimized for PET
applications is the photon detection efficiency (PDE), i.e. the probability that a
photon impinging on the sensor surface is converted into a measureable electric
signal. The main factors that contribute to the sensor PDE are the geometrical
efficiency, i.e. the ratio between the active area of the photosensor and its total
area, the optical efficiency, i.e. the probability that a photon impinging on the
active area of the sensors surface is transmitted to the active volume, and finally
the internal quantum efficiency (QE), i.e. the probability that a photon absorbed
in the active volume gives rise to a detectable electric signal. It has to be noted
that optical efficiency and QE depend on the photon wavelength, thus photosensors
have variable PDE for photons of different energies in the (near) visible spectrum.
It is therefore important to optimize photosensor characteristics so that their PDE
is maximized for the emission spectrum of the chosen scintillation crystal.

Besides high PDE, photosensors should also have a fast timing response in order
to best use the timing information contained in the scintillation photons. Usually
the timing performance of a photodetector is characterized by the so-called sin-
gle photon timing resolution (SPTR), which describes the photosensor accuracy in
measuring the time of arrival of a single photon.

Considering that usually only few thousand photons are detected for each scin-
tillation event, the corresponding charge that would be created in a photosensor
without internal gain (i.e. in which a single electron is created for each detected
scintillation photon) is in the order of about 0.1-1 fC. To measure this small amount
of charge and its time of arrival with high accuracy would pose extreme require-
ments on the readout electronics, since usually it is difficult to minimize the elec-
tronic noise in fast readout electronics. For this reason, high internal gain (>105)
is usually desirable in photosensors for PET applications, in order to minimize the
influence of electronic noise on the measurement of the intensity and the time of
arrival of the light signal.

Finally, other important characteristics for photon detectors are ruggedness,
cost, easiness of operation (e.g. necessity of high voltage or temperature stabiliza-
tion), number of readout channels and, in case of integrated PET/MRI, insensitivity
to magnetic fields.

Originally, the most used photosensors for PET applications were photomultipli-
ers tubes (PMTs), first introduced in the 1930’s [62]. These sensors are composed
by a transparent entrance window covered with a photo-emissive substance, called
photo-cathode, and a series of metal electrodes, called dynodes, that are contained
into an evacuated body and are biased using a voltage divider. The photo-emissive
substance has the property to emit an electron when a (near-)visible photon inter-
acts with it. The emitted electron is then accelerated by the electric field created
between the photo-cathode and the metal electrodes and is focused on the first
dynode. The kinetic energy gained by the electron determines the extraction from
the first dynode of a number of secondary electrodes (∼10), which are then ac-
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celerated towards the following dynodes and are further multiplied until they are
collected on the last electrode, called anode.

PMTs usually can achieve a gain ≥106 and a PDE in the order of 20-30% for
the wavelength of maximum sensitivity. Timing properties of PMTs usually depend
on the dimension of the sensitive area and on the dynode structure: typical SPTR
values are in the order of 0.2-1 ns.

An evolution of standard PMTs are the position-sensitive PMTs (PS-PMTs), which
have different series of dynodes positioned in a grid so that each series separately
multiply electron extracted from different positions on the photocathode. This struc-
ture makes it possible to reduce the spread in the electron transit time, improving
timing performance, and to obtain information on the spatial distribution of the light
signal.

Some of the major disadvantages of PMTs and PS-PMTs for PET applications are
their bulky dimensions, the high voltage (> 1 kV) required to operate them, their
limited PDE, which cannot be higher than 35-40%, and their extreme sensitivity to
magnetic fields, which makes them unsuitable for integrated PET-MRI.

Another type of photosensor based on a concept similar to standard PMTs is the
micro-channel plate PMT (MCP-PMT), in which the metal dynodes are substituted
with a 2D array of glass micro channels [63, 64]. These glass channels are only
few microns wide, are polarized with a potential difference across their extremities
and act as continuous dynodes along their entire length. In practice, electrons pro-
duced by a photocatode are first accelerated towards the micro-channels and then
multiplied inside these structures by multiple interactions with the channel walls
(which act as secondary electron emitter) while they move towards the exit of the
channels. The major advantages of MCP-PMTs compared to standard PMTs are their
excellent timing properties (SPTR ≤ 100 ps) combined with the possibility to obtain
spatial information if the readout anode below the micro-channels is segmented.
However, their relatively high cost has limited their application in commercial PET
systems.

A different class of photosensors used in PET applications are solid-state silicon
photosensors with internal multiplication. The simplest type are avalanche pho-
todiodes (APDs), which are reverse biased photodiodes with internal, proportional
multiplication. The multiplication is obtained by designing the internal structure
of APDs so that at high reverse bias voltages (300-400 V) a depleted region with
high-intensity electric field is created. In this region, the charge carriers created
by the interaction of scintillation photons in silicon are multiplied by means of the
impact ionization mechanism and a gain in the order of 102-103 is obtained.

APDs can achieve a very high QE (even in the order of 80%), are virtually in-
sensitive to magnetic fields, and are much more compact and rugged than PMTs.
However, their low gain poses higher requirements on the readout electronics com-
pared to PMTs and usually determines a lower signal-to-noise ratio for the scintil-
lation signals. This characteristic, in combination with their high capacity, leads
also to worse timing resolution compared to optimized PMTs. Moreover, the gain
of APDs has a strong dependence on the operating temperature and APDs suffer
of a much larger noise compared to PMTs, due to the dark current generated in
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silicon by thermal excitation of charge carriers. These issues can be mitigated by
cooling the sensor, finely stabilizing the temperature and designing compensation
mechanisms that maintain a constant gain by adjusting the bias voltage. However,
these requirements add up to the complexity of the system and make APDs more
difficult to be operated compared to PMTs.

Due to their poor timing resolution and the difficulty to operate them, APDs have
never found widespread application in PET systems. In the past they have been
used only in few small animal scanners [65], which benefit from their compactness,
and also in the first integrated clinical PET-MR scanner [10], which used APDs be-
cause they were the only photosensors that could be operated in a strong magnetic
field at the time.

A different type of silicon photosensor with internal multiplications is the silicon
photomultiplier (SiPM) (Figure 1.8), also called solid state photomultiplier (SSPM) or
multi pixel photon counter (MPPC), which has been introduced at the beginning of
2000s [66, 67]. SiPMs are large arrays of single photon avalanche diodes (SPADs,
also referred to as Geiger-mode avalanche photodiodes, GM-APDs), i.e. small APDs
specifically designed to be operated above their breakdown voltage, whose dimen-
sion is usually comprised between 10 𝜇m and 100 𝜇m. In such a meta-stable
condition, when a carrier is generated into the depleted region by a (near-)visible
photon and drifts into the high-electric-field region, it triggers a divergent multi-
plication which becomes self-sustaining and spreads across the whole diode. This
discharge is then quenched by an integrated external circuit, which can either be
passive (a quenching resistor) or active (a transistor that actively quenches and
resets the SPAD). The amount of charge generated in an avalanche is constant
and independent of the number of initial carriers; therefore, to have a quantitative
measurement of the number of photons hitting an SiPM, the light signal has to be
spread on many micro-cells so that on average less than one photon is hitting a
single SPAD. In such a condition, the number of firing micro-cells is proportional to
the intensity of the light signal.

Two different types of SiPMs are currently used in medical imaging applications,
analog SiPMs and digital SiPM. Analog SiPMs are arrays of passively quenched SPADs
connected in parallel to a common output: such devices provide as output a current
signal whose total amount of charge is proportional to the number of firing micro-
cells. Digital SiPMs, instead, are arrays of actively quenched SPADs, which usually
have an integrated circuitry that can count the number of triggered cells and outputs
this value as a digital signal. A complete discussion on the working principle and
the characteristics of analog and digital SiPMs is outside the scope of this thesis;
however, interested readers can find updated reviews of analog and digital SiPMs
technologies in [68, 69] and in [70], respectively.

SiPMs can achieve a high peak PDE (even higher than 60%), can be operated
using low bias voltage (≤50 V), and they can be used to produce segmented arrays
with different pixel dimensions (1-5 mm pitch). Single SPADs can achieve SPTRs in
the order of 20-30 ps and even with large area SiPMs (3 mm × 3 mm) SPTRs < 100
ps can be obtained [71]. Similarly to APDs, SiPMs are also compact, rugged and
insensitive to magnetic fields. Analog SiPMs are characterized by very high gain
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Figure 1.8: Picture of different SiPM arrays produced by Fondazione Bruno Kessler (FBK).

(∼105-106), whereas digital SiPMs have integrated readout electronics to count the
number of fired cells and acquire time stamps. Thanks to these favorable charac-
teristics, analog or digital SiPMs are currently employed in the high-end clinical PET
scanners of essentially all commercial manufacturers at the time of writing.

1.3.3. Detector architectures
Different scintillation detector architectures have been developed and used over
the last decades to build research and commercial PET systems [4]. The first PET
scanners employed single, wide scintillation crystals (∼ 5 cm wide) one-to-one cou-
pled to single PMTs [72, 73]. These detectors had limited spatial resolution and
efficiency and therefore, in the first large-area scanners, they were substituted by
optimized versions of the gamma camera (Figure 1.9) developed by Hal Anger for
SPECT applications [74]. In particular, thicker crystals were introduced to increase
the efficiency for 511 keV photons. The Anger camera is a detector composed of
a single, wide slab of scintillator (e.g. NaI) read out by an array of PMTs, in which
the position of interaction is estimated by using a weighted centroid algorithm.

In the following developments, the unsegmented scintillators used in gamma
cameras were substituted by segmented blocks, partially or completely subdivided
into smaller pixels. In these detectors, the position would still be decoded by an
array of photosensors using light-sharing techniques and weighted centroid algo-
rithms. Segmented scintillators were introduced in order to confine the light into
relatively small crystal elements, so that the spread of the light on the photosensors
could be controlled also with thicker crystals, allowing detectors to achieve higher
sensitivity without deteriorating the spatial resolution. One of the most successful
architectures based on this concept was the so-called block detector [75] (Figure
1.9): this detector is based on a single block of BGO in which partial cuts of different
depths are introduced in the crystal and in the light guide in order to control the
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Scintillation crystal 

Array of single-
channel PMTs 

Glass light guide 

Array of single-
channel PMTs 

Scintillation crystal segmented 
in individual pseudo-crystals 

Figure 1.9: Schematic drawing of a gamma or Anger camera (left) and of a block detector (right) for
PET applications.

light spread on an array of 4 PMTs. These pixelated detectors allowed to achieve a
spatial resolution in the order of 5-10 mm, depending on the segmentation of the
crystals and the module architecture.

Current PET detectors are basically the evolution of these two different detector
architectures, one based on unsegmented (or monolithic) crystals and the other
one on pixelated crystal matrixes. In both cases, modern detectors benefit from
the progresses made in the field of scintillating materials and of photosensors tech-
nologies. In the following sections, a more detailed description of the advantages,
the limitations and the possible developments of detectors based on pixelated or
unsegmented crystals are reported. For interested readers, an excellent historical
review on the developments of PET detectors and PET systems can be found in [76].
A very complete review of the state of the art in PET instrumentation can instead
be found in [77], together with a thorough discussion of the possible developments
that could impact the field.

1.3.3.1. Pixelated detectors
Pixelated detectors are usually built coupling an array of crystals with high aspect
ratio, optically isolated by a reflecting material, to an array of photosensors via a
thin light guide (Figure 1.10, left). The pixelated photosensor, usually an array of
SiPMs, an array of PMTs, or a PS-PMT, is often composed of elements with wider
pitch compared to the crystal array and the position decoding is usually performed
using a weighted centroid algorithm and a look-up table (LUT).

An alternative architecture for pixelated detectors is based on a one-to-one cou-
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Array of SiPMs 

Light guide 

Array of SiPMs 

Scintillation 
crystal array 
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Figure 1.10: Schematic drawing of two differet pixelated-detector architectures. On the left side, the
crystal array is coupled to the SiPM array through a thin light guide: the scintillation light coming from a
single crystal is shared among different SiPM pixels and position decoding is performed using a weighted
centroid algorithm. On the right side, the scintillation crystals are 1:1 coupled with the SiPM pixels and
therefore the whole light coming from a single crystal is read out by a single photosensor channel.
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pling scheme (Figure 1.10, right) in which each separate crystal pixel is directly cou-
pled to a single photodetector element. In this scheme, no positioning algorithm
is needed and the count rate can be maximized. Moreover, for detectors with the
same crystal dimensions, the one-to-one coupling technique is expected to have
better timing resolution than the light-sharing technique, since the light signal is
focused on a single sensor. However, the one-to-one coupling scheme requires
a larger number of readout channels, increasing the complexity and cost of the
detectors.

In both configurations, usually the time of interaction is estimated from the rising
edge of the photodetector signal(s) by using standard techniques such as leading
edge discrimination (LED) or constant fraction discrimination (CFD), which require
low processing resources.

Currently, all detectors used in state-of-the-art commercial clinical PET scanners
are based on pixelated detectors read out by SiPMs arrays. These detectors typically
have a crystal pitch of 3-4 mm and a crystal thickness of ∼ 20-25 mm, do not provide
DOI estimation, have an energy resolution of 10-12% FWHM and achieve a CRT in
the range of 200-400 ps FWHM (see section 1.3.4).

Pixelated detectors are also common in pre-clinical and high-resolution systems:
in these applications they usually have a pitch of ∼1-2 mm, a thickness of ∼10 mm,
an energy resolution ∼15-20%, and do not provide TOF information. Some of those
systems are also able to provide DOI information (e.g. the dedicated brain scanner
ECAT HRRT [78]), even if in most of pre-clinical scanners thin crystals are used
(∼10 mm) in order to reduce the parallax error, at the expense of some sensitivity.

Focusing on detectors for clinical applications, at present most research effort
is focused on developing detectors with better timing performance and with DOI
capability, preserving or slightly improving the current spatial resolution.

As regards timing, the most recent improvements of the single detector com-
ponents (scintillation crystals, photosensors and readout electronics) are pushing
the limits that can be obtained with a standard detector architecture. As a result,
outstanding CRTs of ∼60 ps for small crystals (2 mm × 2 mm × 3 mm) and of ∼100
ps for thicker crystals (2 mm × 2 mm × 20 mm) have been recently presented [55],
thanks to the most recent advances in SiPM technologies and to optimized read-
out electronics. Besides these developments, other research group are also trying
to improve the time estimation techniques by using statistical methods, showing
promising results [79, 80].

All these developments will probably make it possible to obtain incremental im-
provements in timing performance of future scanners. However, it will be difficult
to achieve exactly the same results in real detector modules and complete scan-
ners, since in crystal matrixes it is usually difficult to obtain the same light collection
efficiency as with single crystals, which are usually coupled to larger photosensors.
Moreover, most of the techniques used in these developments require the use of
front-end electronics with high power consumption and/or to digitize the complete
sensor waveforms with high sampling rate, both of which cannot be easily imple-
mented in systems with thousands of channels.

Another approach to improve the timing performance of pixelated detector con-
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sists in using a double-sided readout scheme to read out the scintillator array: this
architecture makes it possible to obtain a faster and more efficient extraction of
the light from both the sides of the crystals and provides the possibility to obtain
multiple timestamps [81, 82]. An additional advantage of this method is that it
can also provide DOI information. However, also this techniques presents relevant
practical difficulties to be implemented in real scanners, due to the additional costs
and complexity determined by the double number of sensors and readout channels
and to the mechanical challenges for integrating the photodetectors in the inner
part of the scanner bore.

As regards the spatial resolution and the DOI capability, many prototype pixe-
lated detectors with superior performance compared to the current state-of-the-art
detectors used in clinical PETs have been presented in literature. For example, sev-
eral research groups presented pixelated detectors based on small pixels, having
dimensions around 2 mm, and thickness suitable for clinical applications [83–85].

Numerous detector designs have also been proposed to obtain DOI information.
The most commonly proposed architectures are based on stacking different layers
of crystals one on top of each other, optically coupling them and reading them
out with a single pixelated photosensor at the bottom of the stack. In phoswich
detectors, different scintillation material with different physical properties (such as
decay time or light yield) are used in the different layers and DOI estimation is
achieved by discriminating the pulse shape produced by the different layers with
the readout electronics [86, 87]. In other architectures, mostly used in pre-clinical
or high resolution scanners, the crystal arrays are stacked in shifted positions and
with different reflector arrangements. These configurations determine that each
pixel in each layer produces a unique light distribution on the photosensor, making
it possible to identify them using center-of-gravity (COG) positioning algorithms
[88, 89].

Other DOI techniques are based on single-layer crystal arrays in which reflectors
and light guides are used to modulate the amount of light shared among different
crystals as a function of the depth of interaction. For example, in the detector
presented in [84] the reflector between the crystals has a triangular shape that
modulates the light sharing between them as a function of the DOI, encoding the
DOI in the width of the registered light distribution. In the detector presented in
[90], instead, an array of depolished crystals is used, coupled on one side with an
SiPM array and on the other side with a glass light guide. In depolished crystals, the
amount of amount of light extracted from the two ends of the crystals is strongly
dependent on the DOI. Therefore, in this detector DOI is encoded in the amount
of light redirected and shared among multiple crystals by the light guide.

Another approach consists in using crystals partially coated by phosphor, which
absorbs and re-emits with a certain delay the scintillation light and therefore makes
it possible to estimate the DOI using pulse-shape discrimination [91, 92].

More complicated techniques that require two or more photosensor arrays have
also been proposed. These techniques range from previously mentioned double-
sided readout detectors [81, 82] to stacked layers of thin detectors [93] and com-
plicated 3D arrays of small crystals read out from many sides [94]. An extensive
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review of the different detectors developed for DOI estimation can be found in [95].
The major drawback to implementing high-resolution and especially DOI-capable

pixelated detectors for clinical applications is that most of the proposed architec-
tures require to use crystals with high aspect ratio and materials/readout schemes
which hamper a fast and efficient collection of the scintillation light. In thin and
long crystals, in crystal arrays composed of several layers and in detectors that use
light-sharing techniques, most of the photons have to undergo numerous reflec-
tions before they reach the photosensor. These tortuous paths introduce delays
and jitters in the time of arrival of the scintillation photons and reduce the overall
light collection efficiency.

For these reasons, most of the techniques described above result in a serious
degradation of the energy resolution and, more importantly, of the timing perfor-
mance of the detectors. This can be an acceptable trade-off in pre-clinical scanners
and high resolutions scanner, which do not exploit TOF; however, it is undesirable in
clinical scanners, whose performance is often limited by statistical noise and greatly
rely on TOF to improve image quality.

Therefore, pixelated detectors seem to be inherently limited in achieving at the
same time excellent timing resolution, good spatial resolution, DOI capability, and
good energy resolution. Most technologies able to obtain this necessitate using
more than one photosensor per crystal, which is difficult to implement in clinical
scanners.

1.3.3.2. Monolithic detectors
Monolithic detectors are detectors based on unsegmented scintillation crystals and
segmented photosensors (Figure 1.11). In these detectors, the position of inter-
action is estimated from the light distribution determined by a scintillation event,
i.e. the intensity of the light signals acquired by each pixel of the photosensor. A
simplified illustration of the working principle of these detectors is shown in Fig-
ure 1.12: if the interaction points shifts laterally from one side of the crystal to
the other side, the peak of the light distribution is expected to shift accordingly,
with the highest intensity measured on the photosensor pixels which are closer to
the interaction point. Similarly, if the interaction point changes depth, the light
distribution is expected to change width, resulting in a narrower light distribution
when the interaction is closer to the photosensor and a wider light distribution when
the interaction is further from it. It should be emphasized that real light distribu-
tions are strongly influenced by reflections on the faces of the crystal not coupled
with the photosensor. Moreover, they suffer from noise due to photon statistics,
photosensor noise and discrete sampling on (relatively wide) photosensor pixels.
Because of these reasons, position estimation in monolithic detectors is a complex
task and position-estimation algorithms play an important role in determining the
performance of a detectors.

Many different methods have been proposed to estimate the position of in-
teraction of gamma rays inside monolithic detectors, which are either based on
analytical algorithms, on statistical algorithms or on algorithms based on machine
learning techniques. Analytical algorithms range from the simple center-of-gravity
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Figure 1.11: Schematic drawing of a monolithic scintillator detector.

Figure 1.12: Simplified illustration of the working principle of monolithic scintillator detectors: if the
position of interaction shifts laterally, the peak of the light distribution is expected to shift accordingly
(top row); if the interaction point changes depth, the light distribution is expected to change width,
resulting in a narrower light distribution when the interaction is closer to the photosensor.
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(COG) method, used in standard gamma cameras, to more complex algorithms,
which for example model expected light distributions as a function of the 3D po-
sition of interaction, considering geometrical efficiencies of the photosensor pixels
and reflections on the crystal edges [96, 97].

Statistical algorithms and algorithms based on machine learning techniques,
instead, comprehend methods based on maximum likelihood (ML) estimation [98–
102], neural networks [103–106], support vector machines [107], k-nearest neigh-
bor (k-NN) algorithm [108, 109], self-organizing maps (SOMs) [110], gradient tree
boosting [111], and hybrid methods that combine some of the algorithms previously
mentioned [112, 113].

An advantage of monolithic crystals over finely pixelated crystals is that scintil-
lation photons usually undergo a lower number of reflections before reaching the
photosensor. This favors an efficient light collection, which in turn enables mono-
lithic detectors to achieve good timing performance and good energy resolution. Of
course, the light signal is spread over a larger surface, therefore low-noise photo-
sensors are needed to fully exploit this advantage. However, there are no intrinsic
limitations to obtain at the same time good timing performance, high spatial reso-
lution, DOI capability and good energy resolution. Actually, if photosensor used in
monolithic detectors can acquire more than one timestamp (e.g. one timestamp per
pixel), dedicated methods can also be used to improve the estimation of the time
of interaction by making use of the information contained in the light distribution,
in the estimated position of interaction and in the multiple time measurements. For
example, in [114] a statistical method for time-of-interaction estimation has been
proposed which can correct for DOI effects and for any jitter in the photosensor pixel
response, improving the performance that can be obtained with standard analytical
methods (e.g. an average of timestamps).

Considering the historical development of monolithic detectors, the gamma cam-
era proposed by Anger was the first detector which used this architecture [74].
Gamma cameras found wide utilization in early SPECT and also PET scanners: how-
ever, their performance could not keep up with the developments of the block de-
tectors and the pixelated detectors, which became the detectors of choice in PET
scanners during the 1980s. A remarkable development of the monolithic detector
technology was made possible only in more recent years thanks to the introduction
of finely segmented photosensors, such as PS-PMTs and arrays of solid-state light
sensors (APDs and SiPMs), which made it possible to obtain a better sampling of the
light distribution. Thanks to these improvements, since the beginning of the 2000s
monolithic detectors have been extensively considered as possible high-resolution
detectors for pre-clinical applications [103, 108, 115–119]. At the beginning of
2010s, monolithic scintillator detectors had already shown the capability to achieve
a spatial resolution in the order of 1 mm FWHM [120] in relatively thin crystals (∼10
mm), as well as timing resolutions below 200 ps [114].

These results have brought, in more recent years, to the development of several
pre-clinical scanners that show performance comparable to or even better than
the performance of pre-clinical scanners based on pixelated detectors [121–124].
However, most of these results have been obtained with relatively thin crystals
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(∼10 mm), which are not a viable option for clinical applications. At the beginning
of this research project, many problems on how to practically calibrate and operate
monolithic detectors were still open and there were no detector prototypes which
could combine all the requirements of PET clinical detectors, mainly a high sensitivity
combined with excellent CRT and good spatial resolution (with DOI estimation).

1.3.4. State-of-the-art commercial and research clinical PET
scanners

Main hardware characteristics and performance indicators of recent, state-of-the-
art whole-body clinical TOF-PET scanners produced by the most popular commercial
vendors are reported in Table 1.4. All of these scanners are built using pixelated
detectors based on L(Y)SO scintillator crystals coupled to SiPMs. These detectors
typically have a crystal pitch of 3-5 mm, a crystal thickness of ∼16/25 mm, employ
standard readout architectures (Anger logic or 1:1 coupling), and do not provide
DOI estimation.

All the scanners have an axial extension between 16 cm and 27 cm and a
transaxial dimension in between 72 cm and 79 cm, except the Signa PET/MR scan-
ner which has a smaller bore (∼62 cm) to fit inside the MR system, while the
uEXPLORE scanner has a much longer axial extent, as described in detail below.
These systems achieve a spatial resolution between 3.0 mm and 4.5 mm at the
center of the FOV, which degrades to 4-8 mm (in the radial direction) at 20 cm
off-center. They also provide CRTs in the range of 200-400 ps FWHM and energy
resolution in the order of 10-12%.

In research, much of the recent efforts in the field of whole-body PET scanners
are directed towards building clinical systems with extended axial length (>1 m), in
order to boost sensitivity of more than one order of magnitude compared to current
commercial scanners. This development would make it possible to improve current
image quality thanks to the much higher statistics or to obtain the same quality
with reduced dose to the patients or reduced acquisition times. More importantly,
such high sensitivity systems could open up completely new possibilities in clinical
applications of PET imaging and in the field of tracer kinetic studies [137].

The well-known collaboration which is focusing on this development is the EX-
PLORER consortium, which has already promoted the construction of two high-
sensitivity scanners based on different architectures. The first scanner is based on
the same technology of the Philips VEREOS PET/CT scanner and is basically assem-
bled stacking several scanner rings along the axial direction [138]. This scanner
features and axial FOV of 70 cm, which is planned to be further extended in future
up to 140 cm. Thanks to an improved cooling system, this scanner can also achieve
a CRT of 250/280 ps (depending on the total activity), which is slightly better than
the CRT obtained with the standard VEREOS systems.

The second scanner has been built from scratch and is based on pixelated de-
tectors having a crystal pitch of 2.85 mm, in order to be able to exploit the higher
sensitivity also to increase the image spatial resolution. This scanner features a
ring diameter of ∼79 cm, an axial FOV of 194 cm, achieves a CRT of ∼430 ps and
an energy resolution of ∼11.7% [131]. The scanner is built by the company United
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Imaging and is also commercially available.
Both of these scanners are currently operational [139, 140] and are already

showing the new research and clinical possibilities that such high-sensitivity systems
can open up.

Recently, other interesting research scanners have been proposed that focused
on developing new detectors to improve the system spatial resolution, either by
using small crystals [85] or by developing scanners with DOI capabilities [141].

Besides high-resolution and high-sensitivity whole-body scanners, many research
efforts are currently committed to developing new instrumentation and scanner ar-
chitectures for clinical systems dedicated to brain or breast imaging. These tasks
require to image with high resolution and high SNR well-defined anatomical regions
and would therefore benefit of dedicated solutions.

For brain imaging, for example, scanners with smaller radial dimensions that
cover only the patient’s head are the best option, since they can achieve a good
solid-angle coverage with reduced detector material and can reduce spatial-resolution
degradation due to photon acollinearity compared to large-radius scanner. In order
to achieve the best imaging performance, detectors optimized for these scanners
should have high sensitivity (∼20 mm L(Y)SO crystal thickness), high spatial reso-
lution (<2 mm), good DOI estimation capabilities (∼3-5 mm) and possibly excellent
timing resolution (<200 ps), so that TOF information can be exploited also in the
small FOV (∼20 cm) imaged by such systems.

Several scanners dedicated to brain imaging were developed since the beginning
of the 80s and the interest in this research field has significantly increased since
the beginning of the 2000s. In the last 15-20 years many different brain scanners
have been proposed and a thorough review of these devices can be found in [142].
The most well know-known of these systems is the ECAT HRRT [78, 143], the first
commercially-available brain scanner, whose performance are still competitive also
compared to the most recent whole-body PET scanners. Since there is a clear
advantage in having combined PET and MR information for brain imaging, several
efforts have also been made to develop systems which are compatible with MR
scanners [144]. More recently, new research systems based on non-cylindrical
scanners and on detectors with enhanced DOI capabilities have been proposed
[93, 145] and also the EXPLORER consortium developed a small-radius scanner
which might be used for human brain imaging [132]. However, to date none of the
proposed solution can combine all the requirements previously listed, leaving room
for further improvements in the field.

As regards breast imaging, dedicated PET systems are currently considered as
possible tools that could aid in the diagnosis, staging and treatment evaluation of
breast cancer, especially in some specific situations in which functional molecular
imaging could provide higher sensitivity and specificity compared to standard x-ray
mammograms [146, 147]. The challenges in breast imaging are similar to brain
imaging, since systems with high detection efficiency and high spatial resolution
are required also for this task. Additional geometrical challenges are posed in these
systems by the necessity to image close to the chest wall, being as much sensitive
as possible also to the tissues close to the chest. Different scanner geometries have
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been proposed, some based on parallel plate detectors with limited angle informa-
tion and others which are instead fully tomographic systems. An accurate review
of these systems can be found in [147]. Due to the limited angle coverage and the
non-circular shape of the scanners, these system could additionally benefit of DOI-
capable detectors and TOF estimation, in order to achieve high spatial resolution
and compensate for missing projection angles in image reconstruction.

1.4. Thesis research objectives
In the clinical practice, PET imaging is an invaluable tool for the diagnosis and
the management of oncological disease; new important applications are also under
development in the field of neurodegenerative disease. Furthermore, PET is widely
used in research both for pre-clinical and clinical studies, e.g. to investigate the
pharmacokinetics of new drugs or for developing new pharmaceuticals.

The diagnostic value of PET images crucially depends on how accurately the
distribution of the radiotracer inside the patient can be estimated, i.e. on the spatial
resolution, the contrast and the noise level of the reconstructed images. Besides
some physical limitations (e.g. positron range and photon acollinearity), the image
quality is fundamentally limited by the number of detected coincidence events, the
ratio between the true and the false (random and scattered) events used for image
reconstruction, and the accuracy in measuring the time and position of interaction
of (true) gamma photons inside the detectors. These limiting factors are largely
determined by the performance of the detectors used in the scanners, in particular
by their sensitivity and by their timing, energy and spatial resolution, the latter of
which comprises also the capability to estimate the DOI.

It is important to stress that PET scanners for different purposes are differently
influenced by the detector properties and therefore, for each application, a differ-
ent optimization of the detector architecture has to be performed. This has to be
carefully considered when a system is designed since, often, improvements in one
of the detector performance parameters negatively affects other ones. For exam-
ple, as discussed in section 1.3.3.1, many of the architectures that can provide
DOI estimation in pixelated detectors severely degrade light collection efficiency
and therefore degrade timing performance and energy resolution. Moreover, new
detector developments should not come at the expense of an excessive increase in
cost or complexity, since the technologies that are applied in real scanners have to
be affordable in price and practical as far as their calibration and their operation is
concerned.

The research conducted in the scope of this thesis is aimed at demonstrating that
monolithic scintillator detectors are a suitable alternative to pixelated detectors in
clinical PET systems, both in whole-body and in dedicated high-resolution scanners
(e.g. for brain and breast imaging). In whole-body clinical PET, detectors are
required to have excellent sensitivity, excellent CRT, good spatial resolution and
good energy resolution; moreover, they have to be relatively inexpensive and simple
in their construction and operation, since a large number of detectors has to be
assembled and operated in a full scanner. In dedicated high-resolution scanners,
instead, detectors are required to have an improved spatial resolution and, possibly,
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timing resolution compared to whole body scanners. These improvements could be
obtained even at the cost of some added price and complexity, since this additional
complexity can be cost-effective in such applications, especially considering that a
more limited number of detectors is used.

At the beginning of this project, which started in 2011 and 2012, monolithic
detectors had already demonstrated (often in separate studies) that they could
achieve good spatial resolution, that they could be used to estimate DOI, and that
they could obtain excellent CRTs. However, no one had demonstrated yet the
possibility to combine all these characteristics in a single detector with high sensi-
tivity. In this thesis, the possibility to develop such detectors for whole-body and
high-resolution clinical applications is explored. Furthermore, several improvements
aimed at making the calibration and operation of monolithic detectors more prac-
tical are investigated. A particular objective is to demonstrate the capabilities of
this technology not only at the single-detector level but also in a tomographic setup
that can demonstrate the potential of monolithic detectors in whole-body TOF-PET
systems.

1.5. Thesis outline
The research presented in this thesis, whose aims were outlined in section 1.4, is
organized as follows.

In Chapter 2, the experimental validation of a new calibration method for k-
nearest neighbor position estimation is presented. This method aims to speed up
the traditional procedure used to collect the reference dataset for the k-NN algo-
rithm, which requires to collect reference data on a fine 2D grid of reference position
using a narrow pencil beam (PB). The new method is based on fan-beam (FB) ir-
radiation and is demonstrated to provide the same positioning accuracy obtained
with the PB method, accelerating the calibration procedure of more than one order
of magnitude and making it possible to calibrate single detectors in just few hours
(and potentially in few minutes).

In Chapter 3, all the methods developed in our group to estimate the 3D position
of interaction, the time of interaction and the energy deposited inside monolithic
detectors are systematically reviewed and made more practical and consistent. In
particular, all the calibration procedures are modified so that only fan-beam irradi-
ations and flood irradiations are required for a full detector calibration. The k-NN
position-estimation method is also accelerated, reducing the computational bur-
den by more than two orders of magnitude. Finally, a new technique is presented
to allow the use of events in which some of the photosensor pixel values and/or
timestamps are missing (e.g. due to dead time), so as to further increase system
sensitivity. All these methods are then applied to a large monolithic detector, based
on a 32 mm × 32 mm × 22 mm LYSO crystal and a DPC digital SiPM array in back-
side readout (BSR) configuration, which is developed for clinical whole-body PET
applications.

In Chapter 4, the same calibration and characterization methods presented in
Chapter 3 are applied to an ultra-high performance monolithic detector, which is
developed for possible applications in high-resolution PET scanners, such as pedi-
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atric scanners and dedicated brain or breast scanner. This detector is also based on
a monolithic 32 mm × 32 mm × 22 mm LYSO crystal, this time read out using two
DPC digital SiPM arrays on the front and back surface, in the so-called dual-sided
readout (DSR) configuration.

In Chapter 5, the detector architecture presented in Chapter 3 is used to as-
semble two detector modules, each one composed by 2 × 2 detectors. These
modules are employed in a tomographic setup to demonstrate the performance of
such monolithic detectors in a real imaging system. In this work, we emulate a
whole-body clinical scanner having a bore diameter of 70 cm and we characterize
its CRT, its energy resolution and its spatial resolution with point sources and res-
olution phantoms, demonstrating an almost uniform spatial resolution throughout
the FOV thanks to the use of the DOI information.

Finally, Chapter 6 summarizes the most important findings achieved in the scope
of this thesis, discussing them in the context of the current status-of-the-art tech-
nologies for clinical PET. An outlook is also provided of the developments which are
still needed in the monolithic detectors technology to make it a viable option for
commercial clinical systems.
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Abstract - Monolithic scintillator detectors can achieve excellent spatial reso-
lution and coincidence resolving time. However, their practical use for positron
emission tomography (PET) and other applications in the medical imaging
field is still limited due to drawbacks of the different methods used to es-
timate the position of interaction. Common statistical methods for example
require the collection of an extensive dataset of reference events with a nar-
row pencil beam aimed at a fine grid of reference positions. Such procedures
are time consuming and not straightforwardly implemented in systems com-
posed of many detectors. Here, we experimentally demonstrate for the first
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time a new calibration procedure for k-nearest neighbor (k-NN) position esti-
mation that utilizes reference data acquired with a fan beam. The procedure
is tested on two detectors consisting of 16 mm × 16 mm × 10 mm and 16
mm × 16 mm × 20 mm monolithic, Ca-codoped LSO:Ce crystals and digital
photon counter (DPC) arrays. For both detectors, the spatial resolution and
the bias obtained with the new method are found to be practically the same
as those obtained with the previously used method based on pencil-beam
irradiation, while the calibration time is reduced by a factor of ∼20. Specif-
ically, a FWHM of ∼1.1 mm and a FWTM of ∼2.7 mm were obtained using
the fan-beam method with the 10 mm crystal, whereas a FWHM of ∼1.5 mm
and a FWTM of ∼6 mm were achieved with the 20 mm crystal. Using a fan
beam made with a ∼4.5 MBq 22Na point-source and a tungsten slit collima-
tor with 0.5 mm aperture, the total measurement time needed to acquire the
reference dataset was ∼3 hours for the thinner crystal and ∼2 hours for the
thicker one.
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2.1. Introduction

G amma-ray detectors based on bright monolithic scintillation crystals such as
L(Y)SO:Ce(Ca) and LaBr3:Ce coupled to position-sensitive light sensors such as

multi-anode photomultipliers tubes (PMTs), arrays of avalanche photodiodes (APDs)
and silicon photomultipliers (SiPMs) are currently being investigated for several ap-
plications in the medical imaging field. Mainly, these detectors have been con-
sidered for small-animal positron emission tomography (PET) [1–5] and dedicated
PET systems [6]. However, monolithic crystals are also considered for clinical PET
[7] and Compton cameras for dose monitoring during hadron therapy treatments
[8]. Moreover, advances in gamma-ray detectors can be applied in single photon
emission computed tomography (SPECT) [9].

Monolithic scintillator detectors have already shown the capability to achieve
good spatial resolution and excellent timing resolution even with thick (∼15 mm
- 20 mm) crystals. For example, several research groups have obtained spatial
resolutions better than 2 mm FWHM in crystals with a thickness of 10 mm - 15
mm [10–12], while coincidence resolving times (CRT) well below 200 ps FWHM
have recently been achieved with 10 mm and 20 mm thick LSO:Ce(Ca) crystals
[13]. Moreover, monolithic scintillator detectors provide good energy resolution
[11, 14], show better sensitivity compared to high-resolution crystal matrices due
to the absence of dead space, and can estimate the depth of interaction (DOI)
from the shape of the light distribution [15–20]. In fact, the main advantage of
detectors based on continuous crystals is that they can provide all of these results
simultaneously, whereas detectors based on pixelated crystals typically require a
tradeoff between spatial resolution on the one hand and sensitivity, time resolution
and energy resolution on the other.

At present, the practical use of monolithic scintillator detectors is still hampered
by drawbacks of the different techniques used to estimate the position of interac-
tion, which can be broadly subdivided into two classes: parametric methods and
statistical methods. The first class comprehends the positioning algorithms based
on modelling of the relation between the 3D position of the light source inside the
crystal and the light distribution measured by the photosensor [17, 19]. The main
advantage of these methods is that they need little or no calibration data, since
they are based on geometrical and physical considerations. However, these mod-
els usually have difficulties in positioning events close to the edges of the crystals,
due to the truncation of the measured light distribution [17] and might not be robust
in case of non-ideal response of the detectors. Also, they require quite intensive
computational power, since for each unknown event a function with several fitting
parameters has to be minimized or maximized. Moreover, to our knowledge, they
have not yet been demonstrated for crystals thicker than 10 mm.

Common statistical methods include maximum likelihood (ML) positioning [16,
18], neural networks [21, 22], and the k-nearest neighbor (k-NN) method [2, 23].
These position estimation techniques are based on a thorough experimental char-
acterization of the detector response as a function of the gamma-photon incidence
position, which is usually performed by irradiating the detectors at precise positions
with a narrowly collimated pencil beam of annihilation photons. These methods
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take into account the non-ideal response of the individual detector as well as the
statistical properties of the signals, either incorporating them in a model (ML) or
finely sampling the possible response for the same class of events (k-NN and neural
networks). These methods can achieve excellent positioning performance. How-
ever, the complex and time demanding calibration procedures needed to acquire
a set of reference events still impose a significant drawback for their application.
Moreover, ML positioning and k-NN algorithms also require intense computational
power.

Recently, a new statistical position estimation approach based on self-organizing
maps (SOMs) was demonstrated by España et al. [9] in a 5 mm thick NaI(Tl) mono-
lithic scintillator detector for SPECT. This method employs reference events acquired
by flood irradiation and therefore requires a calibration measurement considerably
more practical than other approaches. However, this SOM technique has been
demonstrated only for estimating the 2D position of interaction of low-energy (141
keV) photons in thin crystals and thus has not yet been demonstrated for PET ap-
plications.

In this work, we focus on the k-NN method that is known to give good results
in monolithic scintillator PET detectors [11, 14, 24, 25]. An early implementation
of the k-NN method [2] made use of multiple reference datasets, each acquired
at a different angle of incidence on the detector. Although this approach had the
ability to estimate the entry point of the gamma-ray, thus avoiding parallax errors
resulting from depth of interaction (DOI) variations, the total number of reference
events required was very large.

More recently it was shown that the DOI in monolithic scintillators can be es-
timated directly based on the shape of the measured light distribution [20]. This
approach requires only perpendicular calibration events and thus makes it possible
to use a single perpendicular reference dataset both for training the DOI classifier
and for estimating the x-y position of interaction using the k-NN method. This DOI
estimation method thus removes the need to acquire reference events at multiple
angles of incidence and reduces the time needed for detector calibration substan-
tially.

Further acceleration of the k-NN approach was achieved by van Dam et al. [23],
who reported on a number of modified k-NN methods that required a significantly
smaller amount of reference data than the standard k-NN method while giving sim-
ilarly good results. However, the reference events were still collected with a narrow
pencil beam aimed at a fine grid of reference positions covering the entire crystal
surface. Implementation of this approach in a completely assembled clinical or pre-
clinical PET system is not straightforward. Similar pencil-beam calibration is also
used with ML methods and methods based on neural networks, which therefore
suffer from the same practicality problem.

van Dam et al. [23] therefore suggested, but did not experimentally test, a po-
tential approach to further speed up and facilitate the calibration process. They
described how an adaptation of the k-NN algorithm might enable the use of refer-
ence events acquired with a line source or a fan beam. Due to the higher count
rate obtained with a fan beam, the acquisition of calibration events could be much
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faster. In addition, it was foreseen that fan beams could be realized in a practical
way within clinical scanners, e.g. through electronic or mechanical collimation of
line sources.

Here, k-NN estimation of the position of interaction in monolithic scintillator de-
tectors utilizing reference data acquired with a fan beam is tested experimentally for
the first time. The spatial resolution obtained with this new approach is compared
to that obtained with pencil beams in order to determine if fan-beam irradiation can
be considered a valid option for the calibration of monolithic scintillators.

2.2. Material and methods
2.2.1. Experimental setup
2.2.1.1. Digital silicon photomultiplier array
The detectors used in this work were based on Digital Photon Counter (DPC) arrays
(version DPC-3200-44-22), a type of digital silicon photo-multiplier (dSiPM) array
developed by Philips Digital Photon Counting (PDPC). This array measures 32.6 mm
× 32.6 mm and consists of 4 × 4 autonomous sensors (dies), each divided into 2 ×
2 pixels. Each pixel comprises a total of 3200 microcells arranged into 64 columns
and 50 rows, grouped into 2 × 2 equal sub-pixels.

Each DPC microcell is composed of a single photon avalanche photodiode (SPAD)
and logic circuitry that actively quenches and recharges the SPAD after a discharge.
The circuitry is also used to read out the state of the SPAD and can enable or disable
it, giving the possibility to switch off the diodes that show an abnormally high dark
count rate (DCR). A more detailed description of the DPC array can be found in
[26, 27].

The acquisition sequence of a die is started by a trigger, whose threshold can
be set by the user. In this work, the trigger level MT=1 was used, i.e. a trigger is
generated every time that a single cell discharges on the die. Whenever a trigger
is generated, a time stamp is acquired and the die goes into the validation phase.
During this phase, the sensor waits for a user-selected time interval and then checks
if a higher threshold criterion, also selected by the user, is reached. In this work,
the validation interval was set to 20 ns. The validation threshold was set such that
the event is acquired if at least one pixel has at least one fired cell on each of its
sub-pixels (DPC threshold notation: ‘0x7F:AND’). If none of the pixels reaches the
validation criterion, the die undergoes to a fast recharge and reset, which takes
about 20 ns. If the die is validated, the acquisition sequence is completed. First,
the die waits for a user-defined integration time, which in this work was set to 165
ns. Afterwards, during the readout phase (680 ns), the number of fired cells is
counted row-by-row and the summed number of cells per pixel is acquired. Finally,
a recharge and reset sequence is performed. Therefore, when an event is acquired,
a die provides one time stamp as well as the number of fired cells on each of its
pixels.

Before the detectors were assembled, the DCR of the DPC arrays used in this
work was measured at the temperature used for the measurements (-25∘C). The
measurement was performed following the procedure described in [26] and was
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used to disable the noisiest 5% of the cells.

2.2.1.2. Monolithic scintillator detectors
Two monolithic scintillator detectors were tested in this work. These detectors were
assembled using Ca-codoped (0.2% in the melt) LSO:Ce crystals [28], which were
produced at the Scintillation Materials Research Center, University of Tennessee and
provided by Agile Engineering Inc. (Knoxville, TN, USA). The crystals had polished
surfaces, a base area of 16 mm × 16 mm and a thickness of 10 mm or 20 mm.

The scintillators were positioned on the four central dies of a DPC array (cov-
ering 4 × 4 pixels in total) and were optically coupled to the photosensor using a
transparent silicone material (Sylgard 527, Dow Corning). In both cases, the four
lateral faces of the crystal were covered with a specular reflector foil (Vikuiti ESR,
3M), whereas the top face was covered with Teflon tape. A coincidence detector
was assembled using the same procedure with a standard LSO:Ce crystal (Agile
Engineering Inc., Knoxville, TN, USA) having dimensions of 16 mm × 16 mm × 20
mm.

2.2.1.3. Measurement / irradiation setup
A paired-collimator system was designed in order to obtain the 511 keV annihilation-
photon beams needed to calibrate and test the detectors. This system is based on
a central tungsten housing that contains an encapsulated 22Na point-source (⌀ 0.5
mm, ∼4.5 MBq, IDB Holland BV), surrounded in each direction by at least 3 cm of
tungsten or lead (Figure 2.1, Figure 2.2). On one side of this housing, two different
80 mm long tungsten collimators can be mounted in order to define the beam used
to irradiate the detector under test. On the other side, two corresponding 70 mm
long lead collimators are used to reduce the count rate on the reference detector
and to minimize the chance of random coincidences.

The first tungsten collimator has a cylindrical aperture having a diameter of 0.5
mm and it is paired to a lead collimator which has a 3 mm diameter cylindrical
aperture (Figure 2.1). This set of collimators is used to create a narrow pencil
beam for which both the x and y positions of interaction of the gamma-photons in
the irradiated crystal are accurately known.

The second tungsten collimator has a rectangular aperture 0.5 mm wide and
∼35 mm long (Figure 2.2). Its paired lead collimator, instead, has a trapezoidal
aperture, which is 3 mm wide and ∼29 mm long on the side further from the
source.

This set of collimators is used to obtain a fan beam. Since the whole collimator
system can rotate by an angle of 90∘, the fan beam can be aligned perpendicularly
to the x or y axis of the detector under test (Figure 2.3). In this manner, the x or y
position of interaction of the gamma-photons in the crystal is known, while the fan
beam irradiates the crystal approximately uniformly in the other direction.

The detectors to be tested were fixed on two linear x-y stages with a range of
100 mm and a precision ≤10 𝜇m, driven by stepper-motors (Physics Instruments,
M-403.42S stages with C-663 controllers). These stages were used to move the
detectors in the plane perpendicular to the beam direction and to automatically
acquire the reference/test events in all required positions.
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Figure 2.1: Design of the collimator used to create a pencil beam having a diameter of 0.5 mm (all
dimensions in mm).
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Figure 2.2: Design of the collimator used to create the fan beam having a width of 0.5 mm (all dimensions
in mm).
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Figure 2.3: Illustration of the acquisition of the x-reference dataset with a fan beam. The narrow fan
beam is aligned perpendicularly to the x axis and moved in the small steps along the x direction. For
each x position a fixed number or event is acquired.

The setup was assembled inside a light-tight temperature chamber (Weiss WT
450/70). To reduce the DCR on the sensors, the ambient temperature was set
to -25 ∘C. In order to dissipate the heat produced by the dSiPMs during operation,
Peltier elements were coupled to the backsides of the sensors. The Peltier elements
were regulated by a PI (proportional-integral) feedback system keeping the detector
temperature stable within ∼0.1∘ C.

2.2.2. Data acquisition
Two different sets of events were acquired for each detector. The first set was
obtained by irradiating the entire front surface of the crystals with the pencil beam
at a grid of 64 × 64 reference positions, at a pitch of 0.25 mm. For each point,
250 events were registered for which all the dies below the crystal were acquired
and the full 511 keV energy was deposited. The energy selection was performed
by creating an energy spectrum of the events acquired on all the positions and
considering only the interactions comprised in the full width at tenth maximum
(FWTM) of the photo-peak.

The second set was obtained by irradiating the crystals with the fan beam. First,
the fan beam was aligned perpendicularly to the crystal x-axis and measurements
were acquired at a series of 64 reference positions spaced 0.25 mm apart along
the x-direction. At each position, 6400 full-energy, all-dies events were registered
in order to obtain a first subset, hereafter referred as the x-subset. Subsequently,
the fan beam was rotated by 90∘ and the y-subset was acquired using a similar
procedure.

The light distributions of the events acquired with both of the irradiation meth-
ods were normalized to the sum of all pixel values before further processing and
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analysis.

2.2.3. Data processing and analysis
2.2.3.1. Position estimation
Four position estimation methods were used in this study, all based on the k-NN
algorithm. Two established methods using reference dataset acquired with a pencil-
beam irradiation were used as a benchmark for the methods based on fan-beam
calibration [23]:

i) Standard k-NN (Max 2D). This method calculates the Euclidean distance of
the light distribution of the unknown event to those of all the events in the ref-
erence dataset. The k reference events having the smallest distances (nearest
neighbors) are selected and a 2D histogram of their (x,y) irradiation coordi-
nates is subsequently made. The position of the unknown events is estimated
as the position of the 2D histogram for which there is the maximum number of
entries. In case of multiple maxima, one of them is selected randomly.

ii) Smoothed k-NN (Smoothed 2D). This method is similar to the standard
one but a moving average filter is used to smooth the 2D histogram of the
coordinates of the k nearest neighbors before locating the maximum. The filter
is a square n × n filter which is cropped at crystal edges when necessary. In this
work n = 5; therefore in the Smoothed 2D histogram each bin is the average
of an area of 25 bins of the original histogram, except at the crystal borders.

The two methods based on a fan-beam irradiation are:

iii) Standard k-NN 1D (Max 1D). To determine x, this method calculates the
Euclidean distance between the light distribution of the unknown event and
those of all events contained in the x-subset. The k events having the most
similar light distributions are selected and a 1D histogram of their x coordinates
is made. The x coordinate of the unknown event is estimated as the position
in the histogram that has the most entries. In case of multiple maxima, one of
them is selected at random. The procedure is then repeated to estimate the y
coordinate using the y-subset.

iv) Smoothed k-NN 1D (Smoothed 1D). The position estimation is performed
similarly as for the 1D Maxmethod, except that the 1D histograms are smoothed
with a moving average filter that is n bins wide. When the filter approaches the
edge of the histogram, its dimensions are reduced on the edge side. In this
work, n = 5.

For both crystals, the entire dataset acquired with the pencil beam (250 events
per grid position) was used as a test set and the positions of all events were esti-
mated using the four different methods.

For the Max 2D and the Smoothed 2D algorithms, part of the same pencil-beam
dataset was used as reference set, namely 100 fixed events per position. Whenever
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the positions of events belonging to the reference set were estimated, the leave-
one-out method described in [24] was applied, whereas in all other cases the entire
reference set was used.

For the Max 1D and the Smoothed 1D algorithms, the x- and y-subsets acquired
with the fan beam, containing 6400 events per position, were used as reference set.
Each subset, therefore, had the same number of events included in the pencil-beam
reference dataset.

Since the fan beam is obtained by mechanical collimation of a point source, the
crystal is not irradiated truly perpendicularly and uniformly along the entire length of
the irradiated line. The uniformity of the acquired reference events along this line is
additionally compromised by the increased escape probability of the scattered pho-
ton following a Compton interaction in the neighborhood of a crystal edge. To verify
the influence of these effects, the Max 1D and the Smoothed 1D algorithms were
additionally tested with an idealized 1D reference dataset containing perpendicu-
larly incident events distributed uniformly along the irradiated line. This idealized
fan-beam dataset is constructed from the pencil-beam dataset used as a reference
for the 2D position estimation methods by alternately grouping together all events
with the same x or y position on the grid. These experiments are referred to as
Max 1Dideal and Smoothed 1Dideal, respectively.

For all methods, the position estimation was performed selecting the 100 closest
matches (k = 100) for building the 1D or 2D histograms of the nearest neighbors.
Both the number of reference events and the number of closest matches were
optimized in order to approach the best achievable results without excessively in-
creasing the reference dataset.

2.2.3.2. Misalignment correction
Before each measurement, a procedure based on count rate profiles was performed
to align the collimator and the detector under test. The alignment procedure defines
a coordinate system using the edges of the crystal as a reference. However, small
differences in the alignments performed for different measurements (in the order
of 0.1-0.2 mm) cannot be avoided completely. If the coordinate systems used to
acquire test and reference events are not perfectly aligned, this may result in a bias
when the accuracy of the position estimation is checked.

In this work, no bias is expected for the 2D and the 1Dideal methods, since
the test and reference events are acquired during the same measurement. How-
ever, for the Max 1D and the Smoothed 1D methods the test events and reference
events are acquired separately. Therefore, a procedure was developed to compare
the alignment of the coordinate system used during fan-beam irradiation with the
coordinate system used during pencil-beam irradiation and, if necessary, to correct
for their differences. This procedure is described in Appendix A, section 2.5.

2.2.3.3. Spatial resolution
Detector point spread functions (PSFs) were determined as the normalized 2D his-
tograms of the differences between the estimated positions of the test events and
their true irradiation coordinates. The measures that are used for the x and y spa-
tial resolution are the full width at half maximum (FWHM) and the full width at
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Figure 2.4: The different regions defined to study the variation of the spatial resolution and bias across
the detector area. The center region is 8 mm × 8 mm wide and the edge regions are defined as the 2
mm borders on each side of the crystal. The intermediate region is the area not covered by the center
and edge regions.

tenth maximum (FWTM) of the corresponding cross-sections of the PSF through its
maximum.

For each of the two detectors, in combination with each of the six position
estimation methods, the whole-detector PSF (containing the errors of all test events
acquired over the entire detector surface) was built. The overall spatial resolutions
were then estimated by interpolating the PSF cross-sections with a 1D cubic spline.
For the Max 1D and the Smoothed 1D methods, the PSFs were built after applying
the misalignment correction described in Appendix A, section 2.5.

In previous research, it has been shown that the spatial resolution of monolithic
scintillator detectors depends on the position of interaction and usually degrades
towards the edges of the crystal [11, 14, 24]. This problem was investigated for
fan-beam calibration and compared with a standard position estimation method.
To this end, a detailed analysis of small regions of the crystals was performed for
both detectors, considering only the Smoothed 1D and the Smoothed 2D methods.
Specifically, the front surface of the crystals was divided into six different regions,
shown in Figure 2.4, and for each region a separate PSF was built. The regional
FWHM and FWTM were then calculated and used to compare the different calibra-
tion methods.

2.2.3.4. Bias
For both crystals, the bias in the position estimation obtained with the Smoothed
1D and the Smoothed 2D methods were analyzed. This study was performed using
a method similar to the one described in [11, 14]. For each irradiation position v𝑖,𝑗,
the bias vector b(v𝑖,𝑗) was calculated as the mean error of the estimated positions:
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b(v𝑖,𝑗) =
⎡
⎢
⎢
⎣

∑𝑀𝑚=1(�̂�𝑚(v𝑖,𝑗) − 𝑥𝑖,𝑗)
𝑀

∑𝑀𝑚=1(�̂�𝑚(v𝑖,𝑗) − 𝑦𝑖,𝑗)
𝑀

⎤
⎥
⎥
⎦

(2.1)

where 𝑚 is the mth test event acquired at position v𝑖,𝑗 = (𝑥𝑖,𝑗 , 𝑦𝑖,𝑗) (𝑖 and 𝑗 being
the row and column indexes of the grid), v̂𝑚 = (�̂�𝑚 , �̂�𝑚) is its estimated position
and 𝑀 is the number of events per positions. No further selection was made on
the estimated events, so, for each point, 𝑀 = 250. The crystal surface was divided
in areas 0.5 mm × 0.5 mm wide, each containing four irradiation points, and the
average bias vector was calculated for each of them. The vector magnitudes were
calculated as their Euclidean norm.

2.3. Results and discussion
2.3.1. Calibration time
The coincidence event rate measured during fan-beam irradiation equals ∼200 Hz
for the 10 mm thick crystal and ∼300 Hz for the 20 mm thick one. In both cases
this is ∼40 times higher than the coincidence event rate registered with the pencil
beam, as expected from the ratio of the different irradiated areas. Since the x- and
y-subsets acquired with the fan beam contain the same number of events as the
pencil-beam reference set (see section 2.2.2), the fan-beam calibration procedure
is ∼20 times faster for 16 mm × 16 mm crystals. It has to be emphasized that the
same point source was used for both measurements and only the paired collima-
tors were changed. The measurement time needed to acquire the total fan-beam
dataset was ∼3 hours for the thinner crystal and ∼2 hours for the thicker one.

2.3.2. Spatial resolution
The overall spatial resolutions obtained with the six different position estimation
methods (see section 2.2.3.1) are reported in Table 2.1 and Table 2.2 for the 16
mm × 16 mm × 10 mm and the 16 mm × 16 mm × 20 mm crystal, respectively.
Using the fan-beam (Smoothed 1D) method, a FWHM of ∼1.1 mm and a FWTM
of ∼2.7 mm were obtained with the thinner crystal in both the x and y directions.
With the 20 mm thick crystal, the fan-beam method resulted in a FWHM of ∼1.5
mm and a FWTM of ∼6 mm.

For both detectors, the results were practically the same as those obtained
with the pencil-beam (Smoothed 2D) method. Moreover, the smoothing procedure
appears to significantly improve the positioning accuracy compared to the Max 1D
method, similar to what was found for the corresponding 2D algorithms [23].

The results obtained with the Max 1Dideal and Smoothed 1Dideal datasets (see
section 2.2.3.1) are essentially equal to those achieved using the corresponding
datasets obtained with the mechanically collimated fan beam (Max 1D and Smoothed
1D, respectively). This indicates that a reference dataset acquired with a realistic
fan beam performs similarly well as a dataset acquired under idealized conditions,
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Table 2.1: Overall spatial resolutions obtained with the position estimation methods described in section
2.2.3.1 for the 16 mm × 16 mm × 10 mm crystal

Method Beam
x direction y direction

FWHM (mm) FWTM (mm) FWHM (mm) FWTM (mm)

Max 2D Pencil 1.25 3.05 1.27 3.17

Smoothed 2D Pencil 1.07 2.63 1.07 2.75

Max 1Dideal Pencil 1.17 2.88 1.18 2.98

Smoothed 1Dideal Pencil 1.07 2.67 1.06 2.78

Max 1D Fan 1.21 2.88 1.21 2.97

Smoothed 1D Fan 1.08 2.70 1.10 2.75

Table 2.2: Overall spatial resolutions obtained with the position estimation methods described in section
2.2.3.1 for the 16 mm × 16 mm × 20 mm crystal

Method Beam
x direction y direction

FWHM (mm) FWTM (mm) FWHM (mm) FWTM (mm)

Max 2D Pencil 1.92 6.66 1.91 7.30

Smoothed 2D Pencil 1.49 5.85 1.50 6.22

Max 1Dideal Pencil 1.73 6.40 1.79 6.63

Smoothed 1Dideal Pencil 1.54 6.02 1.57 6.22

Max 1D Fan 1.77 6.50 1.84 7.30

Smoothed 1D Fan 1.51 5.94 1.57 6.38

i.e. with all reference events incident perpendicularly to the crystal and distributed
uniformly along the irradiated line.

The FWHM and FWTM values obtained from the regional PSFs are given in Table
2.3 and Table 2.4 for the 10 mm and 20 mm thick crystals, respectively. For the
thinner crystal, the Smoothed 1D method yields FWHM values comparable to the
Smoothed 2D method in almost all cases. Only in the edge regions slightly worse
FWHM values are found for the coordinate perpendicular to the edge considered.
In most of the crystal regions, the 1D method furthermore yields slightly (0.1 mm
- 0.2 mm) higher values of the FWTM. However, the differences are small and the
two methods can be assumed to be substantially equivalent.

The FWHM values obtained in the edge regions of the 20 mm thick crystal show
similar trends as in the 10 mm thick one. As for the FWTM values, their comparison
becomes more difficult for this detector, since the PSFs are wider and therefore
suffer from statistical fluctuations on their tails. However, a trend for slightly higher
FWTM values for the 1D position estimation method can again be noticed, which in
any case does not substantially deteriorate the positioning performance.

The actual shapes of the PSFs obtained with 1D and 2D position estimation are
also found to be practically equivalent. As an example, a comparison of the cross-
sections in the y-direction of the PSFs obtained in four selected regions are shown
in Figure 2.5 for the 10 mm thick crystal and in Figure 2.6 for the 20 mm thick one.
These findings demonstrate that the new 1D position estimation procedure based
on calibration data acquired with a fan beam can achieve results similarly good as
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Table 2.3: FWHM and FWTH values of regional PSFs in the regions indicated in 2.4 for the 16 mm ×
16 mm × 10 mm crystal. The smoothed 1d and smoothed 2d k-nn position estimation algorithms were
used.

Region

x direction y direction

FWHM (mm) FWTM (mm) FWHM (mm) FWTM (mm)

1D 2D 1D 2D 1D 2D 1D 2D

Left edge 1.61 1.62 4.10 4.02 1.02 1.03 2.61 2.60

Right edge 1.56 1.39 3.80 3.69 1.00 1.00 2.59 2.53

Upper edge 1.07 1.02 2.57 2.46 1.74 1.38 4.07 3.88

Lower edge 1.01 1.05 2.43 2.44 1.65 1.58 4.08 4.26

Center 0.98 0.97 2.01 1.99 0.99 0.96 2.06 2.02

Intermediate 1.11 1.08 2.55 2.53 1.11 1.13 2.71 2.66

Total 1.08 1.07 2.70 2.63 1.10 1.07 2.75 2.75

Table 2.4: FWHM and FWTH values of regional PSFs in the regions indicated in 2.4 for the 16 mm ×
16 mm × 20 mm crystal. The smoothed 1d and smoothed 2d k-nn position estimation algorithms were
used.

Region

x direction y direction

FWHM (mm) FWTM (mm) FWHM (mm) FWTM (mm)

1D 2D 1D 2D 1D 2D 1D 2D

Left edge 2.13 2.04 6.41 6.21 1.51 1.61 6.02 6.66

Right edge 1.96 1.84 6.26 5.67 1.67 1.54 6.27 6.39

Upper edge 1.59 1.59 6.27 6.25 2.12 1.89 6.92 6.33

Lower edge 1.54 1.42 6.21 5.81 2.21 1.86 7.28 6.63

Center 1.22 1.31 6.24 4.91 1.22 1.29 8.31 5.27

Intermediate 1.54 1.51 6.40 6.48 1.58 1.56 6.73 7.33

Total 1.51 1.49 5.94 5.85 1.57 1.50 6.38 6.22
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Figure 2.5: Cross-sections in the y-direction through the maximum of the regional PSFs obtained with
the 1D (black) and 2D (cyan) Smoothed k-NN methods for the 10 mm thick crystal. From left to right, top
to bottom, they correspond to the left-edge region, top-edge region, central region, and intermediate
region.

the method using pencil-beam calibration data.
The results obtained here with a 16 mm × 16 mm × 10 mm LSO:Ce,0.2%Ca

crystal mounted on a DPC-3200-44-22 array are similar to the best values reported
in literature for ∼10 mm thick crystals. Seifert et al., for example, in [11] charac-
terized a detectors similar to the one presented in this work, which was based on
a 24 mm × 24 mm × 10 mm LSO:Ce,0.2%Ca crystal coupled to DPC-6400-44-22
array. Also for that detector the FWHM obtained in the center region of the crystal
was a little smaller than 1 mm FWHM, while the FWTM was ∼2 mm. Averaged over
the entire 24 mm × 24 mm × 10 mm crystal, a FWHM of ∼1 mm and a FWTM
of ∼2.3 mm were achieved. The slightly higher average values obtained in the
present work can be attributed to the increased influence of the intermediate and
edge regions in a detector with a smaller surface area. Cabello et al. [12] reported
a spatial resolution of ∼0.7 mm FWHM and ∼2.0 mm FWTM for a detector based
on a 12 mm × 12 mm × 10 mm LYSO crystal and a 8 × 8 pixels analog SiPM array.
These excellent results may have been due to the small photosensor pixel size of
1.5 mm × 1.4 mm, which enables a very fine sampling of the light distribution. Ling
et al. [17] achieved a spatial resolution of ∼1.1 mm FWHM in the central part of
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Figure 2.6: Cross-sections in the y-direction through the maximum of the regional PSFs obtained with
the 1D (black) and 2D (cyan) Smoothed k-NN methods for the 20 mm thick crystal. From left to right, top
to bottom, they correspond to the left-edge region, top-edge region, central region, and intermediate
region.
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the crystal and ∼1.3 mm FWHM in the corners of the detector for a detector based
on a 50 mm × 50 mm × 8 mm LYSO crystal and a 64-channel flat-panel PMT.

The results obtained with the 16 mm × 16 mm × 20 mm crystal are considered
highly promising since, to our knowledge, this is the first time a FWHM better than
2 mm is achieved with a ≥20 mm thick monolithic crystal with back-side readout
(BSR). So far, this had only been demonstrated with monolithic scintillator detectors
employing double-side readout (DSR) [24]. Previously, the thickest detector having
single-side readout which demonstrated a FWHM resolution <2 mm was the one
described by Li et al., in [10], which was based on a 50 mm × 50 mm × 15 mm
LYSO crystal and a 64-channel flat-panel PMT and had a spatial resolution of ∼1.5
mm FWHM.

Still, the PSFs obtained for the 20 mm thick detector presented in this paper
show long tails, which determine the value of ∼6 mm for the FWTMs. The tails
probably have two causes. The first refers to events for which the gamma-ray
undergoes a Compton interaction and is subsequently absorbed in a position distant
from the original line of irradiation. Due to the crystal thickness, this distance can
be significant in the x- and y- directions even for relatively small scattering angles.
The second reason refers to the aspect-ratio of the crystal, which is rather high
compared to its width. This crystal shape determines that the cone of direct light
(i.e. the photons having an angle of incidence with the photosensors surface smaller
than the critical angle) created by events taking place in the top part of the crystal is
distorted and truncated by reflections on the side surfaces of the crystal. Therefore,
the change of the light distribution with position, which determines the lower bound
on the variance on the estimated interaction coordinates [29, 30], becomes worse
compared to the situation in a crystal with lower aspect ratio, where at least one
side of the direct light distribution is never truncated. The FWTM values could
therefore improve significantly in lower-aspect-ratio crystals.

Looking at the regional PSF of both detectors, it is possible to notice a wors-
ening in the spatial resolution in the edge regions of the crystal compared to the
resolution observed in the central region. This deterioration, which happens for
both reconstruction methods, is limited to the coordinate perpendicular to the con-
sidered edge and is consistent with previous results [10, 11, 14, 25]. A detailed
discussion about the causes underlying this phenomenon can be found in [14].

2.3.3. Bias
The plots of the bias vectors b(v𝑖,𝑗), calculated as described in section 2.2.3.4 for
the Smoothed 1D and the Smoothed 2D methods applied to the 10 mm thick crystal,
are shown in Figure 2.7. No considerable differences are observed. Only the regions
near the corners show a slightly (<0.3 mm) higher bias towards the center for the
Smoothed 1D method. Both of the position estimation methods reach remarkable
results; except for the border regions (distance ≤1 mm from the edges) the bias is
always smaller than 0.5 mm.

For the 20 mm thick crystal (Figure 2.8) the bias is ≤1.1 mm in the center and
intermediate regions for both position estimation methods. The bias becomes more
pronounced in the edge regions, where it is between 1 mm and 2 mm, and in the
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Figure 2.7: Direction and magnitude of the bias vectors b(v𝑖,𝑗) obtained with the Smoothed 1D (a)
and the Smoothed 2D (b) position estimation methods for the 10 mm thick crystal. The bias vectors
are averaged over an area of 0.5 mm × 0.5 mm, i.e. over 2 × 2 irradiation positions. The color scale
represents the vector magnitude.
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corners, where it can reach almost 4 mm. Also for this detector the Smoothed
1D method shows a slightly higher bias in the corners. The difference with the
Smoothed 2D method is ≤0.5 mm and occurs at distances of less than 2 mm from
the corners only. For this detector, a small difference between the position esti-
mation methods can be noticed in the central region as well; in this area the 1D
positioning method seems to perform slightly better.

The hypothesis that the increased bias found with the Smoothed 1D method in
the corner regions is due to the non-uniform distribution of the reference events
along the lines irradiated with the fan beam has been considered and tested. This
non-uniformity is due to the higher escape probability of the scattered photon fol-
lowing a Compton interaction near the edges (see also section 2.2.3.1). In principle
this could result in a higher possibility to select events from the central region dur-
ing position estimation, especially in the corner regions. To test this hypothesis, the
bias plot was calculated also for the Smoothed 1Dideal method, which makes use of
the reference dataset acquired for the pencil-beam calibration. Since in this cali-
bration procedure the irradiation times are adjusted to acquire the same number of
full-energy events in each grid point, the reference dataset used for the Smoothed
1Dideal method is uniform along each line. However, approximately the same in-
creased bias in the corners was observed also for this dataset and therefore the
hypothesis is rejected.

The independent estimation of the x- and the y-coordinates in the Smoothed 1D
method therefore seems a more likely cause of the increased bias in the corners. In
those regions the variation of light distribution with one of the coordinates probably
is no longer independent of the other coordinate and the correlated estimation of
the x- and y-coordinates by the Smoothed 2D method may yield better results.
Anyway, the differences in bias between the different calibration methods are small
and therefore are not expected to change the detector performance significantly.

2.4. Conclusions
A new method to estimate the position of interaction of 511 keV gamma-photons
in monolithic scintillator detectors was tested experimentally for the first time. This
method is based on a modified (Smoothed 1D) k-NN algorithm that enables efficient
acquisition of reference events by means of a fan beam. The new method was com-
pared to a method based on pencil-beam irradiation (Smoothed 2D) that has previ-
ously been shown to give good results in 10 mm thick crystals [11, 14, 23]. The new
method was tested using two detectors based on DPC arrays and LSO:Ce(0.2%Ca)
monolithic crystals having dimensions of 16 mm × 16 mm × 10 mm and 16 mm ×
16 mm × 20 mm.

With both crystals, the Smoothed 1D method essentially achieved the same per-
formance as the Smoothed 2D method with respect to the overall spatial resolution,
the spatial resolution of selected detector regions, and the positioning bias. With
the 10 mm thick crystal, an overall spatial resolution of ∼1.1 mm FWHM and ∼2.7
mm FWTM was achieved, whereas a FWHM of ∼1.5 mm and a FWTM of ∼6 mm
were obtained with the 20 mm thick crystal.

The new calibration method proved to be more than one order of magnitude
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Figure 2.8: Direction and magnitude of the bias vectors b(v𝑖,𝑗) obtained with the Smoothed 1D (a)
and the Smoothed 2D (b) position estimation methods for the 20 mm thick crystal. The bias vectors
are averaged over an area of 0.5 mm × 0.5 mm, i.e. over 2 × 2 irradiation positions. The color scale
represents the vector magnitude.
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faster than the previous one using the same point source. Moreover, a fan beam
similar to the one used in this experiment could be obtained with a collimated line
source. A line source can be produced with a total activity much higher than a point
source since the radioactive volume is larger at the same source diameter. There-
fore, if necessary, detector calibration could be made even faster if line sources
were employed.

The fan-beam method reduces the complexity of the calibration procedure con-
siderably. With a pencil beam the total number of reference positions is 𝑛𝑝𝑜𝑠×𝑛𝑝𝑜𝑠,
whereas with a fan beam it equals 𝑛𝑝𝑜𝑠 + 𝑛𝑝𝑜𝑠 only, where 𝑛𝑝𝑜𝑠 is the number of
reference positions along one crystal axis. This is particularly important when im-
plementing a procedure for acquiring the reference events in an assembled PET
scanner. Using multiple line-sources in combination with mechanical and/or elec-
tronic collimation, irradiation condition similar to those used in this work could be
obtained in a PET ring in order to simultaneously calibrate all the detectors. Calibra-
tion of a full scanner with pencil beams, instead, would be a much more complex
and time consuming task.

In conclusion, the new calibration method may enable the acquisition of ref-
erence datasets in a reasonable time period also in a clinical environment. Thus,
fan-beam calibration could eliminate the calibration problems that have so far ham-
pered the application of monolithic detectors in clinical PET systems. The actual
implementation of such a procedure will require further investigations, e.g. to de-
termine the optimum number of sources and the geometry needed to simultane-
ously calibrate all the detectors.

2.5. Appendix: misalignment correction
In this experiment, the coordinate systems defined during the pencil-beam irra-
diation and the fan-beam irradiation could be slightly misaligned. Therefore, to
correctly determine the error in the interaction positions estimated with the Max 1D
and Smoothed 1D methods, the irradiation positions of the reference events, i.e.
the possible estimated positions, have to be determined in the coordinate system
of the test events.

Let us define the coordinate system used during the fan-beam irradiation as
𝑋″𝑌″ and the coordinate system used during the pencil-beam irradiation as 𝑋𝑌
(see Figure 2.9). Both of them are centered approximately in the center of the
crystal. The misalignment between them can be described as a linear coordinate
transformation. The corresponding translation vector t = (𝑡𝑥 , 𝑡𝑦) and the rotation
angle 𝛼 can be determined using the following assumption. If the calibration and
test coordinates are aligned perfectly, then the x-error distributions for two posi-
tions that are located symmetrically with respect to the crystal y-axis should be
symmetric with respect to the zero error axis. The mean value of their summed
error distributions should therefore be 0. Similar arguments apply in the orthogo-
nal direction. Therefore, if the crystal is irradiated at a rectangular grid of positions
uniformly distributed over a rectangular region centered on the crystal center, the
mean x-error on each grid row, the mean y-error on each grid column, and, there-
fore, the total mean error, should be zero. Even if the reference and test grids are
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Figure 2.9: Sketch of the transformation of the coordinate system applied to the estimated positions
of the test events obtained with the fan-beam methods, to make them consistent with the positions of
the pencil-beam irradiation; 𝑋″𝑌″ is the coordinate system used during the fan-beam irradiation and
𝑋𝑌 is the coordinate system used during the pencil-beam irradiation. The red dots represents the grid
positions of the pencil-beam irradiation and the grey square contains the grid positions selected for the
correction.

slightly rotated and/or translated with respect to the crystal edges, this assumption
still holds within good approximation in the crystal region that is not affected by
significant bias (see section 2.2.3.4 for a definition of bias). Therefore, a potential
translation between the reference and test coordinate systems can be corrected by
imposing:

e =
⎡
⎢
⎢
⎢
⎣

∑𝑖,𝑗,𝑚((�̂�″𝑚(v𝑖,𝑗) − 𝑡𝑥) − 𝑥𝑖,𝑗)
𝐼 × 𝐽 × 𝑀

∑𝑖,𝑗,𝑚((�̂�″𝑚(v𝑖,𝑗) − 𝑡𝑥) − 𝑦𝑖,𝑗)
𝐼 × 𝐽 × 𝑀

⎤
⎥
⎥
⎥
⎦

= 0 (2.2)

where 𝑚 is the 𝑚𝑡ℎ test event at position v𝑖,𝑗 = (𝑥𝑖,𝑗 , 𝑦𝑖,𝑗) (𝑖 and 𝑗 being the row
and column indexes of the grid), v̂″𝑚 = (�̂�″𝑚 , �̂�″𝑚) is its estimated position, 𝑀 is the
number of events per positions, and 𝐼 and 𝐽 are the number of grid positions in the
x- and y-direction, respectively.

Subsequently, a potential rotation 𝑅𝛼 can be estimated from the sum of the x-
errors on each grid row and of the y-errors on each grid column. The angle 𝛼 can
be determined as:
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Table 2.5: Components of the translation vector t = (𝑡𝑥 , 𝑡𝑦) and rotation angle 𝛼 necessary to align the
coordinate systems used during the pencil-beam scan and the fan-beam scan

Crystal Method 𝑡𝑥 (mm) 𝑡𝑦 (mm) 𝛼(∘)

16 mm × 16 mm × 10 mm Max 1D -0.04 -0.11 0.96

Smoothed 1D -0.04 -0.11 0.93

16 mm × 16 mm × 20 mm Max 1D 0.00 -0.05 0.00

Smoothed 1D -0.01 -0.04 0.00

𝛼 = arg min
𝛼
{∑

𝑖
|
∑𝑗,𝑚 𝑅𝛼(�̂�′𝑚(v𝑖,𝑗)) − 𝑥𝑖,𝑗

𝐼 × 𝐽 × 𝑀 | +∑
𝑗
|
∑𝑖,𝑚 𝑅𝛼(�̂�′𝑚(v𝑖,𝑗)) − 𝑦𝑖,𝑗

𝐼 × 𝐽 × 𝑀 |}

(2.3)
Previous studies [11, 14] showed that the central region of monolithic detectors

is usually not affected significantly by bias. Therefore, the events acquired during
the pencil-beam irradiation having coordinates x and y between -4 mm and 4 mm
from the crystal center (in the system of coordinate 𝑋𝑌 of the pencil-beam irradia-
tion) were selected to calculate the corrections for the Max 1D and the Smoothed
1D k-NN methods in both the crystals.

The components of the translation vector t = (𝑡𝑥 , 𝑡𝑦) and the rotation angle 𝛼
necessary to align the coordinate systems of the fan-beam scans to the coordinate
systems of the pencil-beam scans are given in Table V for both of the 1D meth-
ods. For both crystals the values obtained with the two different algorithms are
consistent.
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Abstract - Gamma-ray detectors based on thick monolithic scintillator crys-
tals can achieve spatial resolutions <2mm full-width-at-half-maximum (FWHM)
and coincidence resolving times (CRTs) better than 200 ps FWHM. More-
over, they provide high sensitivity and depth-of-interaction (DOI) informa-
tion. While these are excellent characteristics for clinical time-of-flight (TOF)
positron emission tomography (PET), the application of monolithic scintillators
has so far been hampered by the lengthy and complex procedures needed for
position- and time-of-interaction estimation. Here, the algorithms previously
developed in our group are revised to make the calibration and operation of
a large number of monolithic scintillator detectors in a TOF-PET system prac-
tical. In particular, the k-nearest neighbor (k-NN) classification method for
x,y-position estimation is accelerated with an algorithm that quickly prese-
lects only the most useful reference events, reducing the computation time for
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position estimation by a factor of ∼200 compared to the previously published
k-NN 1D method. Also, the procedures for estimating the DOI and time of in-
teraction are revised to enable full detector calibration by means of fan-beam
or flood irradiations only. Moreover, a new technique is presented to allow
the use of events in which some of the photosensor pixel values and/or times-
tamps are missing (e.g. due to dead time), so as to further increase system
sensitivity. The accelerated methods were tested on a monolithic scintilla-
tor detector specifically developed for clinical PET applications, consisting of
a 32 mm × 32 mm × 22 mm LYSO:Ce crystal coupled to a digital photon
counter (DPC) array. This resulted in a spatial resolution of 1.7 mm FWHM,
an average DOI resolution of 3.7 mm FWHM, and a CRT of 214 ps. Moreover,
the possibility of using events missing the information of up to 16 out of 64
photosensor pixels is shown. This results in only a small deterioration of the
detector performance.
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(a) DPC array (b) Monolithic scintillator detector

Figure 3.1: Sketch of the DPC array (3.1a) and of the monolithic scintillator detector (3.1b) used in this
work. The numbering of the DPC die and the coordinate system used in the analysis are also indicated.

3.1. Introduction

M onolithic scintillator detectors are based on a single-crystal scintillator with typ-
ical edge dimensions of 15-50 mm and a thickness of 10-25 mm, coupled to

a pixelated photosensor (Figure 3.1). For each scintillation event, the photosen-
sor registers the light intensity on each of its pixels and acquires one or more
timestamps, from which the position-, time- and energy-of-interaction are derived.
These detectors can achieve a spatial resolution better than 2 mm full-width-at-half-
maximum (FWHM) [1–4] in combination with a coincidence resolving time (CRT)
below 200 ps FWHM [5]. In addition, they can provide depth-of-interaction (DOI)
information [6–10], high sensitivity, and good energy resolution [3, 11]. Monolithic
scintillator detectors thus offer a unique combination of characteristics with an ex-
cellent match to the requirements of clinical time-of-flight (TOF) positron emission
tomography (PET).

The position of interaction inside the crystal is estimated using analytical or sta-
tistical algorithms. Analytical algorithms range from simple center-of-gravity (COG)
methods to more complex models of the expected light distribution as a function of
the 3D position of interaction [7, 9]. Examples of statistical models are maximum-
likelihood positioning [6, 8], neural networks [12, 13], and k-nearest neighbor (k-
NN) methods [14, 15].

Statistical methods often provide the best spatial resolution. However, they re-
quire meticulous calibration procedures based on a fine sampling of the detector
response over a large number of positions, for example by means of pencil beam
(PB) irradiations, which translates into long calibration times. Moreover, these algo-
rithms can be computationally demanding. Similar issues affect the methods used
to estimate the depth-of-interaction (DOI) and time of interaction, both of which
may require position-dependent calibration datasets [5, 10]. These practical diffi-
culties add up if multiple detectors have to be used and have so far hampered the
development of clinical TOF-PET systems based on monolithic scintillator detectors.

In this paper we aim to make monolithic scintillator detectors more practical for
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large-scale application by revising the calibration procedures and estimators for po-
sition, time-of-interaction and energy previously developed in our group, in order to
reduce their complexity and time consumption and make them more robust with re-
spect to missing data and noise. Accelerated calibration procedures and estimators
for position and energy are presented in section 3.2, while an improved version of
the time-of-interaction estimation technique is described in section 3.3. In section
3.4 a new approach is introduced to use events with incomplete information (i.e.
with missing photosensor pixel values and/or timestamps), so as to improve sensi-
tivity while softening the requirements on the detector operating parameters (dead
time, temperature, etc.). In these sections the problems that affected the previ-
ously used calibration procedures and estimators are briefly reviewed, after which
the general description of the techniques developed to solve these issues is given.
The applicability and effectiveness of the new methods are then demonstrated on
a monolithic scintillator detector developed for clinical TOF-PET applications, con-
sisting of a 32 mm × 32 mm × 22 mm LYSO:Ce crystal coupled to a digital photon
counter (DPC) array. Complete descriptions of the detector and of the measure-
ments performed to calibrate and test it are presented in section 3.5. The practical
implementation of the calibration procedures and estimators and the performance
that can be achieved with the detector are reported in section 3.6.

3.2. Improved calibration procedures and estimators
for position and energy

3.2.1. x,y-position estimation
Maas et al. [14] introduced the k-NN algorithm to estimate the position of interaction
in monolithic scintillator detectors. This method compares the light distribution
of an unknown event with the light distributions of a large dataset of reference
events, i.e. events for which the position of interaction is known. The reference
events most similar to the unknown events are selected and their known position
of interaction is used to estimate the position of interaction of the unknown event
(see section 3.2.1.2). For sufficiently large reference datasets, this method should
approach the theoretical minimum of the misclassification probability. However,
the implementation by Maas et al. required very large reference datasets acquired
with a PB at a finely spaced grid on the crystal surface for hundreds of different
angles of incidence. A modified version was therefore introduced by van Dam et al.
[15], which required reference data acquired with a perpendicularly incident PB
only, decreasing the calibration time by at least two orders of magnitude. The
next implementation of the k-NN method, by Borghi et al. [4], utilized independent
reference datasets along the x- and y-directions obtained with a fan beam (FB)
of annihilation photons, decreasing the calibration time by at least two additional
orders of magnitude. Reasonable calibration times of 2-3 hours per detector were
thus achieved for monolithic scintillator crystals with edge dimensions of ∼2 cm.

Nevertheless, these k-NN implementations still required the calculation of the
Euclidean distance of the light distribution of the unknown event to the light distri-
butions of all reference events. Since the number of reference events may be in the
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order of 105 - 106 and modern photosensors offer a large number of channels per
detector, the resulting computational requirements can become prohibitive. There-
fore, a new approach is introduced here, which is based on a coarse but fast position
pre-estimation for reference and unknown events. Using this pre-estimation, the
final, more accurate position estimation can be performed with the k-NN algorithm
using only a small fraction of the reference light distributions, viz. those that are
estimated to originate in the same region of interaction as the unknown event. Re-
ducing the amount of reference events used in the k-NN algorithm, the method is
significantly accelerated.

3.2.1.1. Position pre-estimation algorithms
Position pre-estimation is performed using a clustering method derived from the DOI
estimation algorithm introduced by van Dam et al. [10], which in turn was inspired
by Ling et al. [6]. The method uses a parameter correlated to the coordinate to
be estimated and a look-up table (LUT). For the detector under study (Figure 3.1),
the x- and y-coordinates of the center of gravity of the measured light distribution
(𝐶𝑂𝐺𝑥 and 𝐶𝑂𝐺𝑦) were chosen as parameters to perform the classification in the
x- and y-directions, whereas the sum of the squared pixel intensity 𝑆 (SSPI) was
used for the DOI:

𝑆 =
𝑁𝑝𝑥𝑙𝑠

∑
𝑖=1

𝑛2𝑖 (3.1)

Here, 𝑛𝑖 is the light intensity on each of the light sensor pixels in the normalized
light distribution (𝑖 ∈ 1, … , 𝑁𝑝𝑥𝑙𝑠), with 𝑁𝑝𝑥𝑙𝑠 the total number of pixels. The param-
eter 𝑆 can be considered as a measure of how much the light distribution is peaked.
The closer the event occurs to the photosensor, the narrower the light distribution
and, therefore, the higher is 𝑆, for events having the same x,y-coordinates. The
COG and SSPI were selected because they are simple, robust, and computationally
inexpensive parameters for the 3D position pre-estimation.

A calibration dataset containing a sufficient number of events distributed over
the whole crystal volume is required to build the LUTs. Knowledge of the real
positions of irradiation on the crystal of the events belonging to the calibration
dataset is not necessary, therefore a flood irradiation with 511 keV photons could
be used. However, given the irradiation condition used to acquire the dataset, it
is necessary to know the resulting probability distribution of the energy deposition
centroids, i.e. the center of gravity of the different energy deposition points for each
gamma-ray interaction, over the crystal volume. This information can be obtained
by means of a simple Monte Carlo (MC) simulation.

To obtain the LUT for pre-estimating the x-coordinate (𝐿𝑈𝑇𝑃𝑅𝐸𝑥 ) the crystal is
subdivided into 𝑛𝑃𝑅𝐸𝑥 regions of equal width along the x-axis (covering the whole
crystal in the y- and z-directions) and the expected fractions 𝑓𝑥(𝑥) of events in-
teracting in each region are derived from the simulated probability distribution of
the energy deposition centroids. Next, the 𝐶𝑂𝐺𝑥 values of the calibration events
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are calculated and sorted in ascending order, after which the 𝑛𝑃𝑅𝐸𝑥 − 1 𝐶𝑂𝐺𝑥 val-
ues demarcating the fractions 𝑓𝑥(𝑥) of the sorted series are selected and stored in
𝐿𝑈𝑇𝑃𝑅𝐸𝑥 . To pre-estimate the x-position of an unknown event, first its 𝐶𝑂𝐺𝑥 value is
calculated. Then, the x-region delimited by the 𝐿𝑈𝑇𝑃𝑅𝐸𝑥 values that are below and
above 𝐶𝑂𝐺𝑥 is selected and its x-position is taken as the pre-estimated position of
the unknown event. An equivalent procedure is followed for position pre-estimation
along the y-axis.

For DOI pre-estimation, the detector x,y area is divided into 𝑛𝑃𝑅𝐸−𝐷𝑂𝐼𝑥 ×𝑛𝑃𝑅𝐸−𝐷𝑂𝐼𝑦
regions in the x,y-plane and in 𝑛𝑃𝑅𝐸−𝐷𝑂𝐼𝑧 depth-ranges in the DOI-direction. For
each x,y-bin, the fractions 𝑓𝑧(𝑧|𝑥, 𝑦) of events interacting in each DOI layer rela-
tive to the total number of events interacting in that x,y-bin are derived from the
MC simulation. The 𝐶𝑂𝐺𝑥, 𝐶𝑂𝐺𝑦 and SSPI values are calculated for each calibra-
tion event, which is then assigned to one of the x,y-bins using their pre-estimated
x,y position, obtained with 𝐿𝑈𝑇𝑃𝑅𝐸𝑥 and 𝐿𝑈𝑇𝑃𝑅𝐸𝑦 . The events in each x,y-bin are
subsequently sorted in ascending order by their SSPI values and the values of the
series demarcating the fractions 𝑓𝑧(𝑧|𝑥, 𝑦) are used to create the 𝐿𝑈𝑇𝑃𝑅𝐸𝐷𝑂𝐼 , contain-
ing 𝑛𝑃𝑅𝐸−𝐷𝑂𝐼𝑥 × 𝑛𝑃𝑅𝐸−𝐷𝑂𝐼𝑦 × (𝑛𝑃𝑅𝐸−𝐷𝑂𝐼𝑧 − 1) reference SSPI values. To pre-estimate
the DOI of an unknown event, the appropriate x,y-bin of the 𝐿𝑈𝑇𝑃𝑅𝐸𝐷𝑂𝐼 is first selected
using its pre-estimated x,y-position and then the pre-estimation of the DOI value is
derived by comparing the SSPI value of the event to the SSPI values in the 𝐿𝑈𝑇𝑃𝑅𝐸𝐷𝑂𝐼
for that x,y-bin.

3.2.1.2. Accelerated k-NN 1D method for x,y-position estimation
The more accurate, definitive position estimation is performed using an acceler-
ated version of the Smoothed k-NN 1D method described by Borghi et al. [4]. This
method requires two reference datasets acquired with a collimated FB of 511 keV
photons, one with the FB aligned perpendicularly to the crystal x-axis (x-subset)
and one with the FB rotated by 90 degrees (y-subset). For each dataset, a fixed
number of full-energy events is acquired at a series of equidistant, accurately known
positions along the x- or y-axis, covering the whole crystal surface. The positions
of all reference events are subsequently pre-estimated as described in 3.2.1.1. To
estimate the x-coordinate of interaction of an unknown event using the acceler-
ated k-NN 1D algorithm, the event position is first pre-estimated with the method
described in section 3.2.1.1. Using the pre-estimated positions, the events of the
x-subset having a distance to the unknown event in the x,y-plane smaller than an
optimized value (defined 𝑟𝑃𝑅𝐸𝑥𝑦 ) and a distance in the DOI-direction smaller than
another value (defined 𝑟𝑃𝑅𝐸𝑧 ) are selected as the reference dataset for the k-NN al-
gorithm. Then, all the Euclidean distances of the light distribution of the unknown
event to the light distributions of all the selected reference events are calculated
and the k closest light distributions (nearest neighbors) are found. A 1D histogram
of the x-position of the nearest neighbor events is then built and smoothed with a
moving average filter n bins wide, whose dimensions are asymmetrically reduced
when it approaches the edges. The x coordinate of the unknown event is estimated
as the position of the maximum of the histogram. If multiple maxima are present,
one of them is randomly chosen. An analogous procedure is used to estimate the
y-coordinate.
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3.2.2. Depth-of-interaction estimation
The more accurate, definitive DOI estimation is performed with a method similar to
that used for position pre-estimation. The only difference is that the accelerated k-
NN 1D method is used to estimate the x,y-positions of the events of the calibration
dataset used to build the final LUT (𝐿𝑈𝑇𝐷𝑂𝐼) as well as the x,y-position of the
unknown event whose DOI has to be estimated. The advantage of this method
over the one described by van Dam et al. [10] is that the estimated position of the
calibration events instead of their irradiation positions is used to build 𝐿𝑈𝑇𝐷𝑂𝐼 and
therefore it is not necessary to perform PB irradiations to acquire the calibration
events.

3.2.3. Energy correction for position-dependent detector re-
sponse

Monolithic scintillator detectors usually show a rather homogeneous energy reso-
lution across the whole crystal volume if they are completely covered with a highly
reflective material due to the favorable light-collection conditions [11, 16]. Never-
theless, a simple method to estimate and correct for any remaining energy response
variations across the detector volume has been developed. First, the crystal vol-
ume is divided into 𝑛𝑒𝑛𝑥 ×𝑛𝑒𝑛𝑦 ×𝑛𝑒𝑛𝐷𝑂𝐼 voxels. Next, each event of a large calibration
dataset distributed over the whole crystal volume is assigned to the voxel containing
its position of interaction estimated using the methods described in sections 3.2.1
and 3.2.2. An energy spectrum is created for each voxel and the center position
of its 511 keV photopeak is estimated using a Gaussian fit. A correction factor for
each voxel is subsequently calculated as the ratio between the photopeak position
of the whole detector and the photopeak position of that voxel and stored in a LUT
(𝐿𝑈𝑇𝐸𝑁). When an unknown event is registered, first its position of interaction is
estimated and then its energy is corrected using the factor of the corresponding
voxel of 𝐿𝑈𝑇𝐸𝑁.

3.3. Improved calibration procedures and estimators
for time of interaction

Pixelated photosensors may register a timestamp for each pixel or group of pix-
els, providing a maximum of 𝑁𝑡𝑠 timestamps per event. To distinguish the 𝑁𝑝𝑥𝑙𝑠
photosensor regions that independently measure the amount of incident photons
from the 𝑁𝑡𝑠 regions that provide a timestamp, the formers will be referred to as
light-pixels and the latters as time-pixels. If each time-pixel accurately measures
the time of arrival of the first scintillation photon(s) detected, the spatio-temporal
distribution of the 𝑁𝑡𝑠 timestamps can be used to correct for the optical transport
times of the photons inside the crystal and to calculate more precisely the time of
interaction of each gamma photon. In order to optimally perform this correction, a
method for maximum-likelihood interaction time estimation (MLITE) was proposed
by van Dam et al. [5]. Here, this method has been modified in order to make the
calibration procedure faster and more practical, as well as to improve the timing
performance by selecting only the timestamps with reliable information and using
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a non-parametric fit for the probability density functions.
The calibration procedure is based on the acquisition of a large calibration

dataset of events distributed over the whole crystal volume in coincidence with
a fast reference detector. No prior knowledge on their positions of irradiation is
needed. We first attempt to remove premature timestamps (e.g. generated by dark
counts), as well as late timestamps that do not contain relevant information [17]
from the set of 𝑁𝑡𝑠 timestamps acquired for each scintillation event. This operation
makes use of the fact that timestamps acquired in the first part of the scintillation
pulse (e.g. in the first ∼5 ns for a LYSO crystal) should occur close to each other
in time. To perform this operation it is important that no significant time skews are
present between the different time-pixels, e.g. due to electronic jitter or readout
delays. First, all timestamps of each scintillation event are sorted in order of acqui-
sition (i.e. earliest timestamp in first position, etc.) and the timestamps which are
followed by another timestamp in a time period Δ𝑡𝑠𝑡𝑎𝑟𝑡𝑡𝑠−𝑠𝑒𝑞 are selected. The first valid
timestamp is determined as the earliest selected one which is followed by another
selected timestamp. Similarly, the last valid timestamp is determined sorting the
timestamps in inverse order of acquisition, selecting the timestamps preceded by
another timestamp in a time period Δ𝑡𝑒𝑛𝑑𝑡𝑠−𝑠𝑒𝑞 and finding the last selected timestamp
preceded by another selected timestamp. All timestamps registered in between the
first and last valid ones are also considered valid. To make sure that no useful times-
tamps are discarded, it is possible to define an additional time window before the
first valid timestamp (Δ𝑡𝑠𝑡𝑎𝑟𝑡𝑡𝑠 > Δ𝑡𝑠𝑡𝑎𝑟𝑡𝑡𝑠−𝑠𝑒𝑞) and after the last one (Δ𝑡𝑒𝑛𝑑𝑡𝑠 > Δ𝑡𝑒𝑛𝑑𝑡𝑠−𝑠𝑒𝑞),
accepting also the timestamps acquired in these windows. The length of the four
time windows has to be optimized for each type of detector.

Once the valid timestamps are selected the crystal is divided into 𝑛𝑀𝐿𝐼𝑇𝐸𝑥 ×
𝑛𝑀𝐿𝐼𝑇𝐸𝑦 × 𝑛𝑀𝐿𝐼𝑇𝐸𝐷𝑂𝐼 equally sized voxels to which the calibration events are assigned
according to their estimated positions of interaction. The interactions in a given
voxel are registered by time-pixel 𝑖 with certain delays, denoted as first photon
detection delays (FPDDs), which are determined by the scintillation pulse shape
and the optical transport in the crystal. The FPDD probability distribution function
(PDF) is estimated for each combination of voxel and time-pixel using the calibration
events assigned to that voxel. First, the differences between the valid timestamps
acquired by the time-pixel and the corresponding timestamps of the reference de-
tector are calculated and then these values are used to estimate the FPDD PDFs with
kernel-density estimation (KDE). This non-parametrical method reduces the influ-
ence of statistical fluctuations on the experimentally measured PDFs and, especially
at the beginning of the PDFs, preserves more closely their shape compared to the
previously proposed method, which employed a fit with an exponentially modified
Gaussian [5]. Finally, knowing the geometry of the calibration setup, the difference
in the travel times of the paired annihilation quanta to the interaction points in the
test and reference detectors can be determined and the zero of the FPDD distribu-
tions can be set at the moment of interaction inside the monolithic crystal. Thus,
a group of 𝑁𝑡𝑠 PDFs are obtained per crystal voxel, denoted as 𝑝(𝑡│𝑥, 𝑦, 𝑧, 𝑖), with
𝑡 the delay relative to the time of interaction in the monolithic scintillator detector,
(𝑥, 𝑦, 𝑧) the coordinates of the voxel center, and 𝑖 the index of the sensor time-pixel.
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Once an unknown event is detected, its position of interaction is estimated,
the event is assigned to the corresponding MLITE voxel and its timestamps are
selected using the same validity conditions used to build the FPDD PDFs. Then,
the time of interaction 𝑡𝑖𝑛𝑡 is estimated using the FPDD distributions of that voxel
and a maximum likelihood algorithm. That is, the likelihood of having a set of valid
timestamps t = 𝑡1, …, 𝑡𝑁𝑡𝑠 given an interaction time 𝑡𝑖𝑛𝑡 is defined as:

𝐿(t|𝑡𝑖𝑛𝑡) =
𝑁𝑡𝑠
∏
𝑖=1

𝑝(𝑡𝑖 − 𝑡𝑖𝑛𝑡|𝑥, 𝑦, 𝑧, 𝑖) (3.2)

The most likely time of interaction �̂�𝑖𝑛𝑡 is obtained by finding the maximum of the
likelihood function:

�̂�𝑖𝑛𝑡 = arg max
𝑡𝑖𝑛𝑡

𝐿(t|𝑡𝑖𝑛𝑡) (3.3)

3.4. Position, energy, and time of interaction esti-
mators for events with missing information

In part of the events not all light-pixels or time-pixels are acquired, e.g. because
a pixel could be in dead time due to the readout or recharge process resulting
from an earlier trigger caused by a dark count or a previous scintillation event.
If such events with missing information could be used in a practical way to still
obtain accurate time, energy and position information, a significant improvement
in detector sensitivity could be achieved. Moreover, the method could enable the
use of detectors that have some malfunctioning or broken pixels.

In fact, a complete light distribution generally is not essential if statistical meth-
ods are used to estimate the position of interaction, since they can be applied to only
that part of the information that is available [3]. However, the photon count on the
missing pixels is still important for correctly estimating the energy deposited and/or
when using analytical methods to estimate the position of interaction, such as the
position pre-estimation methods and the DOI estimation algorithm described in sec-
tions 3.2.1.1 and 3.2.2. In such cases, missing pixel values can be estimated using
analytical methods (e.g. interpolation/extrapolation techniques), methods based
on calibration datasets [3], or statistical methods. Here, a new method based on
average light distributions and the k-NN algorithm is introduced.

To calculate the average light distributions, a procedure similar to that described
in section 3.2.3 to build 𝐿𝑈𝑇𝐸𝑁 is followed. The monolithic crystal is subdivided into
𝑛𝑎𝑣−𝑙𝑑𝑥 ×𝑛𝑎𝑣−𝑙𝑑𝑦 ×𝑛𝑎𝑣−𝑙𝑑𝑧 equal voxels and each event of a large calibration dataset
containing only complete light distributions is assigned to a voxel depending on the
estimated position of interaction. All light distributions are subsequently normalized
to the same total value and the average light distribution for each voxel is calculated.

When an incomplete light distribution is acquired, first a coarse energy dis-
crimination is performed using different energy spectra built with events having
different numbers of missing pixels, i.e. spectra built using only events with one
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missing pixel, two missing pixels, etc. Then the average light distribution that is
most similar to the incomplete one is found using the k-NN algorithm. First, all
pixels that are missing in the incomplete light distribution are set to zero also in
the average light distribution dataset. Then, all distributions are normalized to the
same total photon count and the one that is most similar (i.e. having the smallest
Euclidean distance) to the incomplete distribution is selected. Finally, the values of
the missing pixels of the incomplete light distribution are estimated as:

𝑝𝑗𝑖𝑛𝑐−𝑙𝑑 = 𝑝
𝑗
𝑎𝑣−𝑙𝑑 ⋅

∑𝑖 𝑝𝑖𝑖𝑛𝑐−𝑙𝑑
∑𝑖 𝑝𝑖𝑎𝑣−𝑙𝑑

(3.4)

with 𝑝𝑖𝑛𝑐−𝑙𝑑 the pixel values of the incomplete light distribution before normaliza-
tion, 𝑝𝑎𝑣−𝑙𝑑 the pixel values of the selected average light distribution, 𝑗 = 1,…,𝑁𝑚𝑖𝑠𝑠𝑝𝑖𝑥
the indices of the missing pixels, and 𝑖 = 1,…,𝑁𝑎𝑐𝑞𝑝𝑖𝑥 the indices of the acquired
pixels.

The estimated photon counts on the missing pixels are used to complement the
measured light distribution, from which the total energy of the event is calculated.
The complemented light distribution is also used for the position pre-estimation
used to select reference events for the accelerated k-NN 1D algorithm. Next, the
x,y-position of interaction is determined using the accelerated k-NN 1D method
described in section 3.2.1.2. Whereas the complemented distribution is used for
position pre-estimation, only the pixels that were acquired during the measurement
are used for the definitive position estimation. That is, the pixels missing in the
measured light distribution are also set to zero in the pre-selected reference light
distributions and all distributions are normalized to the same total photon count.
Finally, the complemented light distribution is used once more, this time to estimate
the DOI using the method detailed in section 3.2.2.

If an event is missing part of the timestamps, the estimation of the time of
interaction with the MLITE method is performed following the approach described
in section 3.3, using only the available timestamps to define the likelihood function
given in equation 3.2.

3.5. Materials and experimental methods
3.5.1. Monolithic scintillator detector and reference detectors
The monolithic scintillator detector tested in this work is based on a LYSO:Ce crystal
(Crystal Photonics) with a base area of 32 mm × 32 mm, a thickness of 22 mm,
and polished surfaces. The four lateral faces were covered with a specular reflector
foil (Vikuiti ESR, 3M), whereas the top face was covered with Teflon tape. The 32
mm × 32 mm back surface was coupled to a DPC array developed by Philips Digital
Photon Counting (PDPC), model DPC-3200-22-44 (Figure 3.1), using a removable
transparent silicone gel (Sylgard 527, Dow Corning).

The DPC array measures 32.6 mm × 32.6 mm and consists of 4 × 4 independent
sensors (dies) at a regular pitch of 8 mm, each die containing 2 × 2 light-pixels
whose dimensions are 3.2 mm × 3.8775 mm. Each pixel comprises 3200 microcells
and is subdivided into 2 × 2 equal subpixels. Each microcell consists of a single
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photon avalanche photodiode (SPAD) and circuitry to actively quench and recharge
the SPAD, read out its status, and selectively enable or disable it. This last feature
makes it possible to disable the SPADs that show the highest dark count rates. In
this work, the noisiest 5% of microcells on each die were switched off. More details
about the sensor architecture can be found in Frach et al. [18], Frach et al. [19],
Schulze [20], and Schaart et al. [21].

The subpixels are used to set a statistical threshold for triggering the acquisition
sequence of a die at the beginning of a scintillation event [18, 22]. Trigger level
MT=1 (PDPC notation, see Frach et al. [18]) was chosen in this work. With this
setting, a die is triggered by the first SPAD firing, upon which a single timestamp
is acquired and photon counting is continued during a user-defined validation time
(set to 40 ns in this work). At the end of this interval, the die checks whether a
higher-energy threshold criterion is met, so as to discard events triggered by dark
counts. This validation threshold was set such that at least one pixel should have
at least one photon counted on each subpixel (DPC validation threshold notation:
‘0x7F:AND’). If this condition is not met, the die undergoes a fast (∼20 ns) recharge
and reset cycle. Otherwise if it is met, the die continues counting for a user-defined
integration time (set to 165 ns in this work) and then carries out a readout sequence
(680 ns). At the end of this sequence it outputs the photon count of each of the
four pixels as well as a single timestamp. Following the definitions given in section
3.3, a die thus corresponds to a time-pixel and contains four light-pixels.

The DPC array is equipped with neighbor logic, which makes it possible to force
the readout of neighboring dies or the entire array after the validation of any single
die. In this work, the option to force the readout of the entire array was activated.

Several reference detectors similar to the detector under test were assembled
to acquire events in coincidence with it. Each detector was built using a differ-
ent DPC sensor. Two detectors were based on two polished LSO:Ce crystals (Agile
Engineering Inc., Knoxville, TN, USA) with dimensions of 32 mm × 32 mm × 20
mm and 16 mm × 16 mm × 20 mm. Three other detectors were assembled using
Ca-codoped (0.2% in the melt) LSO:Ce crystals [23] (produced at the Scintillation
Materials Research Center, University of Tennessee, and provided by Agile Engi-
neering Inc., Knoxville, TN, USA) with dimensions of 3 mm × 3 mm × 5 mm and a
single polished 3 mm × 3 mm face that was coupled to a pixel of a DPC array. The
small reference crystals were covered on all the faces with specular reflector foil.

The readout and data acquisition of all detectors was performed using field-
programmable gate array (FPGA) based electronic boards and an accompanying
computer program provided by PDPC [20].

3.5.2. Experimental setup
A slightly modified version of the experimental setup described in Borghi et al. [4]
was used to perform the calibration and test measurements. Briefly, the setup is
based on a paired collimator system that is placed in between the detector under
test and a reference detector. It consists of a central tungsten cylinder containing a
22Na point-source (⌀ 0.5 mm, ∼3.5 MBq, IDB Holland BV) and two sets of collimators
used to obtain either a ⌀ 0.5 mm PB or a 0.5 mm wide FB of annihilation photons.
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The collimator system can be rotated by an angle of 90∘ so that the FB can be
aligned perpendicularly to the x- or y-axis of the detector under test. This detector
is mounted on two perpendicular linear stages driven by stepper motors (Physics
Instruments, M-403.42S stages with C-663 controllers), which precisely move and
position the detector in the plane perpendicular to the collimator axis. The entire
setup is placed inside a light-tight temperature chamber (Weiss WT 450/70). A
Peltier element is mounted on the back of each detector to control its temperature
with 0.1 ∘C precision. The working temperature of all detectors was set to -25 ∘C
to reduce the dark count rate of the DPC arrays.

3.5.3. Data acquisition
Four different sets of events were acquired for calibrating and characterizing the
position estimation response of the detector. These are referred to as the FB,
perpendicular PB, side PB, and angular PB datasets. The 32 mm × 32 mm × 20
mm LSO:Ce detector was used as a reference detector to acquire the FB dataset
while the 16 mm × 16 mm × 20 LSO:Ce detector was used for the other measure-
ments. A count rate profile was performed prior to each measurement in order to
find the center of the crystal with respect to the beam position. The use of the
different datasets is detailed in section 3.6. The FB dataset was obtained with the
FB perpendicularly incident on the crystal front surface. First, the FB was aligned
perpendicularly to the crystal x-axis and the x-subset was acquired collecting 12800
full-energy events (see section 3.5.4 for data pre-processing) at a series of refer-
ence positions spaced 0.25 mm apart along the x-direction. Subsequently, the FB
was rotated by 90∘ and the y-subset was acquired in an analogous way. The total
acquisition time was about 6-7 hours.

The perpendicular PB dataset was acquired with a perpendicularly incident PB
at a grid of reference positions with a pitch of 0.25 mm covering the entire crystal
front surface. At each point, 100 full-energy events were acquired. The total acqui-
sition time was about 8 days. The side PB dataset was collected by perpendicularly
irradiating a crystal side surface with the PB at a grid of reference positions with a
pitch of 1 mm in both the x- and z- (DOI-) directions, covering all possible DOIs and
spanning from x = -15.5 mm to x = 0.5 mm. At each position ∼4500 full-energy
events were acquired.

Finally, the angular PB dataset was obtained by irradiating half of the crystal front
surface at a 0.25 mm pitch reference grid with the PB at a 60∘ angle of incidence
(Figure 3.2). The PB was aligned parallel to the crystal y,z-plane and only the grid
positions for which the entry and exit points of the line of irradiation intercepted
the front and back face of the crystal were acquired. About 60 full-energy events
were acquired per position.

For the calibration and characterization of the time response of the monolithic
scintillator detector, the same preliminary measurements described in van Dam
et al. [5] were performed. Briefly, before the crystal was mounted, the electronic
time skews between the dies of the DPC array were determined with a pulsed
laser (Hamamatsu PLP-04 laser, wavelength 633 nm, average pulse duration 50
ps). Furthermore, the CRT of each of the three possible combinations of 3 mm ×
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Figure 3.2: Illustration of the angular PB measurement and of the calculation of the y’-error for events
incident on the crystal surface at a 60∘ angle. The coordinate system of the crystal is also shown.

3 mm × 5 mm Ca-codoped LSO:Ce detectors was measured. This permitted us to
calculate the single-detector time resolution for each detector. The best reference
detector, with a single-detector time resolution of ∼89 ps FWHM and an estimated
CRT for two identical detectors (𝐶𝑅𝑇𝑟𝑒𝑓) ∼125.9 ps, was chosen as a reference
detector for the flood irradiations described below.

Three different datasets were then acquired for the timing calibration and char-
acterization of the monolithic detector. To this end, the uncollimated 22Na point
source was placed in between this reference detector and the test detector. The
distance between the source and the reference detector was kept at 12 mm, while
the monolithic crystal was placed at 22 cm, 24 cm and 26 cm from the source so
as to irradiate the whole monolithic crystal surface uniformly. About 4 million and
2 million full-energy coincidence events were acquired at 24 cm and the other dis-
tances, respectively. The resulting datasets will be referred to as the 22 cm flood
irradiation (22cm-FI), 24cm-FI, and 26cm-FI datasets. A little less than an hour
was required to acquire 1 million events during flood irradiation.

3.5.4. Data pre-processing
The first pre-processing step for all measurements was to select the events in which
no pixel values and timestamps were missing (corresponding to about 65% of all
events acquired with the detector settings and operating conditions used in this
work) and for which the total energy deposited fell within the full-width-at-ten-
maximum (FWTM) of the 511 keV photopeak. For timing measurements, the energy
condition was also applied to the reference detector.
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A correction to obtain a homogeneous response from the light sensor pixels was
subsequently applied so as to obtain more accurate results from the analytical po-
sition estimation methods (i.e. the methods used for position pre-estimation and
DOI estimation). The perpendicular PB and the FB datasets, which contain events
evenly distributed over the crystal surface, were used to build LUTs for uniformity
correction (𝐿𝑈𝑇𝑈𝐶). The assumption is that the average light distribution over all the
events in both datasets should have the same value for all DPC pixels. Therefore,
the 𝐿𝑈𝑇𝑈𝐶 value for each pixel is defined as the ratio between the average value of
all pixels and the value of that same pixel in the average light distribution. Since
the light-pixels of the DPC array already have a highly uniform response, this cor-
rection was mostly performed to remove any effects due to the non-homogeneous
quality of the optical coupling and/or possible deficiencies in the crystal wrapping.
If necessary, this uniformity correction could be performed regularly, e.g. based
on simple flood irradiations, to make the detector response more stable without
having to repeat the entire k-NN calibration.

3.6. Results and discussion
3.6.1. Position estimation
3.6.1.1. Spatial resolution at perpendicular incidence
The perpendicular PB dataset (see section 3.5.3) was used to test the spatial res-
olution in the x- and y-directions. The positions of all events were estimated using
the accelerated k-NN 1D method (see section 3.2.1) as well as the standard k-NN
1D method [4], which calculates the Euclidean distances between the light distri-
butions for all the events in the reference datasets and not for only part of them,
selected according to their pre-estimated position of interaction. The FB dataset
was used as the reference dataset for both methods. The parameter k was set to
100 and 200 for the standard k-NN 1D and the accelerated k-NN 1D algorithms,
respectively. In both cases the smoothing filter had a width of 𝑛 = 5. The FB
dataset (the x- and y-subsets together) was also used to create the position pre-
estimation LUTs, with 𝑛𝑃𝑅𝐸𝑥 = 𝑛𝑃𝑅𝐸𝑦 = 32 for 𝐿𝑈𝑇𝑃𝑅𝐸𝑥 and 𝐿𝑈𝑇𝑃𝑅𝐸𝑦 . For 𝐿𝑈𝑇𝑃𝑅𝐸𝐷𝑂𝐼 ,
𝑛𝑃𝑅𝐸−𝐷𝑂𝐼𝑥 = 𝑛𝑃𝑅𝐸−𝐷𝑂𝐼𝑦 = 16 and 𝑛𝑃𝑅𝐸−𝐷𝑂𝐼𝑧 = 22. The MC code GATE [24] was used
to estimate the energy centroid distributions. The preselection radii were optimized
to maintain high spatial resolution while speeding up the positioning algorithm as
much as possible: the used values were 𝑟𝑃𝑅𝐸𝑥𝑦 = 2𝑚𝑚 and 𝑟𝑃𝑅𝐸𝑧 = 5𝑚𝑚. To avoid
positioning errors and/or bias due to small differences in the alignment of the crys-
tal with the PB or FB, the misalignment correction procedure presented in Borghi
et al. [4] was used to correct all results in this section.

Table 3.1 shows the parameters characterizing the average spatial resolution
obtained with both k-NN methods, obtained using all events in the PB dataset.
The FWHM and FWTM parameters are derived from the 2D point-spread function
(2D PSFs), defined as the normalized 2D histogram of the differences between the
estimated x,y-positions of interaction and the known x,y positions of irradiation.
The FWHM and FWTM are defined, respectively, as the full-width-at-half- and tenth-
maximum of the cross-sections along the x- and y-directions of the 2D PSF across
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Table 3.1: Average spatial resolution for perpendicularly incident events using the standard 1D k-NN
method (‘Std.’) and the accelerated 1D k-NN method (‘Accel.’).

Resolution (mm)
x y total

Std. Accel. Std. Accel. Std. Accel.

FWHM 1.45 1.68 1.49 1.70 - -

FWTM 4.58 4.76 4.72 5.02 - -

𝑟50% 0.83 0.82 0.86 0.84 1.66 1.62

𝑟90% 3.61 3.53 3.69 3.60 5.24 5.11

MAE 1.59 1.55 1.63 1.58 2.55 2.48
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Figure 3.3: Comparison of the cross-sections in the x-direction of the 2D PSFs (left) and of the cumulative
distributions of the x-, y- and total errors (right), for the standard 1D k-NN method (‘Std.’) and the
accelerated 1D k-NN method (‘Acc.’). All events in the PB datasets are used for these plots.

its maximum (Figure 3.3, left).
Slightly better FWHM and FWTM values are obtained with the standard 1D k-

NN method; however, since the 2D PSFs do not have a Gaussian shape this is
only due to the difference in height of their central bins and does not represent a
real difference in the positioning performance of the methods. For this reason we
consider the other parameters reported in Table 3.1 more comprehensive. The 𝑟50%
and 𝑟90% values are derived from the normalized cumulative distribution functions
(CDFs) of the x-, y- and total errors (Figure 3.3, right), the total error being the
length of the error vector. These parameters are defined as the values at which the
CDF exceeds 0.5 (i.e. the median error) and 0.9, respectively. The mean absolute
error (MAE) is defined as the mean absolute value of the (x-, y- or total) error. A
comparison of the CDFs of the two k-NN methods in Figure 3.3 (right) shows that
their positioning accuracy is practically equivalent, in fact with slightly better 𝑟50%,
𝑟90%, and MAE values for the accelerated 1D k-NN method, as reported in Table 3.1.

The MAE and bias vector b(v𝑖,𝑗𝑖𝑟𝑟) were also calculated for the individual irradia-
tion positions v𝑖,𝑗𝑖𝑟𝑟 = (𝑥

𝑖,𝑗
𝑖𝑟𝑟 , 𝑦

𝑖,𝑗
𝑖𝑟𝑟) of the PB dataset (𝑖 and 𝑗 being the row and column
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Figure 3.4: Resolution (MAE, left) and bias maps (Mean error, right) for the accelerated 1D k-NN method.
Each bin in the plots corresponds to an area of 1 mm × 1 mm.

indices of the irradiation grid). Here, the bias vector is defined as the mean error
of the estimated position:

b(v𝑖,𝑗𝑖𝑟𝑟) =
⎡
⎢
⎢
⎢
⎣

∑𝑀𝑚=1(�̂�𝑚(v
𝑖,𝑗
𝑖𝑟𝑟) − 𝑥

𝑖,𝑗
𝑖𝑟𝑟)

𝑀
∑𝑀𝑚=1(�̂�𝑚(v

𝑖,𝑗
𝑖𝑟𝑟) − 𝑦

𝑖,𝑗
𝑖𝑟𝑟)

𝑀

⎤
⎥
⎥
⎥
⎦

(3.5)

where 𝑚 is the mth test event acquired at irradiation position v𝑖,𝑗𝑖𝑟𝑟, v̂𝑚(v𝑖,𝑗𝑖𝑟𝑟) =
(�̂�𝑚(v𝑖,𝑗𝑖𝑟𝑟), �̂�𝑚(v

𝑖,𝑗
𝑖𝑟𝑟)) is its estimated position and 𝑀 is the number of events per

position. Figure 3.4 left and Figure 3.4 right respectively show the average MAE
value and bias magnitude (calculated as the average Euclidian norm of the bias vec-
tors) in 1 mm × 1 mm regions on the detector front surface, each region containing
16 irradiation positions.

As expected, the spatial resolution is best at the center of the crystal and starts to
degrade at about 4-5 mm distance from each edge, for the coordinate perpendicular
to that edge [1, 3, 11]. This effect simultaneously occurs for both coordinates in the
corners, where the MAE consequently is worse. Nevertheless, the MAE is <3 mm
at practically all positions. The bias is negligible (<0.5 mm) except in ∼3 mm wide
regions near the crystal edges. It becomes substantial (>1.5 mm) only at about 1
mm from the edge, which is attributed to the truncation of the error distributions
at the edges.

It has to be noted that all spatial resolution results also include the contributions
due to the finite beam diameter, which in this work can be considered negligible, and
the errors determined by events which underwent Compton interaction(s) inside
the crystal. Compton scattered events can travel a significant distance in thick
scintillation crystals and therefore contribute to the tails in the error distributions
(PSFs and CDFs) [25].

For the accelerated 1D k-NN method, an average of ∼8900 reference events
were pre-selected to estimate the x- or y-coordinate of each unknown event, while
∼1.6 million reference events were necessary with the standard method. A reduc-
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Table 3.2: DOI resolution for events with complete light distributions, for events with the pixel values
from up to 4 out of 16 dies (4 pixels per die) missing and for the acquisition conditions used in this work
(AC) (see section 3.6.4.2 for details about the results for events with missing pixels).

Resolution (mm)
No. of missing dies

None 1 2 3 4 AC

FWHM 3.73 3.88 4.03 4.25 4.43 3.8

FWTM 11.1 11.2 11.3 11.6 11.8 11.1

𝑟50% 1.03 1.07 1.12 1.19 1.26 1.05

𝑟90% 4.70 4.82 5.00 5.23 5.51 4.77

MAE 2.23 2.30 2.39 2.50 2.64 2.27

tion by a factor of ∼200 in the number of distance calculations, which is the most
computing-intensive operation in the k-NN algorithm, has thus been achieved with-
out any degradation of the spatial resolution. The computation time per unknown
event using a non-optimized MATLAB implementation of the accelerated 1D k-NN
method on a single core was ∼5 ms, a significant improvement compared with the
value of ∼1 s needed with the standard method. This time could still be decreased
substantially by replacing the MATLAB script by an optimized code.

3.6.1.2. DOI resolution
The whole FB dataset was used to create 𝐿𝑈𝑇𝐷𝑂𝐼 (see section 3.2.2), with 𝑛𝐷𝑂𝐼𝑥 =
𝑛𝐷𝑂𝐼𝑦 = 16 and 𝑛𝐷𝑂𝐼𝑧 = 22. To assign the calibration events to the x,y-bins of
𝐿𝑈𝑇𝐷𝑂𝐼, their x,y-position was estimated with the accelerated 1D k-NN method
using the leave-one-out technique [16], i.e. removing the event whose position is
being estimated from the reference dataset used for k-NN.

The side PB irradiation was used as a test dataset to determine the performance
of the DOI estimation. Table 3.2 shows the results. The FWHM and FWTM values
were calculated from the 1D distribution of the DOI errors, whereas 𝑟50% and 𝑟90%
were obtained from the normalized error CDF.

Figure 3.5 shows the DOI resolution and DOI bias as a function of the z-position
of interaction. These plots were obtained by calculating the MAE and the mean
error, respectively, for all events acquired at each DOI in the side PB dataset. As
expected, the DOI resolution is best near the photosensor and degrades in the
upper half of the crystal. The bias is less than 1.5 mm for almost all z-positions,
becoming significant in the 3-4 mm near the front crystal surface and the 1-2 mm
near the photosensor only, due to truncation of the error distributions. It is noted
that these results were obtained with a homogeneous side irradiation; in the case
of front irradiation, with more events interacting in the front half of the detector,
the average DOI resolution would be slightly worse.

3.6.1.3. Spatial resolution at non-perpendicular incidence
The angular PB dataset was used to test the spatial resolution at an angle of in-
cidence similar to that occurring in a clinical scanner for events originating at the
edge of the radial field of view (FOV). The positioning error was determined for
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Figure 3.5: DOI resolution (left) and DOI bias (right) as a function of the z-position of interaction for
events with the pixel values from up to 4 out of 16 dies (4 pixels per die) missing (see section 3.6.4.2
for details about the results for events with missing pixels).

each event by estimating the position of interaction (x,y,z) and calculating its dis-
tance to the true line of response (LOR); see Figure 3.2. The distance between the
estimated x-position and the x-coordinate of the plane parallel to the y,z-plane that
contains the LOR is denoted as the error in the x-direction. The distance between
the estimated y,z-position and the LOR in the plane parallel to the y,z-plane that
contains the LOR is called the y’-error. The resolution measures defined in section
3.6.1.1 were calculated on the basis of the x- and y’-errors. To assess the impor-
tance of DOI estimation, the calculation was repeated after replacing z by a fixed
DOI value of 7.5 mm, equal to the average DOI at 60∘ incidence.

The results are summarized in Table 3.3, while the 1D PSFs (i.e. the projections
of the 2D PSFs on the x or y axis) are shown in Figure 3.6. A small resolution
degradation is noticeable for the x-coordinate. This could be explained by a small
misalignment of the irradiation positions during the non-perpendicular irradiation,
which is noticeable in Figure 3.6 as a small offset between the error histograms.
Also, the angular PB dataset on average has a smaller DOI than the perpendicular
PB dataset and the x,y spatial resolution is worse in the front part of the crystal,
which is further away from the DPC arrays.

As for the y’-error, the lower accuracy of the DOI estimation compared to the
x,y estimation results in less accurate LOR positioning for non-perpendicular LORs.
However, the MAE in the y’-direction is only∼17% higher compared to perpendicular
irradiation, which is a large improvement over the ∼75% degradation that occurs
if the average DOI is used for LOR positioning.
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Table 3.3: Spatial resolution for events incident at an angle of 60𝑐𝑖𝑟𝑐 on the crystal surface, obtained
using the DOI estimated with the method presented in section 3.2.2 (‘DOI’) and a fixed DOI value of
7.5 mm (‘no DOI’).

Resolution (mm)
x y’ total

DOI no DOI DOI no DOI DOI no DOI

𝑟50% 0.93 0.93 1.12 1.84 1.94 2.97

𝑟90% 3.85 3.85 4.03 5.20 5.66 6.48

MAE 1.69 1.69 1.85 2.79 2.79 3.63
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Figure 3.6: 1D PSFs of the x- (left) and y’-errors (right) (y-errors for perpendicular irradiation) in the
position estimation for perpendicular irradiation and irradiation at a 60∘ angle of incidence, with and
without DOI correction.
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Figure 3.7: Value of the 511 keV photopeak as a function of position of interaction in the crystal (pho-
topeak values are expressed in terms of the number of fired cells corrected using 𝐿𝑈𝑇𝑈𝐶, as described
in section 3.5.4).

3.6.2. Energy resolution
The FB dataset was used to create 𝐿𝑈𝑇𝐸𝑁 (see section 3.2.3), with 𝑛𝑒𝑛𝑥 = 𝑛𝑒𝑛𝑦 =
16 and 𝑛𝑒𝑛𝑧 = 4. The perpendicular PB dataset was subsequently used to test
the influence of the position-dependent energy correction on the detector energy
resolution. Only events belonging to the non-corrected 511 keV photopeak were
used (see section 3.5.4). The energy resolutions before and after correction were
determined with Gaussian fits.

The center position of the 511 keV photopeak as a function of the x,y,z-position
of interaction is shown in Figure 3.7. At all DOI, it is possible to notice a region
around (x,y) ∼ (2,-10) in which the detector shows a reduced energy response,
probably due to small defect(s) in the optical coupling. In the DOI layer between
16.5 mm and 22 mm, which is the closest to the DPC array, it is also possible to
observe a different response between the regions above the dead areas of the pho-
tosensor (y = -16, -8, 0, 8, 16) (Figure 3.1), where the energy response is lower,
and the regions centered above the DPC dies (y = -12, -4, 4, 12), where the energy
response is higher. This results in a difference in the photopeak position of up to
∼200 cells. Despite this variation, the average energy resolution in the energy spec-
trum of the complete dataset without any correction still equals ∼10.25% FWHM
(Figure 3.8). If the position-dependent energy correction is applied, an energy
resolution of ∼9.9% FWHM is achieved.

3.6.3. Time resolution
The timestamps of all events in datasets 22 cm FI, 24 cm FI, and 26 cm FI were
corrected for the electronic time skews between the DPC dies (see section 3.5.3) and
subsequently pre-selected using the method described in section 3.3. The optimized
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Figure 3.8: Comparison of the 511 keV photopeak of the energy spectrum obtained with all events in
the PB dataset before and after position-dependent energy correction.



3

114 3. Practical methods for detector calibration and operation

a.
u.

0

2

4
13 9 5 1

a.
u.

0

2

4
14 10 6 2

a.
u.

0

2

4
15 11 7 3

∆t (ns).
0 1 2 3

a.
u.

0

2

4
16

∆t (ns).
0 1 2 3

12

∆t (ns).
0 1 2 3

8

∆t (ns).
0 1 2 3

4

Figure 3.9: Example of FPDD PDFs for events interacting in the crystal voxel having coordinates
(𝑥, 𝑦, 𝑧) = (−14𝑚𝑚,−14𝑚𝑚, 2.75𝑚𝑚), i.e. above die no. 16 (see Figure 3.1) and close to the crystal
surface opposite from photosensor surface. Red dots are the experimental histograms whereas black
lines are FPDD PDFs estimated using KDE. Numbers in each subplot correspond to die numbering.

values for the time windows were Δ𝑡𝑠𝑡𝑎𝑟𝑡𝑡𝑠−𝑠𝑒𝑞 ≅ 200𝑝𝑠, Δ𝑡𝑒𝑛𝑑𝑡𝑠−𝑠𝑒𝑞 ≅ 200𝑝𝑠, Δ𝑡𝑠𝑡𝑎𝑟𝑡𝑡𝑠 ≅
1𝑛𝑠 and Δ𝑡𝑒𝑛𝑑𝑡𝑠 ≅ 3.5𝑛𝑠. Half of the events of the 24 cm FI dataset (∼2 million)
were used to determine the FPDD PDFs (Figure 3.9), with 𝑛𝑀𝐿𝐼𝑇𝐸𝑥 = 𝑛𝑀𝐿𝐼𝑇𝐸𝑦 = 16
and 𝑛𝑀𝐿𝐼𝑇𝐸𝐷𝑂𝐼 = 4. The kernel function used for KDE was the Epachenikov (parabolic-
shaped) function. To speed up the calculations, the values of all FPDD PDFs were
pre-computed on a temporal grid with a spacing equal to 1 DPC time-to-digital
converter (TDC) bin (10 ns / 29 ≅ 19.5 ps) and stored in a LUT. Since the absolute
time is irrelevant for determining the time resolution, the zero of the FPDD PDFs
was left uncorrected for the irradiation geometry.

The remaining half of the 24 cm FI dataset as well as the 22 cm FI and 26 cm
FI datasets were used as test datasets. The time of interaction of each event was
estimated using MLITE, with the values of the likelihood function 𝐿(t|𝑡𝑖𝑛𝑡) calculated
on the same time grid as the FPDDs. The CRT for two identical monolithic scintillator
detectors in coincidence was then calculated for each dataset as:

𝐶𝑅𝑇 = √2 × (𝐶𝑅𝑇2𝑒𝑥𝑝 − (𝐶𝑅𝑇2𝑟𝑒𝑓/2)) (3.6)

where 𝐶𝑅𝑇𝑒𝑥𝑝 is the experimentally measured CRT and 𝐶𝑅𝑇2𝑟𝑒𝑓/2 is the squared
value of the single-detector time resolution of the reference detector (see section
3.5.3).
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A deterministic timing method was also tested to assess the time resolution that
can be achieved without any calibration procedure, apart from the measurement
of the time skews between the DPC dies that remains necessary. Specifically, the
average value of the first two timestamps registered by the monolithic detector was
used as �̂�𝑖𝑛𝑡 [5].

With MLITE, 𝐶𝑅𝑇𝑒𝑥𝑝 is found to be 176 ps FWHM, resulting in a CRT of 214 ps
FWHM for two monolithic scintillator detectors in coincidence. With the determin-
istic method, 𝐶𝑅𝑇𝑒𝑥𝑝 equals 192 ps FWHM, resulting in a CRT of 241 ps FWHM.
MLITE thus provides a ∼10% improvement of the CRT. The deterministic method
still provides a remarkable CRT for a crystal of these dimensions; it has to be noted,
however, that this result could only be achieved with a strict selection of reliable
timestamps (see section 3.3). The computation time needed with a MATLAB imple-
mentation of MLITE running on a single core was ∼1 ms per event, which could be
further decreased with an optimized code.

The CRT of 214 ps FWHMmay be compared with the values reported by van Dam
et al. [5] for two monolithic scintillator detectors made from Ca-codoped LSO:Ce.
These detectors had dimensions of 16 mm × 16 mm × 20 mm and 24 mm × 24 mm
× 20 mm and reached CRTs of 185 ps FWHM and 184 ps FWHM, respectively. Since
the time resolution of a scintillation detector linearly depends on 𝑠𝑞𝑟𝑡𝜏𝑑, with 𝜏𝑑
the decay time constant of the crystal [17] and the decay constants of LYSO:Ce and
Ca-codoped LSO:Ce are 43 ns [26] and 33 ns [27], respectively, the value found
for the LYSO:Ce monolithic detector is in excellent agreement with what could be
expected from the previous measurements with Ca-codoped crystals.

Figure 3.10 shows the three TOF-difference spectra derived from datasets 22 cm
FI, 24 cm FI, and 26 cm FI. The CRTs are 175.5 ps FWHM, 176 ps FWHM, and 175
ps FWHM, respectively. The mean times of interaction at 24 cm and 26 cm, relative
to the measurement at 22 cm, are 60.3 ps and 135.2 ps, corresponding to distances
of 18.1 mm and 40.5 mm, respectively. The differences with the expected distances
of 20 mm and 40 mm, respectively, can be explained by the reproducibility of the
source position within the setup, which is estimated to be in the order of 1-2 mm.

3.6.4. Events with incomplete light distributions
To compare the results obtained with the same statistics, the datasets with complete
light distributions that were used in sections 3.6.1, 3.6.2 and 3.6.3 were artificially
modified to determine the detector performance for events with incomplete light
distributions. That is, four additional versions were created for each dataset, in
which the data of 1, 2, 3, or 4 randomly chosen dies (viz., four light-pixel values
and one timestamp per die) were deleted. Random deletion is considered justified
since the monolithic scintillator detector is operated with full neighbor logic, so dies
are expected to be missing only because of dead times caused by dark counts, with
essentially equal probability per die.

The FB dataset was used to calculate the average light distributions (section
3.4). The methods described in section 3.4 were used to process the resulting
four versions of the perpendicular-PB and side-PB datasets. The analysis used in
sections 3.6.1.1, 3.6.1.2 and 3.6.2 was then repeated to determine the spatial,
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Figure 3.10: TOF-difference spectra obtained for three different distances between the source and the
monolithic scintillator detector using the MLITE method.

DOI, and energy resolution as a function of the number of missing dies. Similarly,
the analysis in section 3.6.3 was repeated on four versions of the flood irradiation
datasets with different numbers of missing dies.

To put these results into perspective, a weighted average of the PSFs, CDFs,
energy spectra, and TOF-difference spectra obtained with a variable number of
missing dies was also calculated using as weights the fractions of events acquired
with up to four missing dies during real measurements. The resulting distributions
were used to estimate the performance that would be achieved for the detector
settings and operating conditions used in this work if those distributions were ac-
cepted. The percentages of the events in which the data from 16, 15, 14, 13,
and 12 dies were acquired are 68%, 18%, 6.5%, 2.5%, and 1%, respectively, i.e.
∼96% of the total registered events.

3.6.4.1. Spatial resolution at perpendicular incidence
The parameters that characterize the spatial resolution in the x- and y-directions for
perpendicularly incident events with up to four dies missing are reported in Table
3.4. The corresponding error CDFs are shown in Figure 3.11. A small degradation
is noticeable for each additional missing die, but total degradations of only ∼10%
and ∼15% are found for the MAE and 𝑟50%, respectively, when four dies are missing
in each event. For the acquisition conditions used in this work (AC), a degradation
in the spatial resolution <1.5% would be obtained if events with up to four missing
dies were accepted.
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Figure 3.11: CDFs of the x- (left) and total (right) errors in the position estimation for perpendicularly
incident events with the pixel values from up to 4 out of 16 dies (4 pixels per die) missing. CDFs of the
y-errors are omitted because are similar to CDFs for x-errors.

3.6.4.2. DOI resolution
The average DOI resolution as a function of the number of missing dies is reported
in Table 3.2. Figure 3.5 shows the DOI resolution and the DOI bias for incomplete
light distributions as a function of DOI. The DOI resolution deteriorates by up to
∼20% (MAE and 𝑟50%) at four missing dies and ∼2% for the acquisition conditions
used in this work, which is slightly more than the degradation observed in the x-
and y-directions. This may be due to the fact that missing information has a twofold
influence on the DOI estimation: it affects the x,y-position estimation as well as the
SSPI value used to look up the DOI in 𝐿𝑈𝑇𝐷𝑂𝐼.

It can be noticed that the estimated DOI of events with missing dies tends to
be biased towards the crystal front surface, presumably because the algorithm that
estimates the missing pixel values has more difficulty in recovering light distributions
in which bright pixels are missing.

3.6.4.3. Energy resolution
The energy resolutions for incomplete datasets with and without estimated values
of the missing pixels are reported in Table 3.5. A degradation of ∼55% is observed
for the dataset with four missing dies without correction. This is reduced to <10%
when using the estimated pixel values, resulting in an energy resolution of 10.6%
FWHM, quite an acceptable value for LYSO:Ce. A degradation <1% would be ob-
tained for real measurements accepting events with up to four missing dies.

Figure 3.12 shows the energy spectra obtained with events having two and
four missing dies, with and without complemented pixel values, together with the
spectrum obtained with events having complete light distributions. It can be noticed
that the correction algorithm accurately restores the position of the photopeak and
reduces the tail on the left side of the peak.
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Table 3.5: Energy resolution for events with complete light distributions, for events with the pixel values
from up to 4 out of 16 dies (4 pixels per die) missing (calculated with, ‘Estimated dies’, and without
,‘Missing dies’, estimated values of the missing pixels) and for the acquisition conditions used in this
work (AC).

Energy Resolution No. of missing dies

(% FWHM) None 1 2 3 4 AC

Missing dies - 11.2 12.3 13.7 15.3 -

Estimated dies 9.9 10.1 10.3 10.4 10.6 10.0
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Figure 3.12: Energy spectra obtained with events having complete light distributions (‘Real values’) and
having the pixel values from 2 (left) / 4 (right) out of 16 dies (4 pixels per die) missing, calculated with
(‘Est. dies’) and without (‘Miss. dies’) estimated values of the missing pixels.
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Table 3.6: CRT for events with complete time information, for events with the timestamps from up to 4
out of 16 dies (1 timestamp per die) missing and for the acquisition conditions used in this work (AC).
Results are presented for the MLITE method (‘MLITE’) and the method that uses the average of the first
two timestamps (‘Av. 2 TS’).

CRT
No. of missing dies

None 1 2 3 4 AC

MLITE 214 221 229 239 250 217

Av. 2 TS 241 251 263 276 292 246

3.6.4.4. Time resolution
The CRT for events with missing information is shown in Table 3.6. In the case of
four missing timestamps, a deterioration of ∼16% is observed with MLITE as well
as with the average of the first two timestamps. In this case, MLITE still achieves
an excellent CRT of 250 ps even though 25% of the timing information is missing.
A degradation ∼1.5% would be obtained if events with up to four missing dies were
accepted during the measurements.

3.7. Conclusions
New, time-efficient calibration procedures as well as position-, DOI-, energy-, and
time-of-interaction estimators for monolithic scintillator detectors were tested ex-
perimentally on a detector based on a 32 mm × 32 mm × 22 mm LYSO:Ce crystal
and a DPC array. About 9 hours were needed to fully calibrate the detector using a
∼3.5 MBq 22Na point-source. The possibility of avoiding PB irradiation, which was
previously needed for time and DOI calibration and took about 8 days, reduces the
calibration time by a factor of at least 20 (see section 3.5.3). Since the detector
count rate during FB irradiation was lower than the maximum detector count rate,
this time could still be reduced substantially if a stronger source were used. More-
over, considering that the new methods require FB and flood irradiations only, they
open up the possibility of calibrating many detectors in parallel.

The accelerated position estimator based on 1D k-NN classification with pre-
selection of the reference events reduces the calculation time by a factor of ∼200
without noticeably reducing the spatial resolution. An average spatial resolution
of 1.7 mm FWHM / 1.6 mm MAE is achieved, which is better than or comparable
to the best resolutions presented so far for monolithic scintillator detectors with a
thickness of 15-20 mm [1, 4]. Additionally, a position-dependent analysis of the
spatial resolution and bias showed that monolithic scintillator detectors can achieve
quite homogeneous performance over almost all of their volume and that edge
effects are reduced using crystals with a low aspect-ratio.

To our knowledge, this is the first time that the experimental DOI performance of
a monolithic scintillator detector thicker than 10-15 mm is presented. A MAE better
than 3 mm was obtained in the 22 mm LYSO crystal and it was demonstrated that
this considerably improves the accuracy of LOR positioning at 60∘ incidence. This is
expected to make the reconstructed image resolution of a typical clinical TOF-PET
scanner much more homogeneous throughout its FOV.
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A method to correct for the position-dependent energy response of monolithic
scintillator detectors was shown to improve the energy resolution from 10.25%
FWHM to 9.9% FWHM. This correction would not seem essential, as the uncorrected
energy resolution is close to what is achievable with LYSO:Ce already. However, the
method was shown to enhance detector performance and, since it can be easily
implemented, it could be applied in systems made of many detectors to improve,
e.g., the robustness to imperfections occurring during detector manufacturing.

A CRT of 214 ps FWHM was achieved with the MLITE method. This is in excel-
lent agreement with previous results obtained with 20 mm thick monolithic crystals
made from Ca-codoped LSO:Ce [5], taking into account the difference in the scin-
tillation decay constants. This suggests that MLITE compensates for the optical
photon transport similarly well, even though the present crystal is considerably
wider than the previous ones.

A new, statistical method was introduced to estimate the photon count on miss-
ing photosensor pixels, which was tested on events in which the data from up to
4 out of 16 DPC dies (corresponding to 4, 8, 12, or 16 out of 64 light-pixels) was
artificially removed. The results demonstrate that this method can restore sufficient
information to profitably use the deterministic position pre-estimation algorithm of
the accelerated 1D k-NN method while maintaining the robustness to missing in-
formation typical of statistical position estimation methods [3]. The degradation of
the DOI resolution is slightly more pronounced, although parallax errors can still be
corrected adequately with up to four missing dies. Finally, the CRT obtained with
MLITE showed limited deterioration for events with up to 4 out of 16 timestamps
missing. A degradation of all the performance parameters <2% would be observed
if events with up to four missing dies were accepted during measurements with
the detector settings and operating conditions used in this work, obtaining an im-
provement in the single-detector sensitivity of about 40% compared with the case
in which only complete events are accepted.

In conclusion, this paper shows that monolithic scintillator detectors can be cal-
ibrated and operated in a practical way that should allow their use in systems con-
sisting of many detectors. The spatial-, DOI-, energy-, and time-resolution achieved
with a 32 mm × 32 mm × 22 mm LYSO:Ce crystal coupled to a DPC array shows
an excellent match with the requirements of whole-body clinical TOF-PET imaging.
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Abstract - New applications for positron emission tomography (PET) and
combined PET/magnetic resonance imaging (MRI) are currently emerging, for
example in the fields of neurological, breast, and pediatric imaging. Such ap-
plications require improved image quality, reduced dose, shorter scanning
times, and more precise quantification. This can be achieved by means of
dedicated scanners based on ultrahigh-performance detectors, which should
provide excellent spatial resolution, precise depth-of-interaction (DOI) estima-
tion, outstanding time-of-flight (TOF) capability, and high detection efficiency.
Here, we introduce such an ultrahigh-performance TOF/DOI PET detector,
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based on a 32 mm × 32 mm × 22 mm monolithic LYSO:Ce crystal. The 32
mm × 32 mm front and back faces of the crystal are coupled to a digital pho-
ton counter (DPC) array, in so-called dual-sided readout (DSR) configuration.
The fully digital detector offers a spatial resolution of ∼1.1 mm full width at
half maximum (FWHM) / ∼1.2 mm mean absolute error (MAE), together with
a DOI resolution of ∼2.4 mm FWHM, an energy resolution of 10.2% FWHM,
and a coincidence resolving time (CRT) of 147 ps FWHM. The time resolu-
tion closely approaches the best results (135 ps FWHM) obtained to date
with small crystals made from the same material coupled to the same DPC
arrays, illustrating the excellent correction for optical and electronic transit
time spreads that can be achieved in monolithic scintillators using maximum-
likelihood techniques for estimating the time of interaction. The performance
barely degrades for events with missing data (up to 6 out of 32 DPC dies
missing), permitting the use of almost all events registered under realistic ac-
quisition conditions. Moreover, the calibration procedures and computational
methods used for position and time estimation follow recently made improve-
ments that make them fast and practical, opening up realistic perspectives
for using DSR monolithic scintillator detectors in TOF-PET and TOF-PET/MRI
systems.
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4.1. Introduction

R ecent studies indicate that new applications for positron emission tomogra-
phy (PET) are emerging, in part due to the recent development of integrated

PET/magnetic resonance imaging (MRI) scanners. Applications for PET/MRI are
found in fields where the excellent soft-tissue contrast of MRI provides better anatom-
ical information compared to computed tomography (CT). PET/MRI furthermore of-
fers the possibility to obtain complementary functional and molecular information
as well as a substantially reduced radiation dose compared to PET/CT. Promising
applications currently under investigation span from research on human brain func-
tion [1] to clinical evaluation of neuro-oncological and neurodegenerative diseases,
e.g. Alzheimer [2]. Another application of PET/MRI is in pediatric oncology, where
dose reduction is most important, especially when repeated imaging sessions are
required [3, 4]. Finally, several applications in oncology have demonstrated in-
teresting results, e.g. for the evaluation of lymphoma, head and neck cancers,
prostate cancer, and possibly gastrointestinal tumors, gynecological tumors, and
breast cancer [5–7].

Although the integration of PET and MRI has posed substantial challenges [8],
whole-body clinical PET/MRI scanners have been built and clinically tested [9–12].
However, such whole-body scanners are not optimized for some of the aforemen-
tioned applications that involve the imaging of relatively small objects (∼20 cm
diameter or less), such as the brain, the female breast, and small children. These
applications require better spatial resolution than what is currently available. The
spatial resolution of whole-body scanners is limited by the large diameter of the
PET rings (≥65 cm), which enhances blurring due to photon acollinearity, as well
as by the performance of current scintillator detectors, which are typically based on
∼4 mm pitch crystal arrays and provide no depth-of-interaction (DOI) correction,
resulting in a deterioration of the resolution with increasing radial distance from the
scanner central axis, especially in smaller-bore systems [13, 14]. Applications in
e.g. pediatrics, neurology, and breast imaging would be much better served with
dedicated, small-bore scanners based on ultrahigh-performance detector technol-
ogy, as for instance demonstrated by the ECAT HRRT brain scanner, which, even
15 years after its introduction, remains a preferred system for brain imaging [15].

Moreover, currently available time-of-flight (TOF)-PET and TOF-PET/MRI scan-
ners have a coincidence resolving time (CRT) larger than 300 ps full-with-at-half-
maximum (FWHM) [16], which offers relatively little TOF benefit when imaging
objects with a diameter smaller than ∼20 cm [17, 18]. Better CRTs are furthermore
desirable in integrated TOF-PET/MRI systems since the TOF information could be
used for more accurate attenuation correction [19].

In summary, there exists a need for scintillation detectors with much improved
spatial resolution, DOI estimation capability, coincidence resolving time, and detec-
tion efficiency. Monolithic scintillation detectors have demonstrated to be a promis-
ing solution, since they can simultaneously fulfill all of these requirements. That
is, previous studies have demonstrated spatial resolutions in the order of ∼1 mm
FWHM [20–22], accurate DOI correction [23–28], energy resolutions better than
10% FWHM [28], and CRTs well below 200 ps [29]. Moreover, this type of detector
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can be made MRI compatible when based on analogue or digital silicon photo-
multipliers (SiPMs) and is less expensive than detectors based on finely-pixelated
scintillator matrixes. It is noted that recent studies have introduced more efficient
procedures to calibrate the detectors, as well as faster algorithms to estimate the
time and position of interaction [22, 28, 30].

Nevertheless, the monolithic scintillation detectors with the best spatial resolu-
tions and CRTs reported to date are relatively thin (≤10 mm) and, therefore, have
limited detection efficiency. If the thickness is increased, the spatial, DOI, and time
resolutions deteriorate, making them suboptimal for specialized high-resolution ap-
plications [22, 28, 31]. An approach that has already demonstrated promising re-
sults for simultaneously obtaining high performance and high sensitivity in mono-
lithic scintillator detectors is the so-called dual-sided readout configuration (DSR),
in which pixelated photosensors are coupled to both the front and back faces of a
thick monolithic crystal [32].

In this work, we present a detector optimized for applications such as pediatric,
neurological, and breast imaging, based on a 22 mm thick monolithic LYSO:Ce
crystal and two digital photon counter (DPC) arrays in DSR configuration. The
detector performance is fully characterized, including the spatial, DOI, energy, and
timing performance. The results are compared to those previously reported for a
back-sided readout (BSR) detector based on a LYSO:Ce crystal of equal dimensions
[28]. Finally, the DSR detector performance is assessed for events in which part of
the data acquired by the DPC arrays is missing due to dead time, so as to investigate
the robustness of the detector with respect to this potential source of error.

4.2. Material and methods
4.2.1. Dual-sided readout detector and reference detectors
The DSR detector presented in this paper (Figure 4.1) is based on a polished 32
mm × 32 mm × 22 mm LYSO:Ce crystal (Crystal Photonics, Sanford, USA) and
two digital photon counter arrays (model DPC-3200-22-44, Philips Digital Photon
Counting). The photosensors are optically coupled to the two opposed 32 mm ×
32 mm faces of the crystal using a transparent silicone material (Sylgard 527, Dow
Corning). The other faces of the crystal are covered with a specular reflector foil
(Vikuiti ESR, 3M).

The DPC arrays have a surface of 32.6 mm × 32.6 mm and consist of 16 inde-
pendent 7.8775 mm × 7.15 mm silicon dies (at a pitch of 8 mm), each comprising
four 3.2 mm × 3.8775 mm sensor pixels and an on-chip time-to-digital converter
(TDC). A detailed description of the die architecture can be found in Frach et al.
[33], Frach et al. [34], Schulze [35], Tabacchini et al. [36], and Schaart et al. [37].
Shortly, each pixel comprehends 3200 microcells, each microcell consisting of a
single photon avalanche diode (SPAD) integrated with its own control and readout
circuitry, which allows users to switch off SPADs with high dark count rates. For
this work, the noisiest 5% of the microcells were disabled.

Each pixel is subdivided into four subpixels, which are connected to a logic
network used to implement the trigger threshold. That is, a subpixel assumes a
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Figure 4.1: Sketch of a partially assembled dual-sided readout detector with the reference system used
in the analysis.

logical ‘true’ state when at least one of its SPADs is fired. The trigger network uses
AND/OR operations on the subpixel states to define how many fired subpixels on a
pixel will produce a trigger signal. The first pixel that produces such a trigger signal
prompts the acquisition of a timestamp and starts the validation sequence [36]. In
all measurements performed in this work, the dies were triggered on the first fired
subpixel (PDPC notation MT=1), i.e. on the first SPAD discharging on the die.

The validation sequence consists of a user-defined waiting time at the end of
which a second, higher threshold has to be reached in order to validate and acquire
the event. The validation threshold is implemented by further subdividing the mi-
crocells of each subpixel into smaller groups and performing a user-programmable
logic operation on these groups using a logic network similar to the one used for
the trigger threshold, as described in detail by Tabacchini et al. [36]. In the present
work, the validation period was set to 40 ns, while the validation threshold was set
such that one pixel has to have at least one fired SPAD on each subpixel to validate
the event (DPC notation: ‘0x7F:AND’). If the validation threshold is reached, the
die waits for a user-defined integration phase (set to 165 ns in this work) and then
reads out the status of all microcells (which takes ∼680 ns), providing the number
of SPADs fired on each pixel and a single timestamp. If the validation threshold is
not reached, a fast recharge-and-reset cycle is performed.

The DPC arrays are equipped with neighbor logic, which was programmed to
initiate the acquisition of all the dies of an array after the validation of any single
die. The overvoltage Vob was optimized at 2.95 V to limit the amount of undesired
triggers resulting from optical cross talk between the two DPCs.
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Three additional detectors based on DPC-3200-22-44 arrays were assembled
to be used as reference detectors in coincidence measurements. Two of these
detectors were based on monolithic LSO:Ce scintillators (Agile Engineering Inc.,
Knoxville, TN, USA), one measuring 32 mm × 32 mm × 25 mm and the other 16
mm × 16 mm × 20 mm. These crystals were also covered with 3M Vikuiti ESR foil
on the side faces, while the top face was covered with Teflon. The last detector was
based on a 3 mm × 3 mm × 5 mm calcium co-doped LSO:Ce crystal (0.2% Ca in
the melt) [38] (produced at the Scintillation Materials Research Center, University
of Tennessee, and provided by Agile Engineering Inc., Knoxville, TN, USA). This
crystal was covered with 3M Vikuiti ESR foil on all five sides not coupled to the DPC
array.

4.2.2. Experimental setup
A paired-collimator setup similar to the one presented in Borghi et al. [22] was
used for calibrating and assessing the performance of the DSR detector. Shortly,
the setup consists of a central tungsten housing for a 22Na point source (0.5 mm
⌀, ∼3.5 MBq, IDB Holland BV) and two interchangeable sets of collimators which
are used to obtain a pencil beam (0.5 mm ⌀) or a fan beam (0.5 mm width) of
annihilation photons. The sets are composed of a 80 mm thick tungsten collimator,
which shapes the 511 keV beam in the direction of the test detector, and a lead
collimator (40 mm or 70 mm thick, for the fan- and pencil-beam set respectively),
which confines the beam in the direction of the reference detector.

The DSR detector was mounted on two perpendicular linear stages driven by
stepper motors (Physics Instruments, M-403.42S stages with C-663 controllers) to
precisely position the detector in front of the collimated beams. The reference
detectors were placed at a fixed position on the other side of the collimator. The
collimator and the detectors were contained in a light-tight temperature cabinet
(Weiss WT 450/70) that was cooled to -28 ∘ during measurements. Two small fans,
one on each side of the DSR detector, were used to dissipate the heat produced
by the DPC arrays. During operation the temperature of the DPC tiles stabilized
around -25 ∘ and a bias-voltage adjustment procedure was used to compensate for
small (<1 ∘) temperature drifts.

The detectors were controlled and read out using field-programmable gate ar-
ray (FPGA) based electronic boards and computer software provided by PDPC [35].
During acquisition, the DPC sensors transmitted all validated die events to the com-
puter where a preliminary selection of coincidence events was performed on-line
by the acquisition software using a wide coincidence window. The selected data
were stored on hard disk for off-line analysis using MATLAB scripts.

4.2.3. Data acquisition
4.2.3.1. Measurements
Four different measurements were performed to calibrate and characterize the spa-
tial response of the DSR detector. They are referred to as the fan-beam (FB), per-
pendicular pencil-beam (PB), side PB, and angular PB datasets. The detector based
on the 32 mm × 32 mm × 25 mm crystal was used as reference detector for the FB
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measurement, for the other measurements the 16 mm × 16 mm × 20 mm crystal
was used instead. Prior to each measurement, count rate profiles were acquired
to find the central position of the detector with respect to the fan- or pencil-beam
position.

In the FB measurement, two datasets were acquired irradiating the front face of
the DSR detector with a perpendicularly incident fan beam. The first dataset was
acquired with the fan beam aligned perpendicularly to the crystal x-axis (x-subset)
and irradiating the front face of the DSR detector at regular steps of 0.25 mm along
the x-axis. For each position, 12800 full-energy events were registered. A similar
acquisition was repeated with the fan beam aligned perpendicularly to the crystal
y-axis (y-subset) and irradiating the crystal at regular steps of 0.25 mm along the
y-axis.

In the perpendicular PB measurement, the whole front face of the detector was
irradiated with a perpendicularly incident pencil beam, at a square grid of irradiation
positions with a 0.25 mm pitch. A hundred full-energy events per position were
registered.

In the side PB measurement, half of a side face of the crystal (0.5 mm ≤ x ≤
15.5 mm and 0.5 mm ≤ DOI ≤ 21.5 mm) was irradiated with the perpendicularly
incident pencil beam at a regular grid having a 1 mm pitch. Here, 3500 full-energy
events per position were selected.

Finally, in the angular PB measurement half of the front face of the detector (0
mm ≤ x ≤ 16 mm) was irradiated with the pencil beam incident on it at a 60∘ angle,
aligning the beam such that it was contained in a plane parallel to the plane defined
by the y- and z-axis of the crystal. The irradiation was performed at a regular grid
having 0.25 mm pitch and only the points for which the entry and the exit points of
the irradiation line were on the front and back face of the crystal were irradiated.
Fifty full-energy events were acquired per position.

For calibrating and characterizing the timing performance of the DSR detector,
a flood irradiation (FI) was performed using the 3 mm × 3 mm × 5 mm LSO:Ce,Ca
crystal as a reference detector. The coincidence resolving time of the reference
detector (𝐶𝑅𝑇𝑟𝑒𝑓) was determined using the method described in van Dam et al.
[29] and was found to be 𝐶𝑅𝑇𝑟𝑒𝑓 = 128 ps. The reference and DSR detector were
placed at opposed sides of an uncollimated 22Na point source at a distance of 25
mm and 200 mm, respectively, and a dataset of ∼ 2.8 ⋅106 full-energy coincidences
was acquired.

4.2.3.2. Event selection and homogeneity correction
In the measurements, those events were selected in which all dies of both DPC
arrays of the DSR detector were registered and for which the total photon count fell
within the full-width-at-tenth-maximum (FWTM) of the 511 keV full-energy peak.
For the FI dataset, the same energy condition was imposed on the coincidence
detector. Random coincidences were removed in all measurements, except the FI
dataset, by first determining a rough estimation of the time of interaction in both
detectors - selecting the earliest timestamp that was followed by at least another
timestamp in a 1 ns time-window - and applying a coincidence time window of ±2
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ns between the DSR detector and the reference detector.
To compensate for a possible non-uniformity in the response of the different

DPC pixels, e.g. due to defects in the optical coupling, a uniformity correction
look-up table (𝐿𝑈𝑇𝑈𝐶) was created. All events of the perpendicular PB irradiation,
distributed homogeneously over the front face of the crystal, were used to calcu-
late an average light distribution. The elements of 𝐿𝑈𝑇𝑈𝐶 were then determined
separately for each DPC sensor as the ratio of the mean pixel value and the value
of each pixel in the average light distribution measured by that sensor. All light dis-
tributions considered in the analysis were corrected by multiplying each DPC pixel
value with the corresponding value in 𝐿𝑈𝑇𝑈𝐶.

4.2.4. Data analysis
The methods used to calibrate the DSR detector and to estimate the position-,
time-, and energy-of-interaction of the detected gamma quanta are based on the
methods described in Borghi et al. [28], with slight adaptations for the different
photosensor configuration. In the following, a brief summary of these methods,
with emphasis on the detector-specific details, is given.

4.2.4.1. Accelerated k-nearest neighbor 1D method for x,y-position esti-
mation

The x,y position of interaction was estimated using the so-called accelerated 1D
k-nearest neighbor (k-NN 1D) method developed by Borghi et al. [28], which is a
greatly accelerated version of the k-NN method [22, 39, 40]. It uses a simple and
computationally inexpensive clustering approach to make a preliminary estimation
of the position of interaction of an unknown event and then uses this information
to select only part of the reference events for the k-NN 1D positioning algorithm
that is used for the final position of interaction estimation.

The pre-estimation method is based on look-up tables (LUTs) and requires a
measure correlated with each coordinate to be estimated. In this work, the x- and
y- coordinates of the center of gravity (𝐶𝑂𝐺𝑥 and 𝐶𝑂𝐺𝑦, respectively) of the total
light distribution measured by the two DPC arrays were used as measures of the
x and y position of interaction, respectively. Furthermore, the standard deviations
𝜎𝑓𝑟𝑜𝑛𝑡 and 𝜎𝑏𝑎𝑐𝑘 of the pixel values of the separately normalized light intensity
distributions measured by the front and back DPC arrays, respectively, were used
to define the measure of the DOI:

𝑅𝜎 =
𝜎𝑓𝑟𝑜𝑛𝑡

𝜎𝑓𝑟𝑜𝑛𝑡 + 𝜎𝑏𝑎𝑐𝑘
(4.1)

The position pre-estimation LUTs were calculated using the events of the FB
dataset as reference data. That is, 𝐿𝑈𝑇𝑃𝑅𝐸𝑥 was built by subdividing the detector
into 32 equal regions along the x-direction and determining the fractions of events
𝑓𝑥(𝑥) of the FB dataset interacting in each region by means of a GATE Monte Carlo
simulation [41]. The reference events were then sorted in ascending order of 𝐶𝑂𝐺𝑥
value and the values demarcating the fractions 𝑓𝑥(𝑥) of the sorted series were stored
in 𝐿𝑈𝑇𝑃𝑅𝐸𝑥 . The procedure was repeated in the y-direction to determine 𝐿𝑈𝑇𝑃𝑅𝐸𝑦 . To
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build 𝐿𝑈𝑇𝑃𝑅𝐸𝐷𝑂𝐼 , the crystal was subdivided into a grid of 16 × 16 × 22 equally sized
voxels. The reference events were assigned to the 16 × 16 x,y-bins on the basis of
𝐿𝑈𝑇𝑃𝑅𝐸𝑥 and 𝐿𝑈𝑇𝑃𝑅𝐸𝑦 , while the fractions 𝑓𝑧(𝑧|𝑥, 𝑦) of events interacting in each of
the 22 DOI layers of each x,y-bin were derived from the Monte Carlo simulation.

The final position estimation is based on the Smoothed k-NN 1D method de-
scribed by Borghi et al. [22]. The method was accelerated by pre-estimating the
position of the unknown event as well as the reference events (x- and y-subsets of
the FB dataset) on the basis of 𝐿𝑈𝑇𝑃𝑅𝐸𝑥 , 𝐿𝑈𝑇𝑃𝑅𝐸𝑦 and 𝐿𝑈𝑇𝑃𝑅𝐸𝐷𝑂𝐼 and using for the k-NN
calculation only the reference events whose pre-estimated position was in within
a certain distance from the pre-estimated position of the unknown event, as de-
scribed by Borghi et al. [28]. This preselection was performed using a 2 mm radius
in the x,y-direction and a 2 mm range in the DOI-direction. The number of nearest
neighbors used in the Smoothed k-NN 1D method was k = 30 and the width of the
smoothing average filter was 5 bins.

4.2.4.2. Depth of interaction estimation
Similar to Borghi et al. [28], the method used for the DOI pre-estimation procedure
(section 4.2.4.1) was also used to estimate the final DOI value. The only difference
is that the final x,y positions determined with the accelerated k-NN 1D method were
used to build the look-up table 𝐿𝑈𝑇𝐷𝑂𝐼, again using a grid of 16 × 16 × 22 voxels,
and to determine the x,y-position of the unknown events.

4.2.4.3. Energy resolution
To compensate for possible variation of the energy response with position inside the
crystal, a look-up table for energy correction 𝐿𝑈𝑇𝐸𝑁 was calculated as in Borghi et al.
[28]. The crystal was subdivided into 16 × 16 × 4 equal voxels (4 DOI layers), to
which the events in the FB dataset were assigned based on their estimated positions
of interaction. A correction factor was calculated for each voxel as the ratio between
the center positions of the 511 keV photopeaks in the energy spectra of the entire
detector and of the voxel, using Gaussian fits to determine the peak positions.

4.2.4.4. Electronic skew estimation
A DPC array usually exhibits noticeable electronic time skews between different dies.
If an analytical method that combines the timestamps of different dies is used to
estimate the time of interaction in the crystal, these skews have to be precisely
measured and die timestamps have to be corrected for them. van Dam et al. [29]
showed that this can be done by illuminating the bare sensor array with short laser
pulses. A similar method could be used to measure the time skews between the two
arrays used in the DSR detector. However, if the maximum likelihood interaction
time estimation (MLITE) method presented in the same paper is used, a precise
time alignment of the dies is not necessary and this additional calibration step can
be avoided.

In the present work, the MLITE method was adopted (see section 4.2.4.5) and
the time differences between the timestamps were used only to select the valid
ones, as in Borghi et al. [28]. This selection does not require high accuracy in
the electronic skew estimation, therefore a procedure was developed to estimate
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the skews in the already assembled detector, using the data from the FI dataset.
The 3D positions of the events were first estimated using the methods described
in sections 4.2.4.1 and 4.2.4.2. Then, for each die, the events in the 8 mm × 8
mm × 4 mm crystal volume directly on top of that die were used to determine the
distribution of the differences between the timestamps recorded on that die and
the reference detector. This distribution was fitted with an exponentially modified
Gaussian and the center position of the Gaussian component of the fit was taken
as the skew estimation for the die. The estimated skews were then used to correct
all timestamps in the FI datasets.

4.2.4.5. Maximum likelihood interaction time estimation
The time of interaction inside the DSR detector is estimated using the MLITE method
[29]. This method is based on a maximum-likelihood algorithm and uses all the
timestamps acquired in a monolithic scintillator detector to correct for the delays
arising from the transport of the scintillation photons inside the crystal (as well as
potential electronic skews), so as to obtain a more precise estimation of the time
of interaction.

In this work, ∼2.3 million events from the FI dataset were used for MLITE cali-
bration. First, a timestamp selection was performed for each event so as to remove
early timestamps triggered by dark counts and late timestamps containing little
information about the interaction time [28]. The first valid timestamp in each se-
quence was taken as the earliest timestamp that was followed by at least two more
timestamps within a 1 ns time window and all timestamps generated 1.5 ns later
than the first one were neglected. Then the crystal was divided into 8 × 8 × 6 equal
voxels (6 DOI layers) to which the calibration events were assigned based on their
estimated position of interaction. Finally, for each combination of voxel and DPC
die, the probability distribution of the first photon detection delays (FPDDs) was
determined by calculating the differences between the timestamps of that die and
the reference detector and by using kernel density estimation (KDE). The kernel
function used for KDE was the Epachenikov (parabolic-shaped) function. To accel-
erate the MLITE method, all FPDD probability distribution functions (PDFs) were
pre-computed on a temporal grid with a spacing equal to 1 DPC TDC-bin (10 ns /
29 ≅ 19.5 ps) and stored in a LUT.

To estimate the time of interaction of an unknown event, the relevant times-
tamps were first selected using the same selection procedure used above for the
reference events. The MLITE method was then used to estimate the most likely
time of interaction.

4.2.4.6. Detector performance for events with missing data
Even if neighbor logic is enabled, DPC arrays do not always register the photon
counts and time stamps from all dies, for example because a die may be in a
recharge/reset sequence after a non-validated trigger has been generated by a
dark count. For the detector settings and measurement conditions used in this
work, approximately 55% of the 511 keV events are acquired with the data of at
least one die missing (Figure 4.2). However, only ∼3% of events have more than 6
(out of a total of 32) dies missing, therefore most of the incomplete events should
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Figure 4.2: Fraction of events having a certain number of missing dies for the measurement conditions
and DPC settings used this study.

still contain sufficient information to obtain an accurate estimation of the position
and time of interaction.

A method to use the events with missing data was therefore implemented using
the same techniques used in Borghi et al. [28]. Shortly, the crystal was subdivided
into 16 × 16 × 4 voxels, to which the events (without any missing data) from the FB
dataset were assigned. The average measured light distribution was then calculated
for each voxel. In case of an event with missing data, the average light distribution
most similar to the incomplete one was determined using k-NN algorithm (k = 1)
and its renormalized pixel values were assigned to the corresponding missing pixels
of the incomplete light distribution. The estimated pixel values were then used to
calculate the total energy (which was also corrected for position dependence as
described in section 4.2.4.3), to pre-estimate the 3D position of the event, and to
determine the final DOI value. However, only the measured, incomplete data were
used for the k-NN 1D and MLITE algorithms, since these statistical methods allow
the missing data simply to be ignored [28].

4.3. Results and discussion
4.3.1. Spatial resolution for perpendicularly incident events
The x,y spatial resolution of the DSR detector was determined using the perpendic-
ular PB dataset as test dataset. The positions of interaction of all its events were
estimated using the accelerated k-NN 1D method (section 4.2.4.1) and the position-
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Figure 4.3: The cross sections of the 2D point spread function in both the x- and the y-direction (left) and
the cumulative distribution functions of the x- and the y- and total errors (right), for the DSR detector
and, for comparison, the BSR detector [28].

ing errors were calculated as the differences between these estimated positions and
the known positions of irradiation. To correct for small misalignments (<0.2 mm
translation, <1∘ rotation) between this dataset and the FB calibration dataset used
for detector calibration, the corresponding correction procedure described in Borghi
et al. [22] was applied. The computation time required to estimate the position of
an unknown event using a non-optimized MATLAB code on a single core was ∼5-10
ms, which could be decreased using optimized software.

Traditionally, the measures used to define the spatial resolution of monolithic
scintillator detectors are the FWHM and FWTM of the cross sections through the
maximum of the 2D histogram of the positioning errors, in other words the detector
2D point spread function (2D PSF) (Figure 4.3, left). However, as discussed by
Borghi et al. [28], these values do not provide complete information in case the
PSFs do not have a Gaussian shape. Therefore, also other measures, based on the
cumulative distribution functions (CDFs) of the x, y, and total errors (Figure 4.3,
right) were calculated. These measures are the error values at which the CDFs
exceed 50% and 90%, called 𝑟50% (or median error) and 𝑟90%, respectively, as well
as the mean absolute errors (MAE), i.e. the average of the absolute values of the
errors.

The results are reported in Table 4.1; it should be noted that these values are
not corrected for the ∼0.7 mm FWHM width of the pencil beam. In order to make a
direct comparison, the equivalent values, previously obtained with a BSR detector
based on a LYSO:Ce crystal of equal dimensions [28], are reported in the same
table. The DSR detector shows excellent results, e.g. ∼1.1 mm FWHM and 𝑟50%
<0.5 mm for the resolution in the x- and y-directions. Particularly noteworthy are
the 𝑟50% values, which are essentially halved compared to the BSR detector. In fact,
𝑟50% is probably the measure that best indicates the intrinsic detector positioning
accuracy, since the other measures (FWTM, 𝑟90%, MAE) are more strongly affected
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Table 4.1: Comparison of the spatial resolution of the DSR detector in the x- and y-directions with a BSR
detector of the same dimensions [28], for perpendicularly incident events.

Resolution (mm)
x y total

DSR BSR DSR BSR DSR BSR

FWHM 1.09 1.68 1.10 1.70 - -

FWTM 2.54 4.76 2.51 5.02 - -

𝑟50% 0.43 0.82 0.43 0.84 0.85 1.62

𝑟90% 2.67 3.53 2.71 3.60 4.27 5.11

MAE 1.18 1.55 1.19 1.58 1.87 2.48
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Figure 4.4: Maps of the mean absolute error (left) and position estimation bias (right) for each 1 mm ×
1 mm region of the detector surface.

by events that undergo one or more Compton interactions inside the crystal (i.e.
>50% of all events). In such an event a significant fraction of the total energy may
be deposited at some distance from the position of first interaction, making accurate
positioning of the event more difficult even if the intrinsic detector performance is
improved.

In order to study the positioning performance of the DSR detector as a function
of the x,y position of interaction, the detector surface was subdivided into 1 mm
× 1 mm regions and the MAE values were calculated for each region considering
only the events whose position of irradiation was in that area (Figure 4.4, left). The
mean error in each region was also calculated, in order to study the positioning
bias of the detector (Figure 4.4, right) [28, 42]. The spatial resolution is found to
be fairly homogeneous across the detector surface, while the bias is smaller than
1 mm, except in the regions near the edges (≤2 mm), where it increases to ∼1.5
mm.

4.3.2. DOI resolution
The depth-of-interaction resolution of the DSR detector was determined by estimat-
ing the DOI of all events in the side PB dataset, calculating the 1D histogram of the
errors (1D PSF) with respect to the known irradiation depths, and computing the
corresponding FWHM/FWTM and MAE values. The average resolution is 2.4 mm
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Figure 4.5: DOI resolution (left) and DOI bias (right) for the DSR and BSR detectors plotted as a function
of the DOI.

FWHM and 5.6 mm FWTM, whereas the average MAE is 1.4 mm. These values rep-
resent a considerable improvement compared to the BSR detector, which achieves
average values of 3.7 mm FWHM, 11.1 mm FWTM, and 2.2 mm MAE.

To investigate the DOI resolution and bias as a function of the DOI, the MAE
and the mean error (bias) were also calculated for each individual z-position of
irradiation (Figure 4.5). For comparison, the equivalent results obtained with the
BSR detector are shown in the same plot. The DOI resolution of the DSR detector
appears to be homogeneous over practically the whole DOI range, whereas the
BSR detector shows a substantial deterioration in the front part of the crystal. The
bias of the DSR detector is negligible, except in the regions close to photosensors,
where it increases due to the truncation of the error distributions by the crystal
edges.

4.3.3. Positioning accuracy for non-perpendicularly incident
events

The angular PB dataset was used to test the position estimation accuracy of the
DSR detector for non-perpendicular irradiation conditions. The x-error was defined
as the distance between the estimated position of interaction and the plane parallel
to the y,z-plane that contains the true line of response (LOR). The y’-error was
defined as the distance between the estimated y,z position of interaction and the
true LOR within the y,z-plane which contains the true LOR.

The results obtained with DOI correction are reported in Table 4.2, together with
the values obtained when a fixed DOI value of 7.5 mm is used. This value corre-
sponds to the mean depth of the energy deposition centroid for 511 keV gamma
rays entering the crystal at an angle of 60∘ with respect to the detector front face.
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Table 4.2: Spatial resolution for events incident at 60∘ with respect to the crystals front face, obtained
using either the estimated DOI (‘DOI’) or a fixed DOI value of 7.5 mm (‘no DOI’).

Resolution (mm)
x y’ total

DOI no DOI DOI no DOI DOI no DOI

𝑟50% 0.50 0.50 0.72 2.11 1.19 2.57

𝑟90% 3.02 3.02 3.18 5.90 4.96 6.73

MAE 1.29 1.29 1.43 2.81 2.15 3.39
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Figure 4.6: The 1D PSFs derived from the irradiation with the pencil-beam at an angle of 60∘ with respect
to the detector front face. The results with DOI correction (’60 Deg’) are compared to the case when
a fixed DOI value of 7.5 mm is being used (’60 deg. no DOI’, only for y’-direction) and to the 1D PSF
obtained for the perpendicular pencil-beam irradiation (‘Perp.’).

If DOI correction is applied, only a small degradation compared to the measure-
ment with perpendicular irradiation can be noticed for the total error. In contrast,
significant deterioration is observed if a fixed DOI value is assumed.

To further demonstrate the importance of precise DOI estimation, the 1D his-
tograms of the errors in the x- and y’-directions (1D PSFs) for the three cases are
compared in Figure 4.6. It is noted that the 1D PSF for the y’-errors shows some bias
at 60∘ incidence. This could be due to inaccurate alignment of the crystal, since the
positioning procedure is less precise when the crystal is not aligned perpendicularly
to the beam.

These results show that an accurate DOI estimation capability is necessary for
high resolution detectors to maintain their excellent positioning performance also
for non-perpendicularly incident events. This capability is particularly essential in
small-diameter scanners for dedicated applications such as pediatric, neurological,
and breast imaging. In these systems a significant fraction of events are expected
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Figure 4.7: The energy distributions for complete light distributions with and without position-dependent
energy correction. The energy resolution for the corrected energy spectrum is 10.2% FWHM. The
resolution of the uncorrected spectrum is 11.5% FWHM.

to be incident at a large angle on the detectors and therefore precise DOI estimation
is of utmost importance to obtain a homogeneous resolution across the whole FOV.

4.3.4. Energy resolution
The energy resolution of the DSR detector was determined using the perpendicular
PB dataset, considering only the events within the FWTM of the non-corrected 511
keV photopeak. The total energy of these events was corrected using the method
described in section 4.2.4.3 and a Gaussian fit was used to determine the FWHM
of the non-corrected and corrected peaks (Figure 4.7). Without correction, the
energy resolution equals 11.5% FWHM, while it improves to 10.2% FWHM with
energy correction. This improvement could be explained by a different quality in
the optical coupling of the two photosensors, resulting in a dependence of the
photon collection efficiency on the position and depth of interaction.

4.3.5. Time resolution
The events of the FI dataset which had not been employed for the MLITE cal-
ibration procedure (0.5 million events) were used to determine the coincidence
resolving time of the DSR detector. About 1-2 ms were needed to estimate each
single timestamp using a MATLAB implementation of MLITE running on a single
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Figure 4.8: The timing spectrum of the DSR detector in coincidence with a fast 3 mm × 3 mm × 5 mm
LSO:Ce (0,2% Ca) crystal. The FWHM of the Gaussian fit of this spectrum is 137.5 ps, which translates
into a CRT of ∼147 ps FWHM for two DSR detectors in coincidence.

core, which could be reduced using optimized code. The MLITE values (section
4.2.4.5) were used to obtain a time difference spectrum in coincidence with the
reference detector (Figure 4.8). The slightly asymmetric shape of the spectrum is
probably caused by early timestamps in the reference detector generated by dark
counts, which cannot be discriminated if they arrive too close in time to the scintil-
lation event. The FWHM of a Gaussian fit of the coincidence spectrum is 137.5 ps
and therefore the coincidence resolving time of two DSR detectors in coincidence
(𝐶𝑅𝑇𝐷𝑆𝑅) can be estimated as:

𝐶𝑅𝑇𝐷𝑆𝑅 = √2 × (𝐶𝑅𝑇2𝑒𝑥𝑝 − 𝐶𝑅𝑇2𝑟𝑒𝑓) ∼ 147𝑝𝑠𝐹𝑊𝐻𝑀 (4.2)

where 𝐶𝑅𝑇𝑒𝑥𝑝 is the experimental CRT and 𝐶𝑅𝑇𝑟𝑒𝑓 that of the reference detector
(∼128 ps FWHM).

A simpler, analytical method which estimates the time of interaction as the av-
erage of the first two valid timestamps in the DSR detector was also tested [29].
This resulted in a 𝐶𝑅𝑇𝐷𝑆𝑅 ∼185 ps FWHM using a Gaussian fit. It has to be noted
that this value could probably be improved slightly if optimal corrections for the die
and tile skews were performed.

Given the large size of the LYSO:Ce crystal (32 mm × 32 mm × 22 mm), the
DSR detector can be said to achieve an excellent CRT. It performs significantly
better than the BSR detector, which reached a 𝐶𝑅𝑇𝐵𝑆𝑅 ∼215 ps FWHM with the
MLITE method and a 𝐶𝑅𝑇𝐵𝑆𝑅 ∼240 ps FWHM with the analytical method. The CRT
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of the DSR detector is also better than the value of ∼160 ps FWHM previously
obtained with thinner (10 mm) monolithic crystals based on Ca-codoped LSO:Ce,
which in fact is a significantly faster scintillator than standard LYSO:Ce [38, 43].
The improvement in the DSR detector is probably due to the smaller transit time
spread of the scintillation photons inside the crystal, which on average undergo a
smaller number of reflections before they are detected [44, 45]. Also the increased
number of timestamps acquired may contribute to the CRT improvement [46].

4.3.6. Effect of missing data on detector performance
To tests the performance of the DSR detector for events with missing data, the anal-
yses described in the previous sections were repeated after artificially deleting the
photon counts and timestamps of n randomly selected dies from the test datasets
(n = 1, 2, …, 6). The same test datasets were used in order to maintain even
statistics. Random deletion was justified because full neighbor logic was used on
the DPC arrays, so missing dies were expected only because of dead time following
dark-count triggers, which have similar probabilities for each die. The spatial, time,
and energy resolutions were then determined as a function of n.

This information was subsequently used to estimate the spatial, DOI, time, and
energy resolutions if all events with up to six missing dies were accepted under
the acquisition conditions (AC) and DPC settings used in this work. This estimation
was obtained from the pertinent error histograms of the datasets having from zero
up to six missing dies (e.g. the 2D PSFs for the spatial resolution) and calculating
their weighted sum, using as weights the fractions of events having n missing dies
reported in Figure 4.2.

The x,y positioning accuracy as a function of n is reported in Table 4.3, while the
results for the DOI resolution are shown in Table 4.4. The deterioration of the spatial
resolution is ≤10% in all cases, whereas the DOI resolution worsens by ∼20%
in the case of 6 missing dies. The estimated performance for the measurement
conditions used in this work show that there would be a negligible degradation for
the x,y resolution and a degradation <4% for the DOI resolution if events with up
to 6 missing dies were accepted.

The results on the energy resolution are presented in Table 4.5 (position-dependent
energy correction was applied in all cases). The performance degradation is limited;
even in case of 6 missing dies an energy resolution of 11.6% FWHM is obtained,
which is still adequate for a clinical scanner. For the acquisition conditions used
in this work, energy resolution would deteriorate only by ∼3%. In Figure 4.9, the
energy spectra for events with 3 and 6 missing dies are plotted, before and after the
missing pixels have been estimated and the energy correction has been performed:
it can be observed that the estimation of missing pixel values correctly restores the
position of the photopeak.

Finally, the effect of missing timestamps on the detector timing performance is
reported in Table 4.6. A degradation of about 20% is found for 6 missing dies and of
∼4% under real measurement conditions if events with up to six missing dies were
accepted. The slightly higher deterioration compared to spatial resolution may be
caused by the combination of missing time information and less precise information
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Table 4.4: DOI resolution for events with complete light distributions, for events with a given number
of missing dies and for the acquisition conditions used in this work (AC).

Resolution (mm)
No. of missing dies (4 pixels for each die)

None 1 2 3 4 5 7 AC

FWHM 2.42 2.52 2.60 2.68 2.77 2.87 2.95 2.50

FWTM 5.61 5.94 6.25 6.57 6.88 7.2 7.57 5.91

MAE 1.40 1.45 1.50 1.54 1.59 1.65 1.69 1.45

Table 4.5: Energy resolution as a function of the number of missing dies and for the acquisition conditions
used in this work (AC). Results are reported for incomplete light distributions (‘Miss. dies’) and for
incomplete light distributions in which the missing data has been estimated (‘Est. dies’).

Energy Resolution No. of missing dies (4 pixels for each die)

(% FWHM) None 1 2 3 4 5 6 AC

Missing dies 10.2 12.4 13.2 14.2 15.3 16.5 17.7 -

Estimated dies - 10.6 10.8 11.0 11.2 11.4 11.6 10.5
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Figure 4.9: The energy distributions for events with the data from 3 and 6 DPC dies missing. The energy
distributions are provided with (‘Est. Dies’) and without (‘Miss. Dies’) estimated photon counts for the
missing pixels and compared with the energy distribution obtained with the real energy values.
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Table 4.6: Coincidence resolving time as a function of the number of missing dies and for the acquisition
conditions used in this work (AC). Results are reported for the MLITE method (‘MLITE’) and for the
method that uses the average of the first two timestamps (‘Av. 2 ts.).

CRT
No. of missing dies (1 timestamp for each die)

None 1 2 3 4 5 6 AC

MLITE 147 156 160 165 170 175 180 153

Av. 2 TS 185 189 193 198 203 208 215 189

on the position of interaction, which is also necessary for time estimation.
In summary, the performance degradation for all parameters is within acceptable

limits even with 6 dies missing. In a realistic situation the sensitivity of a TOF-
PET ring based on DSR detectors could thus be kept at the highest level without
compromising the scanner performance.

4.4. Conclusions
A monolithic TOF/DOI PET detector based on a 32 mm × 32 mm × 22 mm LYSO:Ce
crystal and two DPC arrays in dual-sided readout configuration has been built and
fully characterized. Essential detector performance results include a spatial resolu-
tion in the x- and y-directions of ∼1.1 mm FWHM / ∼1.2 mm MAE; a DOI resolution
of ∼2.4 mm FWHM; an energy resolution of 10.2% FWHM; and a CRT of 147 ps
FWHM, when the data from all DPC dies is acquired. These performance param-
eters were shown to barely degrade under the acquisition conditions used in this
work if events having up to 6 missing DPC dies were accepted, which means that
no compromise needs to be made between performance and sensitivity in realis-
tic acquisition conditions. Thanks to the short DPC dead time that follows each
acquired event, no degradation in the detector performance is expected even for
singles count-rates that may be expected in typical clinical PET acquisitions.

A comparison of these results to those obtained with an equally sized LYSO:Ce
crystal read out from the back side only (spatial resolution ∼1.7 mm FWHM / ∼1.6
mm MAE; DOI resolution ∼3.7 mm FWHM; energy resolution ∼9.9%; CRT ∼215
ps FWHM) [28] shows - for the first time - that not only the spatial resolution and
the DOI estimation, but also the timing performance is significantly improved when
using monolithic scintillator detectors in dual-sided readout configuration. Indeed,
the CRT achieved with this 32 mm × 32 mm × 22 mm crystal approaches the best
CRT achieved with (non-codoped) 3 mm × 3 mm × 5 mm LYSO:Ce crystals and
DPC-3200-22-44 arrays to date, which to our knowledge equals ∼135 ps FWHM
[47]. This clearly illustrates the excellent correction of the optical and electronic
transit time spreads that can be achieved with the MLITE algorithm [29].

It should be noted that the present results were obtained using standard-grade,
commercially available LYSO:Ce material. Thus, the timing resolution could be fur-
ther improved (perhaps towards a CRT of 120-130 ps FWHM) if a faster scintillator
material such as LSO:Ce,0.2%Ca were used [38, 43, 46].

In conclusion, the detector presented in this paper offers a unique combination
of excellent spatial, DOI, energy, and time resolution, potential MR-compatibility,
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and high sensitivity. Moreover, the calibration procedures and computational meth-
ods used for position and time estimation follow recently made improvements [28]
and as such are many times faster and more practical than the ones used previ-
ously, making it possible to calibrate the detectors in a few hours. This opens up
realistic perspectives for using DSR monolithic scintillator detectors in TOF-PET and
TOF-PET/MRI systems.

The excellent performance of the DSR detector appears especially beneficial
for clinical scanners with a relatively small diameter, such as dedicated devices for
neurological, breast, and pediatric imaging [48]. Nevertheless, recent Monte Carlo
system simulations based on the experimentally characterized spatial responses of
the BSR and DSR detectors indicate that the DSR detector could significantly im-
prove the performance of whole-body clinical scanners as well, even if the influence
of photon acollinearity and statistical limitations are taken into account [49].
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Sub-3 mm, near-200 ps

TOF/DOI-PET imaging with
monolithic scintillator

detectors in a 70 cm diameter
tomographic setup

This chapter has been published as:
G. Borghi, V. Tabacchini, R. Bakker, and D. R. Schaart, “Sub-3 mm, near-200 ps
TOF/DOI-PET imaging with monolithic scintillator detectors in a 70 cm diameter
tomographic setup,” Phys. Med. Biol., vol. 63, no. 15, p. 155006, Jul. 2018.
DOI: 10.1088/1361-6560/aad2a6

Abstract - Recently, a monolithic scintillator detector for time-of-flight (TOF)
/ depth-of-interaction (DOI) positron emission tomography (PET) was devel-
oped. It has a detector spatial resolution of∼1.7mm full-width-at-half-maximum
(FWHM), a coincidence resolving time (CRT) of ∼215 ps FWHM, and ∼4.7 mm
FWHM DOI resolution. Here, we demonstrate, for the first time, the imaging
performance of this detector in a 70 cm diameter PET geometry. We built
a tomographic setup representative of a whole-body clinical scanner, com-
prising two coaxially rotating arms, each carrying a detector module, and a
central, rotating phantom table. The fully automated setup sequentially ac-
quires all possible lines of response (LORs) of a complete detector ring, using
a step-and-shoot acquisition approach. The modules contained 2 × 2 detec-
tors, each detector consisting of a 32 mm × 32 mm × 22 mm LYSO crystal
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and a digital silicon photomultiplier (dSiPM) array. The system spatial reso-
lution was assessed using a 22Na point source at different radial distances in
the field-of-view (FOV). Using 2D filtered back projection (2D FBP, non-TOF),
tangential and radial spatial resolutions of ∼2.9 mm FWHM were obtained
at the center of the FOV. The use of DOI information resulted in almost uni-
form spatial resolution throughout the FOV up to a radial distance of 25 cm,
where the radial and tangential resolution are ∼3.3 mm FWHM and ∼4.7
mm FWHM, respectively, whereas without DOI the resolution deteriorates
to ∼9 mm FWHM. Additional measurements were performed with a 22Na
filled Derenzo-like phantom at different locations within the FOV. Images re-
constructed with a TOF maximum-likelihood expectation-maximization (TOF
ML-EM) algorithm show that the system is able to clearly resolve 3 mm diam-
eter hot rods up to 25 cm radial distance. The excellent and uniform spatial
resolution, combined with an energy resolution of 10.2% FWHM and a CRT
of ∼212 ps FWHM, indicates a great potential for monolithic scintillators as
practical high-performance detectors in TOF/DOI-PET systems.
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5.1. Introduction

P ositron emission tomography (PET) is a well-established in vivo molecular imag-
ing technique, both in research and in clinical practice. PET plays a key role

in an increasing number of applications in different fields, such as oncology, neu-
rology, functional studies, and drug development. Depending on the radio-tracer
chosen, PET can provide a variety of functional and metabolic information. In mod-
ern PET scanners, these data are usually combined with the anatomical information
obtained with an integrated computed tomography (CT) or magnetic resonance
imaging (MRI) system.

Much research in PET instrumentation focuses on the development of high-
performance detector technology. The main challenge in the context of clinical
PET is to obtain a precise estimation of the gamma-ray position of interaction,
combined with high sensitivity, an excellent coincidence resolving time (CRT), and
good energy resolution. An important innovation that could be introduced in clinical
scanners is the capability of estimating the depth of interaction (DOI) of gamma
rays inside the detectors, without compromising on other performance parameters.
This additional information would allow scanners to achieve a higher and more ho-
mogeneous spatial resolution throughout the field of view (FOV) [1, 2]. At present,
benefits of DOI estimation have been experimentally demonstrated only in preclin-
ical PET scanners or demonstrators [3, 4], whereas there are no results available
for PET scanners or demonstrators having ring dimensions compatible with clinical
applications.

Current clinical whole-body scanners are usually built with detectors based on
segmented scintillator-crystal matrices whose pixels typically have edge dimensions
of 4-5 mm and a thickness of 20-30 mm. These crystal arrays are read out using
either light sharing techniques or one-to-one coupling, by means of arrays of photo-
multiplier tubes (PMTs), position sensitive PMTs (PS-PMTs), or arrays of silicon pho-
tomultipliers (SiPMs). In state-of-the-art clinical scanners these detectors typically
achieve a CRT of 300-350 ps full-width-at-half-maximum (FWHM) and an energy
resolution of about 10.5%-11% FWHM, but none of them provides DOI estimation
[5].

Prototype pixelated scintillation detectors with improved performance compared
to the clinical state-of-the-art have been presented in literature. These detectors are
typically based on smaller crystals (∼2 mm pixels) [6–8], while numerous designs
have been proposed to obtain DOI estimation. For instance, 3D crystal arrays [9],
stacked matrices made of different materials with different decay times (phoswich)
[10, 11], phosphor-coated crystals with pulse-shape classification [12], light sharing
techniques that encode the DOI in the width of the registered light distribution [7],
and crystals with double-sided-readout (DSR) [13, 14]. Often, such improvements
come at the expense of other key performance parameters, such as time resolution
and energy resolution, and/or result in increased cost and complexity.

An interesting alternative to pixelated detectors is represented by monolithic
scintillator detectors, in which a continuous scintillator (typically a cuboidal crys-
tal) is coupled to an array of photosensors. Monolithic scintillator detectors have
shown an excellent combination of spatial resolution, coincidence resolving time,
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and detection efficiency [15–17]. For example, our group has recently presented a
detector based on a 32 mm × 32 mm × 22 mm LYSO:Ce crystal and a digital photon
counter (DPC) array which achieved a x-y spatial resolution ∼1.7 mm FWHM / ∼
1.6 mm mean absolute error (MAE), a DOI resolution ∼3.7 mm FWHM / ∼2.2 mm
MAE, and a CRT of ∼215 ps FWHM [18]. Also, new methods have been proposed
to increase the efficiency of the calibration procedures and of the time and position
estimation algorithms [19], which had previously been considered a limitation for
the practical application of this technology.

Thus, monolithic detectors are becoming a serious option for clinical TOF/DOI-
PET scanners. Nevertheless, monolithic and pixelated scintillator detectors have
inherently different responses and it is not possible to simply compare e.g. the
FWHM spatial resolution of a monolithic detector with the crystal pitch of a pixelated
detector [2]. Hence, realistic tomographic image acquisition measurements are
warranted to assess the performance of monolithic scintillator detectors at the full-
scanner level.

In this work we aim to experimentally predict the imaging performance of a
70 cm diameter whole-body TOF/DOI-PET scanner based on monolithic scintillator
crystals coupled to DPC arrays using a new tomographic setup, which has been
developed to perform full PET acquisitions using only two detector modules. The
setup comprises two rotating arms, each one carrying a detector module, as well
as a central rotating phantom table. The setup can be used to sequentially acquire
all possible combinations of detector modules of a complete PET ring, using a step-
and-shoot acquisition procedure. A detailed description of the detector modules and
of the experimental setup is presented in section 5.2, while the time, energy, and
spatial resolution obtained in the tomographic experiments are reported in section
5.3.

5.2. Methods
5.2.1. Module design and sensor settings
The two PET modules used in this work are based on DPC3200-22-44-M22 sensor
modules produced by Philips Digital Photon Counting (PDPC) (Figure 5.1). Each
module hosts 2 × 2 digital silicon photomultiplier (dSiPM) arrays (model DPC3200-
22-44) at a distance of ∼0.5 mm one from each other and dedicated readout elec-
tronics. The DPC arrays measure 32.6 mm × 32.6 mm and are composed of 4 × 4
independent sensors (dies) at a pitch of 8 mm. Each die is subdivided into four pix-
els and is equipped with an on-silicon integrated TDC system. When a die acquires
a light signal, it registers the intensity of the light on each pixel, i.e. the exact num-
ber of fired single photon avalanche photodiodes (SPADs), and a single timestamp.
Therefore, DPC arrays can provide an 8 × 8 pixel light distribution and 16 times-
tamps when read out fully. More detailed descriptions of the DPC array working
principle can be found in Frach et al. [20], Frach et al. [21], Schaart et al. [22], and
Schulze [23]. The modules were controlled and read out by a field-programmable
gate array (FPGA) based electronic board and a computer software provided by
PDPC.
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Figure 5.1: Photograph of a DPC3200-22-44-M22 detector module partly assembled using 32 mm × 32
mm × 22 mm LYSO:Ce crystals.
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Eight monolithic scintillator detectors based on 32 mm × 32 mm × 22 mm
LYSO:Ce crystals (Crystal Photonics, Sanford, USA) and DPC3200-22-44 arrays were
assembled to fully populate the modules. The lateral faces of the crystals were
covered with a specular reflector foil (Vikuiti ESR, 3M), while the top faces were
covered with Teflon tape. The crystals were permanently glued to the photosensors
using UV-curing glue (DELO Photobond 4436).

The sensor settings [24] were optimized to maximize the timing performance
and the sensitivity for monolithic scintillator detectors operated at reduced temper-
atures (-20/-15 ∘C). On all sensors, the noisiest 10% of the SPADs were disabled.
The trigger threshold was set at the first photon interacting on a die (DPC notation:
MT=1), the validation interval was set to 40 ns, the validation threshold setting re-
quired at least one photon per pixel to validate an event on a die (DPC notation:
0x:7F:AND) and the integration interval equaled 165 ns. Considering also the read-
out and reset time (680 ns), DPC sensors have a total dead time per acquired event
<1 𝜇s. However, the bandwidth of current DPC sensor tile is artificially limited by
the event storage memory available on the tile FPGA: the present sensor tile can
handle a maximum of about 120 kcps per chip, i.e. each monolithic crystal detector
used in this work has a maximum theoretical count rate of ∼120 kcps. The neighbor
logic was activated so that all dies on a sensor were acquired every time that one
of the dies registered a validated event.

A hardware gating signal was defined between the modules using the FPGA
electronic board to register only the events occurring within a coincidence window
of ∼100 ns. This broad coincidence pre-selection requirement was imposed with
the sole purpose of reducing the single-event rate registered on the sensors and
to minimize the amount of data to be transferred to the data acquisition computer
through a USB 2.0 connection [24]. A more accurate coincidence selection was
performed during the offline analysis (see section 5.2.3).

5.2.2. Time and position estimators for monolithic scintillator
detectors

Monolithic scintillator detectors require individual calibration and optimized estima-
tion algorithms to achieve their best spatial and timing performance. In Borghi
et al. [19] and in Borghi et al. [18], new calibration methods were presented that
made it possible to fully characterize the response of a detector in few hours us-
ing fan-beam and flood irradiations. In the same papers, several modifications to
the statistical estimators for the position-, energy-, and time-of-interaction were
introduced to accelerate these estimators and make them practically applicable.
The same methods and estimators were used in the present work to calibrate the
detectors on the PET modules and to process the acquired data.

In particular, for x,y position estimation an accelerated version of the k-nearest
neighbor (k-NN) method was used, which requires the acquisition of a reference
dataset for each single detector using a fan-beam irradiation. The same datasets
were used to calculate the look-up tables (LUTs) needed to correct for the position-
dependent energy response of the detectors and to estimate the DOI. The spatial
sampling used to estimate the position of interaction inside the crystal was 0.25
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Figure 5.2: Technical drawing (isometric projection) of the tomographic setup.

mm × 0.25 mm × 1 mm in the x, y and DOI direction, respectively.
A separate calibration dataset, acquired by means of a simple flood irradia-

tion, was used to calibrate the maximum likelihood interaction estimation method
(MLITE), the statistical method used to estimate the time of interaction [17].

A short description of the calibration procedures and estimators is given in ap-
pendix, section 5.5. In particular, the small adaptations that were necessary to
adjust the methods to the measurement conditions used in this work are high-
lighted there. For a complete description of the methods, the reader is referred to
the papers cited.

5.2.3. Tomographic setup
A new setup was designed and built to perform complete tomographic acquisitions
using only two detector modules (Figure 5.2). This setup is constructed such that
PET scans with different axial extents and with the modules at different radial posi-
tions can be acquired. The setup achieves a module positioning accuracy ≤0.2-0.3
mm even at the largest radii, thus preventing image artifacts or degradations in
the imaging performance that might otherwise occur from inaccurate mechanical
precision.

The setup is based on a precision goniometer originally developed for an x-ray
diffractometer (Bruker) with two coaxially rotating stages capable of a full rotation.
The rotational accuracy is <0.01∘ and each rotating stage is equipped with a me-
chanical arm. On each arm, two perpendicular, custom-made linear stages driven
by stepper motors are used to support and move a PET module, such that its radial
position r and height z can be adjusted. The range of the r and z linear stages
are 450 mm and 250 mm, respectively. The positioning accuracy of both stages is
<0.05 mm. At the center of the goniometer, an additional rotating stage (accuracy
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∼0.05∘) is mounted, so that the central platform onto which the sources are placed
can be rotated. All stages make use of closed-loop control. A dedicated control
unit based on a CNC protocol was developed that interfaces with a PC, allowing the
experimenter to easily control the setup (Berkelaar MRT, Delft).

Precise alignment of the modules was obtained by means of fine-adjustment
mechanisms that allow correction of the unavoidable small inaccuracies that occur
when large machineries are assembled. Alignment was performed using a 3D mea-
suring arm (Romer Absolute Arm, 6 axis) that could determine the spatial position
of the various components with a precision of <0.02 mm. The detector modules
are mounted using a high-precision docking system that defines their position ac-
curately even if they are removed and re-mounted.

The setup also includes a two-stage cooling system designed to control the tem-
perature of the DPC sensors and to dissipate the heat produced by the detectors
during operation. The first cooling stage is a liquid cooling machine (Integral XT
150, LAUDA) used to stabilize the temperature of a cooling plate at the back of
each module at ∼15 ∘C. The second cooling stage consists of high-power Peltier el-
ements mounted in between the cooling plates and the modules, which can cool the
modules down to about -20 ∘C. The modules and Peltier elements are enclosed by
insulating foam boxes purged with dry nitrogen to avoid condensation of moisture.

Complete tomographic acquisition are performed acquiring all module pair posi-
tions (or views) that are measured in a full 3D PET ring, i.e. all module pair positions
that define LORs that intersect the FOV. For a given module pair position, possible
LORs include all lines connecting all the points on the surface of the detectors of
one module with all the points on the surface of the detectors of the other module.
A given view can be obtained by moving either the arms, the central plate, or both.
For each view a measurement of the same time duration has to be registered. A
LabVIEW program was developed to perform such acquisition sequences in a com-
pletely automated way. No angular constraints are applied on the possible LORs,
so tomographic measurements are performed in full 3D PET mode. Coincidences
are saved in list mode.

For the tomographic acquisitions performed in this work, the inner diameter
(module-to-module maximum distance) of the system was set to 70 cm, thus rep-
resenting a whole-body clinical scanner made of 32 modules. The FOV has a diam-
eter of 50 cm and an axial extent of 6.5 cm, corresponding to the size of a single
detector module. A representation of the PET ring emulated with the tomographic
setup is shown in Figure 5.3.

Coincidence events were selected offline, using a 4 ns wide software coincidence
window and an energy window corresponding with the full-width-at-ten-maximum
(FWTM) of the uncorrected 511 keV photopeaks of the different detectors, which
on average corresponds to a ∼100 keV wide energy window (see appendix, section
5.5.1).
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Figure 5.3: Representation of the PET ring emulated with the tomographic setup. The scanner is
composed of a single ring of 32 modules. Each module has an active area of ∼65 mm × 65 mm. The
inner diameter of the scanner is 70 cm (module-to-module distance), while the angular distance between
modules is 11.25∘. The FOV has a diameter of 50 cm and an axial extent of 6.5 cm.
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5.2.4. System characterization
5.2.4.1. Energy resolution and coincidence resolving time
The energy resolution and CRT of the tomographic setup were determined from a
complete tomographic acquisition of a 22Na point source (∼3 MBq) placed at the
center of the FOV. The energy resolution was calculated by creating, for each of
the 8 detectors, a calibrated spectrum corrected for the position-dependent detec-
tor response (see appendix, 5.5.3) and summing the obtained spectra. Detector
calibration was performed as a simple linear calibration using only the 511 keV
photopeak as a calibration point. The single-detector and overall energy resolu-
tions were determined with Gaussian fits.

A system TOF-difference spectrum was obtained by calculating the differences
between the detector timestamps for all coincidences acquired during the measure-
ment. Detector timestamps were corrected for die and tile electronic skews, which
were determined as described in appendix, 5.5.4. No further correction to align the
spectra obtained at the different combinations of module positions was performed.
The system CRT was determined with a Gaussian fit of the spectrum.

5.2.4.2. Spatial resolution measurements with point sources
Complete tomographic acquisitions of a single 22Na point source (⌀ 0.5 mm, ∼3
MBq) were performed at different positions along the x-axis of the scanner, from
the center of the FOV up to a radial offset of 25 cm, at a pitch of 5 cm. A scan time
of ∼3 minutes per module position was used at each radial offset, which resulted in
a total number of 4.5 to 5.5 million coincidences per scan, depending on the source
position.

The images were reconstructed projecting all the LORs on a single plane and
using 2D filtered back projection without considering TOF information (2D FBP, non-
TOF), with pixel dimensions of 0.5 mm × 0.5 mm, with no smoothing or apodization.
The LORs were rebinned with an angular sampling of 0.5∘ and a radial sampling
of 0.25 mm. The radial and tangential resolutions were defined as the FWHM of
a line profile across the reconstructed point sources in the two directions, respec-
tively. The FWHMs were calculated using spline interpolation of the 1D line profiles
through the point sources. In order to investigate the accuracy and the impact of
DOI estimation, images were reconstructed both with and without DOI information
incorporated in the reconstruction. In case no DOI estimation was used, the center
of the crystal was used as a fixed value for the DOI.

5.2.4.3. Spatial resolution measurements with Derenzo-like phantom
A custom, Derenzo-like resolution phantomwas built using PMMA (polymethyl methacry-
late) plastic to qualitatively assess the spatial resolution and the imaging perfor-
mance of the PET scanner (Figure 5.4). The hot-rod insert of the phantom has a
diameter of 10 cm, a height of 7 cm and is subdivided into six sectors, with rod
diameters of 2.5 mm, 3.0 mm, 3.5 mm, 4.0 mm, 5.0 mm, and 7.0 mm. The dis-
tance between the centers of adjacent rods within each sector always equals twice
the rod diameter. A total activity of ∼20 MBq of 22Na was used to prepare the ho-
mogeneous aqueous solution with which the phantom was filled. Considering the
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Figure 5.4: Technical drawings of the Derenzo-like resolution phantom: isometric projection of the entire
phantom (left) and top-view of the of the hot-rod insert (right).

total volume of solution, which is partly outside the hot rods, the estimated activity
concentration was ∼150-200 kBq/cm3.

The phantom was scanned at three radial distances from the center of the FOV,
viz. 0 cm, 15 cm and 20 cm. At each radial distance, the scan time at each
module position equaled ∼40 min, which resulted in a total number of ∼50 million
coincidence events for each complete tomographic scan.

Image reconstruction was performed using a list-mode 3D TOFmaximum-likelihood
expectation-maximization (TOF ML-EM) algorithm [25] with a voxel size of 1 mm
× 1 mm × 1 mm. Siddon ray tracing was used to calculate the elements of the
system matrix [26]. No resolution modelling was used for image reconstruction.
Normalization, scatter and random correction were not applied, since normalization
and random correction are not expected to have an influence on spatial resolution,
whereas scatter correction has only a minor effect on the tails of the measured ac-
tivity distribution. Attenuation correction was applied using an analytical model of
the phantom, of which the geometry, composition and position inside the scanner
are accurately known. Attenuation correction was part of the image reconstruction,
no prior correction was performed on the measured data. A sensitivity map (in
the image space) was calculated by backprojecting LORs on the image matrix. In
order to calculate the sensitivity map in the image space, a number of 10000 LORs
were randomly sampled for each monolithic detector pair and backprojected on the
image matrix, i.e. the end-points of each LOR were randomly sampled in the (con-
tinuous) volume of each crystal. All images were obtained with 10 EM iterations,
since additional iterations did not provide any significant visual improvement. As
only the transaxial resolution is of interest for this measurement, the 50 central
image slices were averaged in order to increase count statistics.

All images were reconstructed twice, once using the estimated DOI and once
using the center of the crystal as a fixed DOI value.
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Table 5.1: Single-detector and scanner energy resolution with position-dependent energy response
correction.

Module M1 M1 M1 M1 M2 M2 M2 M2
Total

Detector D1 D2 D3 D4 D1 D2 D3 D4

Energy res. (% FWHM) 11.1 10.2 10.1 10.1 10.6 10.3 10.3 10.1 10.2

5.3. Results and discussion
5.3.1. Energy resolution and coincidence resolving time
The energy resolutions of the single detectors are reported in Table 5.1. All of them
lie between 10.6% FWHM and 10.1% FWHM, except for the resolution of detector 1
on module 1, which is slightly worse. An overall system resolution of 10.2% FWHM
is found, which is competitive with state-of-the-art detectors used in commercial
scanners based on pixelated scintillators.

For comparison, the recent GE Healthcare Signa TOF-PET/MRI scanner, which
is based on analog SiPMs, has an energy resolution of 10.3% [27]. For the Philips
Vereos TOF-PET/CT scanner, which is based on arrays of 4 mm × 4 mm LYSO:Ce
crystals coupled to the same DPC sensors as used in this work, an energy resolu-
tion of 11.1% FWHM has been reported [28]. Similar values have been reported
for other prototype detectors and scanners based on pixelated crystals coupled to
DPC sensors [6, 29, 30] or PMTs [8], which achieved energy resolutions between
10.7% FWHM and 11.4% FWHM. The slightly improved energy resolution of mono-
lithic scintillator detectors compared to pixelated detector, when the same type of
photosensor is used, can be explained by the more efficient light collection process
due to the favorable aspect ratio of monolithic crystals.

In previous work on a prototype monolithic detector (similar to the ones used
in this work) we reported an even better value for the energy resolution, viz. less
than 10% FWHM [18]. The difference can probably be explained by the higher
percentage of DPC cells disabled in the present work (10% instead of 5%) and by
the slightly larger sensor temperature fluctuations observed during operation (∼1
∘C instead of 0.1-0.2 ∘C).

A system CRT of ∼212 ps FWHM was obtained using the MLITE method dis-
cussed in section 5.2.2. Figure 5.5 shows the corresponding time difference his-
togram. This result is consistent with the CRT values that were measured indepen-
dently with 8 different couples of monolithic crystals (see appendix, section 5.5.4),
which were all between 210 ps FWHM and 220 ps FWHM.

For comparison, CRTs of ∼315 ps FWHM and of 385 ps FWHM have been re-
ported recently for the Vereos TOF-PET/CT scanner [28] and for the Signa TOF-
PET/MRI scanner (GE) [27], respectively. For research scanners, a CRT of ∼266 ps
FWHM was measured by Degenhardt et al. [29] on a prototype PET scanner based
on DPC sensors and one-to-one coupled 4 mm × 4 mm × 22 mm LYSO:Ce crys-
tals. In Schug et al. [30], a CRT of ∼ 213 ps FWHM was reported for a prototype
small-diameter scanner based on DPC sensors and 4 mm × 4 mm crystals with
a thickness of only 10 mm. This comparison indicates that monolithic scintillator
detectors can achieve better timing performance than segmented crystals of equal
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Figure 5.5: Timing histogram containing all coincidences obtained at all detector positions in a full
tomographic acquisition of a ∼3 MBq 22Na point source at the center of the FOV. Timestamps were
derived using the MLITE method [17, 18].
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Table 5.2: Spatial resolution in the radial and tangential directions at different radial distances, with and
without using the DOI information in the FBP reconstruction of the 22Na point source images.

Radial position

Radial resolution Tangential resolution

(mm FWHM) (mm FWHM)

DOI no DOI DOI no DOI

0 cm 2.9 3.1 2.9 3.1

5 cm 3.0 3.4 3.2 3.3

10 cm 3.0 4.4 3.4 3.6

15 cm 3.2 5.4 3.5 4.1

20 cm 3.2 7.0 4.0 4.9

25 cm 3.3 8.8 4.7 9.0

thickness, due to the favorable light collection conditions and the possibility to cor-
rect for the influence of the optical transport of the scintillation photons within the
crystal, using techniques such as MLITE [17].

Finally, the same data used to calculate the CRT with MLITE were used to deter-
mine the CRT that could be achieved using a simple, analytical method to estimate
the time of interaction, viz. using the average of the first two valid timestamps
[17]. This approach provides a CRT of ∼233 ps FWHM, indicating that it is possible
to achieve excellent timing performance even without MLITE. It is noted that this
result furthermore implies that the skew correction based on a simple flood irradia-
tion of the detectors (see appendix, section 5.5.4) works very well, as this analytical
approach is expected to be rather sensitive to any remaining skews.

5.3.2. Spatial resolution
5.3.2.1. Spatial resolution with point sources
The radial and tangential spatial resolutions measured with point sources and 2D
FBP at different radial offsets are reported in Table 5.2 and Figure 5.6 (red squares).
A spatial resolution of ∼2.9 mm FWHM is measured at the center of the FOV, while
very little degradation is observed at radial distances of up to 25 cm, where the
radial and tangential resolutions become ∼3.3 mm FWHM and ∼4.7 mm FWHM,
respectively. Such a homogeneous spatial resolution across the entire FOV shows
that monolithic scintillator detectors can accurately estimate the DOI.

For comparison, when the same datasets are reconstructed using no DOI in-
formation, the spatial resolution rapidly deteriorates as the point source is moved
away from the center of the FOV (Figure 5.6, black circles). At a radial distance of
25 cm, the radial and tangential resolutions become ∼8.6 mm FWHM and ∼9.0 mm
FWHM, respectively.

The spatial resolution of our system outperforms the resolution reported for all
currently available whole-body clinical scanners. For instance, radial and tangential
spatial resolutions of 4.44 mm FWHM and 4.10 mm FWHM at 1 cm and of 8.44 mm
FWHM and 5.23 mm FWHM at 20 cm were recently reported for the Signa TOF-
PET/MRI scanner [31]. Similar results were reported for the Vereos TOF-PET/CT
scanner, which achieves a transverse spatial resolution of 4.11 mm FWHM at 1 cm
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Figure 5.6: Radial (left) and tangential (right) spatial resolution as a function of the radial distance of
the point source, with (black circles) and without (red squares) using the DOI information in the FBP
reconstruction of the 22Na point source images. The lines connecting the symbols are only included to
guide the eye.

and of 5.79 mm FWHM at 20 cm, respectively [28].
To our knowledge, a spatial resolution of about 3 mm FWHM in a whole-body

clinical PET system has so far only been achieved by Wong et al. [8], who built a
prototype scanner based on small LYSO:Ce crystals (2.35 mm × 2.35 mm × 15.2
mm) coupled to PMTs. With this scanner an impressive resolution of ∼2.9 mm
FWHM and ∼3.7 mm FWHM was measured at the center of the FOV and at 24 cm
radial distance, respectively. The relatively small influence of DOI in this system can
be attributed to its relatively thin (15.2 mm) crystals and relatively large scanner
diameter (∼87 cm). Unfortunately, both of these factors tend to reduce system
sensitivity.

5.3.2.2. Derenzo-like phantom images
The TOF ML-EM reconstructed image of the Derenzo-like phantom acquired with
the phantom positioned at the center of the FOV is shown in Figure 5.7. All rods
with a diameter of ≥3 mm are clearly distinguishable, while most of the rods in the
2.5 mm sector can be recognized.

Because of the accurate DOI information provided by the monolithic scintillator
detectors, essentially the same results are obtained when the phantom is imaged at
different positions throughout the FOV. Specifically, when the phantom is positioned
with its center at 15 cm radial offset (Figure 5.8), the image looks quite similar to
Figure 5.7. Even when the phantom is positioned at 20 cm radial offset (Figure 5.9),
in which case the smallest rods are located at radial distances of up to ∼25 cm, little
degradation of image quality is observed. For a visual impression of the benefit of
including DOI information in the reconstruction process, Figure 5.7, Figure 5.8 and
Figure 5.9 show also images of the Derenzo-like phantom reconstructed without
(right) DOI correction. As expected, a comparison of the images with and without
DOI information demonstrates that DOI information is more important to improve
image quality at larger radial distances in the FOV. When the phantom is positioned
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Figure 5.7: TOF ML-EM reconstructed image of the Derenzo-like phantom at the center of the FOV. DOI
information is used in the reconstruction of the left-hand image and discarded in the right-hand image.
The diameter of the rods in the different sectors is 2.5 mm, 3.0 mm, 3.5 mm, 4.0 mm, 5.0 mm, and
7.0 mm. The pixel intensity values obtained from image reconstruction were normalized from 0 to 1.
The image was obtained with 10 EM iterations. The 50 central image slices were averaged in order to
increase count statistics.

at the center of the FOV there are no noticeable differences between the DOI and
non-DOI images. However, when the phantom is positioned at 15 or 20 cm radial
offset only the sectors with the rods having a diameter >4 mm can be resolved.

The excellent quality of the images obtained with the Derenzo-like phantom
confirms the outstanding spatial resolution of the tomographic system measured
with the point sources and the capability of the system to maintain an almost uni-
form spatial resolution throughout the whole FOV thanks to the DOI information.
However, a direct comparison between the two results cannot be made, since point-
source spatial resolution cannot be reliably estimated using ML-EM reconstruction
[32].

5.4. Conclusions
Two complete PET modules, each containing four 32 mm × 32 mm × 22 mm
LYSO:Ce crystals read out by digital photon counter arrays, were assembled and
fully calibrated. The modules were installed on the two rotating arms of an ex-
perimental setup capable of acquiring all LORs of a complete tomographic PET ac-
quisition in a step-and-shoot approach. The system was used to emulate a 70 cm
diameter PET ring based on monolithic scintillator detectors and to experimentally
estimate its energy resolution, timing performance and spatial resolution.

An average energy resolution of ∼10.2% FWHM and a CRT of ∼212 ps FWHM
were obtained. A spatial resolution of ∼2.9 mm FWHM was measured at the cen-
ter of the FOV, using a single 22Na point source and 2D FBP reconstruction. The
resolution remained almost constant throughout the FOV because of the accurate
DOI estimation of the detectors. At the largest radial distance tested (25 cm), the
resolution increased to only 3.3 mm FWHM and 4.7 mm FWHM in the radial and
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Figure 5.8: TOF ML-EM reconstructed images of the Derenzo-like phantom with its center positioned at
15 cm radial distance, such that the smallest rods are located at radial distances of up to ∼20 cm. DOI
information is used in the reconstruction of the left-hand image and discarded in the right-hand image.
The diameter of the rods in the different sectors is 2.5 mm, 3.0 mm, 3.5 mm, 4.0 mm, 5.0 mm, and
7.0 mm. The pixel intensity values obtained from image reconstruction were normalized from 0 to 1.
The image was obtained with 10 EM iterations. The 50 central image slices were averaged in order to
increase count statistics.

Figure 5.9: TOF ML-EM reconstructed images of the Derenzo-like phantom with its center positioned at
20 cm radial distance, such that the smallest rods are located at radial distances of up to ∼25 cm. DOI
information is used in the reconstruction of the left-hand image and discarded in the right-hand image.
The diameter of the rods in the different sectors is 2.5 mm, 3.0 mm, 3.5 mm, 4.0 mm, 5.0 mm, and
7.0 mm. The pixel intensity values obtained from image reconstruction were normalized from 0 to 1.
The image was obtained with 10 EM iterations. The 50 central image slices were averaged in order to
increase count statistics.
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tangential direction, respectively.

Furthermore, PET acquisitions of a Derenzo-like phantom were performed and
reconstructed using a TOF ML-EM algorithm. The results show that the tomographic
setup is able to clearly resolve 3 mm hot rods up to a radial distance of ∼25 cm.

We emphasize that no resolution modelling was used in the reconstruction of
any of the images presented in this work. Future research will include investigating
the potential benefit of modelling the detector response in the image reconstruction.
Future work should also include a detailed study of the count-rate capabilities of
the detector, which could not be performed with the current experimental setup
because of the limitations of the readout electronics. Nevertheless, due to the
short dead time of DPC sensors (<1 𝜇s per event) and the bandwidth of the DPC-
sensor array (>100 kcps), we do not expect count-rate limitations for monolithic
detectors in realistic whole-body clinical PET acquisition conditions.

In conclusion, we built a proof-of-concept tomographic setup to investigate, for
the first time, the imaging performance of 32 mm × 32 mm × 22 mm LYSO:Ce
monolithic scintillator detectors developed at our lab in a 70 cm diameter TOF/DOI-
PET geometry. These results are particularly meaningful because no group has yet
shown tomographic images experimentally obtained with thick monolithic detectors
in a tomographic setup having a diameter compatible with clinical applications.
Moreover, to the best of our knowledge, these are the first experimental results
(obtained either with monolithic or with pixelated detectors) that show how DOI
information can improve the spatial resolution of a clinical PET scanner at large radial
distances. The results obtained demonstrate the excellent potential of monolithic
scintillator detectors as a practical high-performance detector for clinical TOF/DOI-
PET.
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5.5. Appendix: time and position estimation meth-
ods and detector calibration procedures

All calibration measurements were performed in a dedicated setup built in a climate
chamber (Weiss WT 450/70), which was cooled to about -20 ∘C, resulting in a sensor
temperature of about -17/-16 ∘C during operation. All measurements were acquired
selecting one detector on one module for calibration and using one detector on the
other module as a reference. The module containing the detector to be calibrated
was assembled on a pair of perpendicular stages driven by stepper motors (Physics
Instruments, M-403.42S stages with C-663 controllers) which were used to correctly
position it and move it when necessary.
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5.5.1. Data pre-processing
A few pre-processing operations were performed for all measurements done in this
work, both the calibration measurements reported in this section and the charac-
terization measurements described in section 5.2.4.

The first step consisted of selecting only the events in which no pixel values or
time stamps were missing and for which the total (uncorrected) deposited energy
fell within the full-width-at-ten-maximum (FWTM) of the 511 keV photopeak. Before
applying any energy correction, the mean energy resolution of the detectors (which
have practically Gaussian photopeaks) is 10.6% (minimum is 10.3%, maximum is
12%), therefore on average the FWTM is ∼19.3% (min ∼18.8%, max 21.9%),
which corresponds to an energy window ∼100 keV wide (min ∼96 keV, max ∼112
keV).

The second step consisted of correcting the values of all light distributions for
possible non-uniformities in the DPC array response which could be due to small
defects in crystal wrapping or in the optical coupling between the crystals and the
sensor. The homogeneity correction maps used for this operation were calculated
with the method reported in Borghi et al. [18] using the fan-beam irradiation mea-
surement described in section 5.5.2.

5.5.2. Spatial response calibration and position estimation al-
gorithms

An accelerated version of the k-nearest neighbor (k-NN) classification algorithm [18]
was used for estimating the x-y position of interaction of each gamma ray inside
the PET detectors. The basic idea of this method is to first perform a rapid but
coarse pre-estimation of the 3D position of interaction of an incident gamma ray
by using analytical parameters of the light distributions and calibrated LUTs. For
this purpose we used (i) the center of gravity (COG) of the light distribution for
the x and y position and (ii) the sum of the squared pixel intensities for the DOI.
Once a pre-estimated position is obtained, a more accurate estimation is obtained
by running the k-NN 1D algorithm on a subset of the reference dataset composed
of only reference events whose pre-estimated positions of interactions are close to
the pre-estimated positon of the unknown event. Since the k-NN algorithm is run
on a significantly smaller subset of the training dataset, the overall computational
time is greatly reduced. The same method used for DOI pre-estimation was also
used for the final estimation of the DOI, except that the x-y coordinates estimated
with the k-NN algorithm were used to build the LUT and to calculate the DOI [33].

The acquisition of training (or reference) events for position estimation was
performed by irradiating the crystals of the detectors with a narrow fan beam of
annihilation photons at precise x or y positions, while uniformly irradiating the crys-
tals along the other direction [19]. The fan beam was obtained using a 22Na source
(⌀ 0.5 mm, ∼3 MBq, IDB Holland BV) and a 80 mm tungsten slit collimator with a slit
width of about 0.5 mm. For each detector, two datasets of reference events were
acquired, one collected along a series of equally spaced positions (0.25 mm pitch)
on the x axis (x-subset) and the other one on the y axis (y-subset). At each position,
12800 full-energy events were collected. These datasets were used to calibrate the
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pre-positioning LUTs and as x- or y-reference datasets for the accelerated 1D k-NN
algorithm. An estimation of the distribution of the x-y-z positions of interaction of
the calibration events inside the crystals, which is needed to calculate the position
pre-estimation LUTs and the LUT for the final DOI estimation, was obtained with
Monte Carlo simulations performed using GATE [34].

5.5.3. Energy response calibration
Monolithic scintillator detectors can have small variations in their energy response
depending on the position of interaction of the gamma rays inside the crystal. An
energy correction LUT was therefore calculated for each detector [18] by subdivid-
ing the crystal into 2 mm × 2 mm × 5.5 mm ‘voxels’ and determining a correction
factor for each voxel. This correction factor was equal to the ratio between the 511
keV photopeak position of the total energy spectrum and the photopeak position
of the spectrum obtained for that voxel. For this calibration procedure, the same
datasets acquired with fan-beam irradiation for x,y position estimation were used.

5.5.4. Electronic skew estimation and MLITE calibration
Detector calibration for the MLITE algorithm [17, 18] consisted of two steps. First,
the electronic time skews between the different dies on each sensor were estimated.
Then, the probability distributions of the first photon detection delays (i.e. the
delays between the time of interaction of the gamma-ray and the time of detection
of the first visible photon interacting on a die) for a grid of positions inside the
crystal and for each die were determined. For this purpose, a flood irradiation
was acquired for each crystal using a 22Na point source (∼3 MBq). The monolithic
crystal to be calibrated was placed at a distance of about 390 mm from the source
while the distance of the reference monolithic crystal was about 60 mm, so that the
coincidence event would be localized in a region of the reference detector smaller
than a die. About 20 million coincidence events were acquired for each detector
to be calibrated and their position of interaction inside the detectors was estimated
using the methods described in section 5.5.2.

The die skews were estimated for each single detector using all events regis-
tered during the flood irradiation. To estimate the die skew between two vertically,
horizontally or diagonally adjacent dies, all the events interacting in the 8 × 8 mm2
region in between the dies and at a DOI between 0 mm and 10 mm (from the
crystal top face) were selected. The differences of the timestamps acquired by the
two dies were then calculated and used to estimate their probability distribution
function with kernel density estimation (KDE). The mode of the distribution was
then considered an estimation of the skew. Using the relative time distances be-
tween adjacent dies, time skews of all dies with respect to a single die were then
calculated.

To determine the accuracy of this skew-estimation method, it was tested on
a detector similar to the detectors used in this work for which the values of the
die skews measured with a laser were available [18]. The test showed that the
average difference between the values obtained with the new method and the
values measured with a laser was smaller than 20 ps (i.e. the width of the TDC
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bins of the DPC sensors), while the maximum differences were smaller than 40-50
ps. This result shows that the new method provides excellent estimation and its
accuracy can be considered comparable with the accuracy achievable performing a
measurement with a laser.

To estimate the detector FPDDs, four million reference events were selected for
each detector among the events acquired during the flood irradiations. The events
were selected so that their estimated position of interaction in the reference detector
was above the die on which the flood irradiation was electronically collimated and
their estimated DOI was comprised between 0 mm and 6 mm (from the crystal top
face). The reference timestamps were calculated as the average of the first two
timestamps registered on the reference detector and were used to estimate the
FPDDs of the sensor being calibrated, following the procedure described in Borghi
et al. [18]. Using this procedure it was possible to avoid the use of small, fast
reference detectors for the MLITE calibration.

To estimate the electronic skews in between tiles and modules, an additional
measurement was necessary. First, all detectors of one module were measured in
coincidence with a single detector of the other module using an un-collimated 22Na
point source placed exactly in the center between them (∼20 cm distance from
each detector). The same measurement was repeated after inverting the modules.
One million events per detector combination were acquired and the resulting time
spectra were calculated. The position of the timing spectra acquired for all eight
combinations were used to calculate the skews between detectors.
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6
Concluding Remarks and

Discussion

Abstract - This thesis focuses on developing novel monolithic scintillator de-
tectors for clinical PET applications and on improving the calibration and
event-reconstruction methods required by these detectors. For this purpose,
a novel method for calibrating the k-NN position-estimation algorithms is de-
veloped (Chapter 2) and all the algorithms used to reconstruct the energy
and the time/position of interaction of gamma rays are reviewed (Chapter 3).
This makes it possible to fully calibrate a detector only with flood and fan-
beam irradiations. Moreover, the position-estimation algorithm is speeded up
by introducing a novel position-pre-estimation technique and all the event-
reconstruction algorithms are improved to reconstruct also events with in-
complete light distributions and missing time information (Chapter 3). Using
these new methods, two monolithic detector prototypes based on wide and
thick crystals (32 mm × 32 mm × 22 mm) and on DPC digital silicon pho-
tomultipliers (dSiPMs) are fully calibrated and then characterized. The first
of these prototypes is read out by a single dSiPM array from the back side
(Chapter 3) and is developed for whole-body clinical PET applications. The
second one, instead, is read out from the front and back side and is de-
veloped for high-resolution organ-specific scanners (Chapter 4). Finally, the
imaging performance of the back-side-readout detector are investigated in
a tomographic setup representative of a whole-body clinical scanner (70 cm
diameter) (Chapter 5). In this final chapter, all these results are reviewed,
extending the discussion also to the most recent experimental works of other
research groups. Finally, some concluding remarks and an outlook on future
use of monolithic detectors are presented.
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6.1. General overview of the field before the begin-
ning of this research work

A s discussed in Chapter 1 (section 1.3.3.2), monolithic detectors have received
extensive attention as a possible alternative to pixelated detectors in PET appli-

cations since the early 2000’s, especially for preclinical systems [1–5]. To a large
extent, this was made possible by the development of finely-segmented photo-
sensors (in particular APD arrays and, later, SiPM arrays) that could sample the
scintillation light distribution more accurately. By the beginning of the 2010’s, it
was well established that monolithic detectors could potentially provide a unique
combination of characteristics such as good spatial resolution, even in the order of
1 mm FWHM in 10 mm thick crystals [6, 7], DOI estimation capabilities [8, 9], good
energy resolution [6, 7] and excellent CRT [10], even below 200 ps for 20 mm thick
crystals.

The possibility to combine all these features is a peculiar property of monolithic
detectors. In pixelated detectors with single-side readout, the architectures that
can provide good spatial resolution and/or DOI estimation are usually based on
small crystals and light sharing techniques. These architectures cause scintillation
photons to undergo a large number of reflection before they are detected by the
photosensor and therefore determine a slower and inefficient extraction of the light,
which degrades the timing and energy resolution. For this reason, in pixelated de-
tectors it is usually necessary to compromise between timing and energy resolution
on one side, for which a single layer of wider crystals is preferable, and spatial reso-
lution and DOI capability on the other side, for which thinner crystals, light sharing
techniques and stacked crystal matrixes should be used.

In monolithic scintillator detectors, instead, it is not necessary to compromise
between the different performance parameters since the favorable aspect ratio of
the crystals facilitates a fast and efficient light collection, which benefits spatial
resolution, energy resolution and timing performance at the same time. Monolithic
detectors also have several other practical advantages. First of all, their production
cost is lower, since they are easier to be assembled and less crystal polishing and
surface processing is required for a single monolithic crystal compared to a pixelated
crystal array. Then, monolithic detectors seems to be more robust with respect to
photosensor deterioration: for example, if some photosensors pixels are damaged,
monolithic crystals can still provide good performance (see Chapter 3), whereas
in pixelated detectors this could lead to a significant distortion in the flood map
or to a dead crystals element, if 1:1 coupling is used. Finally, monolithic crystals
do not have dead material in their active volume, whereas pixelated crystal arrays
have to include reflecting material between the pixels to optically isolate them.
Therefore, monolithic crystals have an higher sensitivity, especially compared to
high resolution crystal arrays. For example, if a reflecting foil of 100 𝜇𝑚 is used,
the sensitive volume of a crystal array with 2 mm crystal pitch is reduced to ∼90%
of its total volume.

Despite all these advantages, monolithic detectors have found applications (mostly
in recent years) only in few pre-clinical systems [11–14], in dedicated breast PET
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systems [15, 16], in an MR-insert for brain PET [17], and in a commercial dedi-
cated brain PET system [18]. They have not yet been implemented in whole-body
PET scanners, mainly because they are considered more complex to be calibrated
and operated compared to pixelated detectors, especially if the best achievable
performance is pursued.

As discussed in Chapter 1, section 1.3.3.2, there are many different methods
that have been proposed to estimate the position of interaction of gamma rays in-
side monolithic detectors. These methods can be broadly divided into two large
categories: the first one comprehends all analytical algorithms, e.g. algorithms
based on COG or on models of the light distribution, whereas the second one in-
cludes the algorithms based on statistical or machine-learning techniques. These
latter methods usually provide superior positioning performance: however, they
are typically based on calibration datasets that are obtained with long and com-
plex procedures. Moreover, statistical or machine-learning methods usually require
significant resources in terms of memory and computational power to store the
detector calibration datasets and process the acquired events. So far, these cali-
bration and computational requirements made monolithic detectors unpractical for
application in large systems and hampered their use in clinical scanners. Another
issue that hampered the use of monolithic detectors is that, before the beginning
of this work, no one had ever demonstrated the possibility to combine all the afore-
mentioned advantages in a single detector having an appropriate sensitivity (i.e.
thickness) for whole-body scanners.

Therefore, the work presented in this thesis has been dedicated to investigate
these calibration and operational issues, to develop optimized detector architectures
for clinical applications and to show the imaging capabilities of monolithic detectors,
in order to demonstrate the potentiality of such detectors as an all-around high-
performance solution for the next generation of TOF-PET clinical scanners.

6.2. Calibration and event reconstruction for mono-
lithic scintillator detectors

6.2.1. Calibration procedures
Usually, statistical and machine-learning methods used to estimate the position of
interaction inside monolithic detectors require to collect comprehensive datasets
of calibration events on a fine grid of reference positions. These datasets can be
used to train neural networks [19–21], to calibrate algorithms based on maximum-
likelihood estimation [3] or as reference events for methods based on the k-nearest
neighbor (k-NN) classification method [4, 22]. Due to the large number of positions
and events required for a proper calibration and to the low count-rate that can be
obtained with a well-collimated pencil beam (diameter ∼0.5 mm), these calibration
scans can last for days or even weeks. Therefore, they are a serious bottleneck
for a practical use of monolithic detectors, since calibrating all detectors that are
necessary in a real scanner would not be possible in a reasonable amount of time.
Several authors have tried to compromise, e.g. by reducing the number of calibra-
tion positions or increasing the dimension of the pencil beam. However, none of
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these approaches completely solve the issue and in any case they tend to degrade
the final performance, which is not desirable in high-resolution detectors.

A possible solution to this problem is presented in Chapter 2, in which an in-
novative calibration method based on fan-beam irradiation is experimentally tested
for the first time. This method, originally proposed in van Dam et al. [22], uses
a fan-beam irradiation to collect two separate datasets of reference events, each
one composed of events for which only one coordinate is known, and then uses a
modified version of the k-NN position estimation method to independently deter-
mine the two coordinates. The new method is tested with two monolithic detectors
having a footprint of 16 mm × 16 mm and a thickness of 10 mm and 20 mm. In
both cases, the new method demonstrates to be equivalent to the previous method
based on pencil-beam calibration, enabling the detectors to achieve outstanding
spatial resolutions of ∼1.1 mm FWHM and of ∼1.5 mm FWHM for the 10 mm and
20 mm thick detectors, respectively.

The concept of fan-beam calibration has been recently applied to another posi-
tion estimation method based on gradient tree boosting (GTB) regression, a super-
vised machine-learning method [23]. Also in that case, the fan-beam calibration
provided the same performance of the pencil beam calibration.

These works demonstrate that the best strategy to obtain a fast and optimal spa-
tial calibration of a monolithic detector is to use a fan-beam irradiation to indepen-
dently characterize the spatial response in the x and y directions and then to use an
estimation method that separately determines the two coordinates. The fan-beam
calibration method reduces the number of calibration position from 𝑛𝑝𝑜𝑠,𝑥×𝑛𝑝𝑜𝑠,𝑦 to
𝑛𝑝𝑜𝑠,𝑥+𝑛𝑝𝑜𝑠,𝑦 (where 𝑛𝑝𝑜𝑠,𝑥 and 𝑛𝑝𝑜𝑠,𝑦 are the number of calibration position in the
x and y direction) and proved to be more than one order of magnitude faster than
pencil-beam calibration (when the same point source is used), making it possible to
calibrate the detectors in just a few hours. Moreover, this method could be further
accelerated by using line sources, which can contain a significantly higher amount
of activity compared to point sources. This could further reduce the calibration
time by another order of magnitude, making it possible to obtain a complete spatial
calibration in just a few minutes.

An additional advantage of fan-beam calibration is the possibility to obtain irra-
diation conditions similar to the ones used for calibrating single detectors also in a
PET ring, for example by using multiple line-sources in combination with mechanical
and/or electronic collimation. This would be of particular importance if a procedure
for acquiring reference events in an assembled PET scanner had to be developed,
for example for regular calibration and quality-assurance procedures.

Besides the calibration technique used for the x-y position estimation algorithm,
also the calibration procedures for DOI and time-of-interaction estimation methods
have to be simply implementable. Several techniques have been proposed to esti-
mate the DOI and some of them require a calibration scan acquired with a side irra-
diation of the detectors [1, 21, 24]. Although a fan-beam irradiation might be used
to speed up the process in these cases as well, a side irradiation complicates the
calibration procedure and cannot be implemented in an already assembled scanner.
Therefore, methods that use calibration datasets obtained with frontal irradiation
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should probably be preferred [8, 9]. However, also these methods usually rely on
calibration datasets obtained with a pencil-beam scan on a regular grid of positions,
which are used to build calibrated look-up tables (LUT) for each point in the grid.
Similarly, also the statistical method proposed by van Dam et al. [10] to improve
the timing performance of monolithic detectors by using the multiple timestamps
acquired on wide pixelated photosensors necessitates calibration events for which
the position of interaction is known.

In Chapter 3, new DOI and time-of-interaction calibration procedures are pro-
posed that do not require pencil-beam scans. Since the optimized x-y positioning
methods developed in Chapter 2 already have an accuracy that is comparable with
the pitch of the LUTs built during the DOI and time-of-interaction calibration proce-
dures, fan-beam scans or even flood irradiations can be used to build these LUTs;
the reconstructed positions are then used as the positions of the reference events.
This approach showed good results, demonstrating that flood irradiations can be
used to calibrate DOI estimation methods, time-of-interaction estimation methods
and methods used to correct the spatial dependence of the energy measurement.
A similar approach can also be used for other calibration procedures, as for example
the procedure introduced in Chapter 5 (Appendix A.4) for estimating the electronic
skew between different dies of an SiPM array.

A different approach to reduce the calibration burden is to develop methods that
do not need collimated scans for obtaining calibration data. One of the most in-
teresting methods proposed in literature is based on self-organizing maps (SOMs),
a machine-learning technique that is able to cluster events with similar features
and organize them in a map representing the geometry of the detector [25]. This
method proved to be effective for thin detectors but turned out to be much more
complex in thick detectors (15-20 mm) due to their different response at differ-
ent DOIs, which requires to use 3D SOMs instead of 2D SOMs. However, some
preliminary tests showed that SOMs might also be used in thicker detectors with
reasonable results (S. Seifert, 2013, private communication). Also the clustering
method used in Chapter 3 to pre-estimate the position of the events before us-
ing k-NN demonstrated good positioning performance, despite its simplicity (see
section 6.2.2).

Another approach proposed in literature to avoid calibration measurements is
to produce a calibration dataset for statistical positioning methods by using Monte
Carlo simulations, as shown for neural networks in Iborra et al. [26]. However,
Monte Carlo simulations typically assume ideal responses and thus may not accu-
rately reproduce the small non-ideal characteristics (uneven roughness and wrap-
ping of the crystals, nonhomogeneous coupling between the crystal and the pho-
tosensor) of individual detectors.

In conclusion, the results presented in this thesis and obtained by other re-
search groups demonstrate that the calibration data required to achieve optimal
performance by monolithic detectors can be obtained with a combination of flood
and fan-beam irradiations. With such irradiations, together with some a priori as-
sumptions and Monte Carlo simulations, it is possible to obtain in just a couple of
hours per detector (and potentially in few minutes) the calibration data required
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to fully exploit the potential of statistical and machine-learning methods used to
estimate the position of interaction (xy and DOI), the time of interaction, and the
deposited energy.

For completion, it is noted that other methods that require only flood irradi-
ations or no calibration data at all have been developed, even if they have not
demonstrated yet the capability to obtain the best possible performance. However,
these methods might be used if the performance deterioration that they introduce
at scanner level are considered acceptable. Alternatively, they might be used to
speed up the calibration procedures in a mixed approach, in which these methods
are used for a preliminary calibration that is then refined with a reduced dataset of
real reference events.

6.2.2. Position estimation algorithms
An extensive list of the different methods developed to estimate the position of
interaction (x, y and DOI) of gamma rays inside monolithic detectors has been
reported in Chapter 1, section 1.3.3.2. So far, methods based on statistical or
machine-learning techniques have widely demonstrated to be capable of providing
superior positioning performance compared to analytical algorithms. Most often,
the former methods rely on a calibration (or reference) dataset that characterizes
the detector response. Thanks to this characterization, they often utilize the in-
formation encoded in the light distribution of the unknown events more accurately
than analytical methods. In general, the more the calibration dataset is complete
in describing the detector response, the more precise the positon of interaction can
be estimated. The major challenge in developing statistical and machine-learning
methods thus consists in developing calibration procedures and estimation algo-
rithms that make efficient use of the limited available resources, i.e. that can pro-
vide results close to the intrinsic detector resolution while using calibration datasets
acquired in a fast and practical way and requiring limited computational resources.

As discussed in section 6.2.1, it has been demonstrated in different studies (and
for the first time in the experimental work presented in Chapter 2) that it is possible
to develop statistical or machine-learning methods that use fast calibration proce-
dures based on fan-beam irradiation. This procedure requires only few hours (and
potentially only few minutes) and allow detectors to achieve the same positioning
performance obtained with standard calibration datasets based on pencil-beam ir-
radiation. The issue that still remains to be solved is therefore the development of
an optimal positioning algorithm that can be implemented with the limited compu-
tational resources available in a PET scanner.

In this research work, the k-NN position estimation method [4] was chosen to
develop and test the xy positioning performance of new monolithic detectors. This
method is based on the nearest neighbor pattern classification algorithm and should
approach the minimum probability for misclassification, i.e. mispositioning [27], for
sufficiently large reference datasets. Thus it can be used to provide an estimation
of the intrinsic spatial resolution of a monolithic detector.

Several optimized versions of this method were already developed over the years
to make it more practical, e.g. to use more effectively the information contained in
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smaller reference datasets or in datasets acquired with fan-beam irradiation [22].
However, the computational burden imposed by k-NN-based algorithms still ham-
pered their practical application. For each unknown event, these algorithms require
to compute the distance of its light distribution from the light distributions of all the
events in the reference datasets (usually defined as the Euclidean distance be-
tween the pixel intensities), to sort these distances, to choose the k events with
the smallest distances and then to make an histogram of their known positions.
Considering that appropriate reference datasets can contain up to a few hundred
thousands of events, these operations require a computational power that is ex-
cessive for standard processing electronics embedded in PET modules, such as
field-programmable gate arrays (FPGAs) and microcontrollers. Moreover, process-
ing all the data in (nearly) real time in a central processing computer would require
computational resources that might be unpractical for a PET scanner. Moreover,
this second approach would further complicate data transmission and storage, since
it would not be possible to preliminary discriminate the events at module level and
the raw data of each event (pixel intensities and TDC values) should be transmitted
to and stored in the central processing system.

Therefore, in Chapter 3 a new positioning method based on the k-NN approach
is developed, with the aim to reduce the computational power required for posi-
tion estimation. This methods relies on a fast position pre-estimation algorithm,
based on a clustering method similar to the methods proposed by Ling et al. [8]
and by van Dam et al. [9] to estimate the DOI. In practice, position pre-estimation
is performed by using a parameter correlated to the coordinate to be estimated
(in this case, the simple COG values for the x and y coordinates and the summed
squared pixel intensity for the DOI) and calibrated look-up tables (LUTs). Using the
pre-estimated position of the unknown event and of the reference events, only the
reference events whose position is estimated to be close to the unknown event are
selected and used for the k-NN estimation. As demonstrated in Chapter 3, this ap-
proach makes possible to obtain a spatial resolution that is essentially equivalent to
standard methods, reducing at the same time the number of events used for k-NN
calculation by two orders of magnitude. This improvement appeared to be crucial
for the experimental work presented in Chapter 5, since it made possible to recon-
struct the position of interaction inside monolithic detector modules in a reasonable
amount of time. However, despite the large reduction in the computational-power
requirements, this new k-NN algorithm still has considerable memory requirements,
since each reference dataset is several hundred MBs. Therefore, further modifica-
tions of the method might still be needed to adapt it to the memory resources
available in PET modules.

Similarly, also the other statistical methods proposed so far have analogous lim-
itations: for example, also ML estimation has large computational and, to a lesser
extent, memory requirements; moreover, it has not been demonstrated yet the
possibility to implement this method with fan-beam calibration. Therefore, further
improvements are still needed by all statistical methods before they can be practi-
cally implemented in real clinical scanners.

Currently, machine learning techniques are another family of techniques that
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are drawing large interest for position estimation in monolithic detectors. Several
of these techniques have already provided remarkable results and demonstrated
to be promising methods for obtaining fast and precise positioning algorithms that
require limited memory and computational resources. Usually, machine learning
techniques are quite robust and can efficiently use calibration data even in case of
reduced datasets. Moreover, they are used in many other applications (e.g. artificial
intelligence in consumer electronics) and therefore the field of monolithic detectors
could significantly benefit of the numerous research efforts carried on for other
purposes.

Some of the machine-learning methods that have already been tested for po-
sition estimation comprehend neural networks [20, 26], self-organizing maps [25],
and methods based on gradient tree boosting (GTB) [23, 24]. As for statistical
methods, also for these methods the major challenges lie in developing algorithms
that can be efficiently calibrated, provide accurate positioning and are compatible
with the computational resources available in clinical PET modules. An interesting
approach to this problem has been shown in Müller et al. [23] and in Müller et al.
[24], in which a systematic study of the tradeoffs between positioning accuracy and
memory requirements has been presented.

A drawback of machine-learning methods is that so far they have demonstrated
to be effective only in relatively thin crystals (10-12 mm), if single-sided readout
is used. Therefore, further efforts to make them reliable also for thicker crystals
are needed. To this purpose, a collaboration has been established between TU
Delft and Aachen University, which aims at testing the GTB methods developed by
Aachen University on the data used for the experimental work presented in Chapter
3 and at adapting these methods to thicker crystals.

It is interesting to note that so far there are no comparative studies that clearly
show which of the proposed statistical or machine-learning methods is more suit-
able for the task of estimating the position of interaction inside monolithic detectors
and can provide superior performances in terms of calibration efficiency, positioning
accuracy and computational requirements. Such a study is difficult to set up, since it
would require that all the methods are computationally optimized; however, the re-
sults of a proper comparison of the different methods would make future algorithm
developments more efficient.

There are some additional points that have to be considered when develop-
ing position estimation algorithms for monolithic detectors and when comparing
different methods. First of all, it is important to consider that practically all the
methods mentioned above could also be combined with data compression meth-
ods, such as the principal components analysis (PCA) [23, 28]. Such compression
methods could potentially be very important to reduce the memory and compu-
tational requirements of the position estimation algorithms without degrading the
performance. However, they further complicate the algorithm optimization, since
they also require careful implementation in order to be efficient in reducing the
amount of data while maintaining the information contained therein.

Second, the positioning methods should have the capability to estimate the
position of interaction also in case the light distributions registered by the detectors
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are not complete, e.g. in case one of the photosensor pixels is not triggered or
is in dead time when the interaction occurs. For example, in Chapter 3 a new
statistical method has been introduced to estimate the values of the missing pixels
and use this values to perform the standard xy and DOI position estimation. This
methods showed excellent positioning capabilities also for events that are missing
up to 25% of the total information (4 dies out of 16), demonstrating the robustness
of monolithic detectors to this issue.

Third, many positioning methods provide error distributions which are not Gaus-
sian. Some methods provide distributions which are more peaked but have longer
tails, while others may have a more frequent occurrence of small errors but be more
efficient in reducing the tails of the distributions. In this regard, it would be inter-
esting to set up a simulation study that investigates how different error distributions
influence the scanner performance and the final image resolution. This study could
also be used to determine which is the most important parameter in defining detec-
tors resolution among the many parameters that have been proposed so far, e.g.
the FWHM or the RMS values of the 1D or 2D error distribution functions, the mean
absolute error (MAE), the median value (defined also 𝑟50%) of the cumulative error
distribution functions, etc. (see Chapter 3 for a discussion about these parame-
ters). In fact, since many statistical or machine-learning positioning methods can
be optimized for minimizing a single resolution parameter (e.g. the parameter used
by machine learning-algorithms during the training phase to evaluate the algorithm
performance), a better understanding of what is the most important one would also
be important to properly implement all these methods.

Such a study about the influence of the shape of the error distribution on the
PET system performance would also be interesting if it were performed for different
types of systems, such as whole-body clinical scanners and dedicated scanners for
brain imaging, breast imaging or pediatric applications. In different scanners, the
final image quality is differently influenced by the detector spatial resolution and
therefore different position estimation techniques might be used for different ap-
plications, depending on the necessity to maximize the detectors spatial resolution
or to use algorithms that are more computationally efficient. In whole-body PET,
for example, the most advanced methods might not be necessary, since in such
systems the factors that limit most image resolution are usually statistical noise
(sensitivity) and photon acollinearity. Therefore, in these scanners optimized ana-
lytical methods might already provide the necessary positioning accuracy.

For example, the pre-positioning method presented in Chapter 3 provides an
overall error distribution that is less peaked and a bit wider compared to the ac-
celerated k-NN method also presented in Chapter 3 (Figure 6.1). Therefore, the
pre-positioning method seem to perform much worse than the k-NN method when
the FWHM spatial resolution is considered (Table 6.1). However, the comparison
of the cumulative distribution functions and of the 𝑟50%, 𝑟90% and the MAE values
obtained with the two methods show that the positioning accuracy of the pre-
positioning method is only slightly worse compared to the k-NN method and is still
remarkable considering the simplicity of the algorithm.

In conclusion, the results presented in this thesis and in literature show that in
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Figure 6.1: Comparison of (left) the cross-sections in the x direction of the 2D PSFs and (right) of
the cumulative error distributions functions (x, y and total positioning errors) obtained using the pre-
positioning algorithm and the accelerated k-NN positioning algorithm, both presented in Chapter 3.

Table 6.1: Average spatial resolution for perpendicularly incident events using the prepositioning method
(Prepos.) and the accelerated 1D k-NN method (Acc.k-NN).

x y total

Prepos. Acc. k-NN Prepos. Acc. k-NN Prepos. Acc. k-NN

FWHM – 2D PSF 2.85 1.68 2.95 1.70 - -

FWTM – 2D PSF 6.74 4.76 6.95 5.02 - -

𝑟50% 0.99 0.82 1.03 0.84 1.9 1.62

𝑟90% 3.48 3.53 3.58 3.6 5.01 5.11

MAE 1.62 1.55 1.67 1.58 2.60 2.48
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recent years statistical or machine-learning methods have made substantial steps
forward towards a practical application, reducing their requirements in terms of
calibration data and computational resources. Despite none of the proposed meth-
ods has been implemented in a real scanner yet, the new elements proposed in
these works show interesting approaches that could be combined to obtain opti-
mal positioning results with reasonable computational requirements. Among these
innovations, the most interesting are the data reduction techniques (e.g. PCA),
the more and more refined machine-learning techniques, the use of flood irradia-
tions to calibrate DOI and time-of-interaction estimation methods (Chapter 3), and
the use of pre-positioning methods based on analytical algorithms to reduce the
calculation burden on the statistical and machine-learning techniques. Besides sta-
tistical or machine-learning methods, also optimized analytical method (e.g. the
prepositioning method presented in Chapter 3) showed good results and may be
a viable option in systems whose performance are not deteriorated by the limited
degradation in the spatial resolution that they achieve.

6.3. Monolithic detectors for clinical PET scanners
6.3.1. Monolithic detectors for whole-body scanners
In Chapter 3, a monolithic scintillator detector designed for whole-body PET appli-
cations is fully characterized and the calibration and event-reconstruction methods
developed to operate it are described in detail. As discussed in Chapter 1, section
1.3.1, detectors for this application should have excellent detector sensitivity (crys-
tal thickness ≥ 20 mm), excellent CRT, good spatial resolution (2-3 mm FWHM)
and good energy resolution (≤ 12 %). Moreover, considering the large number of
detectors required in a scanner, they should also be easy to be assembled and not
too expensive, in order to limit the complexity and the cost of the system.

The detector presented in Chapter 3 is based on a wide monolithic crystal (32
mm × 32 mm × 22 mm, LYSO) read out from the back side by a DPC digital SiPM
array, similar to the photosensor array used in commercial Vereos PET/CT scanners
(Philips) [29]. When only events with complete light distributions are considered,
the detector achieves a spatial resolution of 1.7 mm FWHM (𝑟50% ∼ 0.83 mm, MAE
∼ 1.57 mm), an average DOI resolution of 3.7 mm FWHM (MAE ∼ 2.23 mm), a CRT
of 214 ps and an energy resolution of ∼9.9%. The performance of the detector
are also characterized when events with a variable number of missing dies are
used: with the detector settings and operating conditions used for the experimental
characterization, a degradation of all the performance parameters <2% would be
observed if events with up to four missing dies were accepted.

6.3.1.1. Comparison with detectors used in commercial PET scanners
Compared to the detector modules currently used in commercial PET scanners and
in the uEXPLORER scanner (see Chapter 1, Table 1.4), the back-side-readout (BSR)
monolithic detector presented in Chapter 3 equals or outperforms them with respect
to all the performance parameters. Considering the detector positioning accuracy, a
direct comparison of the BSR monolithic detector spatial resolution with the crystal
pitch used in pixelated detectors does not provide a complete comparison of their
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performances. However, it is reasonable to assume that the spatial resolution of
the monolithic detector should be at least comparable with the resolution of the
modules used in the Vision PET scanner (Siemens), having a crystal pitch of 3.2 mm,
and of the uEXPLORER scanner, having a crystal pitch of 2.85 mm, which are the
modules with the smallest crystal pitch among the currently available whole-body
clinical TOF-PET scanners. The timing and energy resolution of the BSR monolithic
detector are also comparable to the best values reported for commercial scanners,
which correspond to a CRT of 210 ps for the Vision PET scanner (Siemens) and to
an energy resolution equal to 9.5% for the Discovery MI PET/CT scanner (GE). The
real advantage of the monolithic detector lies in its capability to estimate the DOI,
which is not present in none of the modules employed in commercial scanner. This
capability greatly improves the image spatial resolution in the outer regions of the
FOV, as discussed in Chapter 55 and in section 6.4 of this chapter.

6.3.1.2. Comparison with other monolithic detector prototypes
Compared to most of the other monolithic detector prototypes reported in literature
or used in research and commercial scanners, the BSR detector presented in this
thesis is one of the most sensitive ever presented. Most of the times, the thickness
of monolithic detectors is limited to 12-15 mm in order to reduce the issues related
to poor position reconstruction close to the crystal edges. In this work, a 22-mm-
thick detector was chosen to achieve the sensitivity required in whole-body PET
scanners, in which crystals with a thickness between 20 and 25 mm are usually
employed (see Chapter 1, Table 1.4). The optimization of the position estimation
methods made it possible to obtain a spatial resolution that is comparable with
the resolution obtained with thinner detectors. For example, recently an xy spatial
resolution of 1.55 mm FWHM (𝑟50% ∼0.66 mm) for a 12 mm thick crystals [23] and
of 1.8 mm FWHM for a 15 mm thick crystals [30] have been reported. Also the DOI
resolution is comparable with the resolution reported for the 15 mm thick detector
(3.7 mm FWHM), while it is slightly worse than the resolution achieved by the 12
mm thick detector (2.1 mm FWHM) [24], even if it can be considered comparable
if only the volume of the crystal closest to the photosensor array is considered (see
Figure 4, Chapter 3).

It is to be noted that promising results in terms of xy spatial resolution (∼1.5
mm) and DOI resolution (∼4 mm FWHM) have been reported for 20 mm thick
monolithic scintillator detectors [31, 32]. However, in these works only the central
part of the detector was considered in the characterization, excluding 5 mm of
the crystal surface on each side. Therefore, a direct comparison with the detector
presented in this thesis cannot be made.

One of the most distinctive characteristics of the detector presented in this thesis
compared to the other thick monolithic detectors (≥15 mm) presented in literature
is its excellent timing resolution. The timing properties of many monolithic detectors
found in literature have not been optimized and the scanner based on them do not
have TOF capabilities [15, 17, 18]. Only in Lamprou et al. [33] the TOF capability of
a 15-mm-thick monolithic detector is investigated in depth: in this case, a modest
CRT of ∼500 ps is reported. The detector presented here achieves an excellent CRT
of 214 ps. This is in agreement with previous results obtained with similar detectors
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based on 20 mm thick crystals made from Ca-codoped LSO:Ce [10], taking into
account the slower decay time of the crystal used in this work.

6.3.1.3. Comparison with pixelated detector prototypes
The detector presented in Chapter 1.4 shows a combination of characteristics that
has not been matched yet even by prototype pixelated detectors developed for
whole-body PET applications. A complete review of these prototypes is outside the
scopes of this thesis, however few interesting examples will be discussed below in
order to give an idea of the state of the art in this field.

For example, a high-resolution and high-sensitivity module has been presented
by Marcinkowski et al. [34], based on 2 mm × 2 mm × 22 mm crystals. This module
is based on the same photosensor used for the monolithic detector and has compa-
rable or better spatial resolution. However, it has a slightly worse timing resolution
(∼300 ps), in part probably due also to the higher operating temperature (6-7 ∘C),
and does not provide DOI information. A similar high-resolution detector based on
2 mm × 2 mm × 20 mm crystals and DPC sensors has also been presented in [35].
This detector features also DOI estimation capability, thanks to a special arrange-
ment of the reflector between the crystals. However, its DOI resolution (4.67 mm)
is slightly worse compared to the monolithic detector presented in Chapter 1.4 and
the CRT is only 1.2 ns FWHM. This poor timing resolution might be partly explained
by the higher operating temperature (0 ∘C) and by different sensor settings; how-
ever, it is probably also determined by the light-sharing technique used to obtain
DOI estimation. A similar detector concept with DOI estimation capabilities has also
been proposed by Kuang et al. [36], however also in that detector the final timing
resolution (∼500 ps) is worse compared to the BSR monolithic detector.

Another detector prototype with good spatial resolution, high sensitivity and
DOI estimation capability has been presented in Hirano et al. [37]. This detectors
is based on a position-sensitive PMT (PS-PMT) and on a stack of 4 crystal arrays,
each one made of 16 × 16 GSO crystals having dimensions of 2.9 mm × 2.9 mm ×
7.5 mm. Crystal identification is obtained through a special reflector arrangement
that univocally positions each crystal in the 2D flood histogram. This detector was
first developed for an in-beam PET prototype and then applied in several brain
PET prototypes (see section 6.3.2). As a proof of concept, it was also tested in a
whole-body PET scanner prototype [38] to experimentally demonstrate for the first
time in a complete PET scanner that DOI-estimation capability improves the spatial
resolution in the outer regions of the FOV (see section 6.4). However, the timing
resolution of this detector is quite poor (>2 ns), also due to the scintillator material
used (GSOZ). Therefore, despite the detector is interesting for the results obtained
in the prototype scanner, it may not be a viable solution for modern whole-body
TOF-PET systems.

Among the recently-developed pixelated detector prototypes with DOI estima-
tion capabilities, one of the most promising one has been presented in Pizzichemi
et al. [39] and in Stringhini et al. [40]. This prototype is based on a crystal array
made of small (1.6 mm pitch) and relatively thick (15 mm) depolished LYSO:Ce
crystals, coupled on one side with an SiPM array and on the other side with a glass
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light guide. Thanks to the depolished surfaces, the ratio of the amount of light
extracted from the two ends of the crystals is strongly dependent on the DOI. The
light extracted from the crystal side coupled with the photosensor makes possible
to precisely determine the time and xy position of interaction. The light redirected
and shared among multiple crystals by the light guide on top of the crystal array is
used instead to estimate the DOI with an analytical method. This method uses as
DOI measure the ratio between the light read by the SiPM directly coupled to the
crystal and the total amount of light allows the detector to achieve a DOI resolution
in the order of ∼3 mm. In a following work, Pizzichemi et al. [41] demonstrated
that the timing resolution of such a detector concept and of standard pixelated de-
tectors without light sharing are equivalent, if appropriate methods to estimate the
time of interaction are used. In particular, they demonstrated that even using this
light-sharing technique it is still possible to achieve a CRT in the order of ∼160 ps,
both using crystal arrays based on small crystals (1.6 mm pitch) and arrays made
of wider crystals (3.2 mm pitch). This result is remarkable, especially considering
that standard LYSO:Ce crystals (not co-doped) are used in this word. Such a detec-
tor concept is therefore very promising both for organ-dedicated scanners and for
whole-body scanners. However, whole-body scanners would require to use thicker
crystals, in order to achieve the necessary sensitivity, which could deteriorate the
timing and DOI performance. In Zatcepin et al. [42], further improvements in the
DOI and timing resolution are obtained using statistical and machine-learning meth-
ods. However, these methods introduce further complications in the data analysis,
as for monolithic crystals, and should therefore be optimized to be practically ap-
plicable in real scanners.

In conclusion, the detector presented in Chapter 3 presents one of the most
interesting combinations of characteristics in the field of PET detectors for whole-
body applications thanks to its high sensitivity, excellent timing and energy resolu-
tion, good spatial resolution and DOI estimation capability. This last characteristic
in particular could provide significant improvements to the image quality of PET
scanners compared to the current state-of-the-art detectors and is probably more
relevant than a more extreme spatial resolution. Indeed, in a whole-body scanner
the system spatial resolution is mainly limited by acollinearity and statistical noise,
therefore an higher detector spatial resolution might not provide relevant benefits,
whereas the DOI estimation capability can determine a significant improvement of
the spatial resolution in the outer regions of the FOV (see Chapter 5).

6.3.2. Monolithic detectors for dedicated high-resolution clin-
ical PET scanners

In Chapter 4, an ultrahigh-performance TOF/DOI PET detector is presented and
fully characterized. This detector is developed for possible applications in high-
resolution organ-dedicated clinical PET scanners, which are currently an active field
of research in particular for brain [43] and breast [44, 45] imaging, or in dedicated
high-resolution pediatric scanners, which are a new concept of scanners investi-
gated in simulation studies [46]. The development of these scanners is motivated



6.3. Monolithic detectors for clinical PET scanners

6

193

by the need for improved sensitivity and spatial resolution compared to whole-body
scanners, in order to image smaller structures, reduce the dose delivered to patients
(in particular to children and patients undergoing periodic screenings) and improve
the temporal resolution (i.e. the time required to obtain an image) in dynamic
studies.

Since these scanners usually have a small diameter (≤45 cm in organ-dedicated
scanners), photon acollinearity poses lower limitations on image spatial resolution
compared to whole-body scanners. Therefore, high detector spatial resolution is
fundamental to pursue the best possible system performance. At the same time,
parallax error is enhanced by the smaller scanner radius. Thus, good DOI estima-
tion capability is also a strict requirement to obtain a good and more homogeneous
image resolution in the whole FOV. Thick detectors (≥15/20 mm) are also crucial
in these applications to achieve high sensitivity, even if sometimes a compromise is
necessary if DOI estimation capability is absent or limited. Also in high-resolution
scanners, TOF capability can be used to enhance the SNR of the final images, to
improve the temporal resolution in dynamic studies or the reduce the dose delivered
to patients. However, in comparison with whole-body scanners, a better detector
timing resolution (≤200 ps FWHM) is required in high-resolution scanners to ob-
tain a significant performance enhancement, due to the reduced diameter of the
imaged objects (see Chapter 1, section 1.2.5). Considering that a reduced number
of modules is needed, in dedicated high-resolution scanners a higher complexity
and/or cost of the detectors (compared to detectors for whole-body PET) can be
considered a suitable tradeoff if it determines a significant improvement in the final
system performance.

The detector presented in Chapter 4 is based on a monolithic scintillator crystal
(32 mm × 32 mm × 22 mm, LYSO) read out on two sides by DPC digital SiPM
arrays. When only events with complete light distributions are considered, the
detector achieves a spatial resolution of 1.1 mm FWHM (𝑟50% ∼0.43 mm, MAE
∼1.18 mm), an average DOI resolution of 2.4 mm FWHM (MAE ∼1.4 mm), a CRT
of 147 ps and an energy resolution of ∼10.2%. When events with up to six missing
dies are accepted (using the detector settings and operating conditions employed
for the experimental characterization), no substantial deterioration of these results
is determined.

Compared to pixelated detectors used in commercial or prototype brain and
breast scanners, the dual-sided readout (DSR) monolithic detector presented in
Chapter 4 equals or outperforms most of them in their performance characteristics.
For a quick comparison, a summary of the specifications of some of the most ad-
vanced pixelated detectors used in those scanners is reported in Table 6.2. A recent
and more comprehensive review of the scanners developed for brain imaging can
be found in [43], whereas an extensive review of the scanners developed for breast
imaging can be found in Hsu et al. [45].

As shown in Table 6.2, the xy crystal pitch of those detectors is comprised be-
tween 1.2 mm and ∼3 mm and most of them are based on crystal arrays com-
posed of several layers, whose thickness is comprised between 3 and 10 mm. In
multi-layer detectors, DOI is usually estimated identifying the layer in which the
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interaction occurs by means of the phoswich technique or of several light sharing
methods, e.g. introducing a special reflector arrangement or shifting the position
of the crystal layers. However, other DOI estimation techniques are also used, e.g.
using several independent detectors stacked one on top of each other (Brain PET –
Hamamatsu). The only detector that uses a different approach for DOI estimation
is the detector used in the ClearPEM system, which is based on long crystal pixels
(20 mm) read out on two sides. In this detector, a continuous DOI estimation is ob-
tained using the ratio of the light extracted from each crystal side as DOI measure
and a DOI resolution ∼2 mm FWHM is achieved. As also discussed in the previous
section, a direct comparison of the 3D crystal pitch used in pixelated DOI detectors
with the spatial resolution and DOI resolution of a monolithic detector does not
provide an accurate comparison of their performance. However, it is reasonable to
assume that the DSR-detector spatial resolution and DOI resolution are compara-
ble if not better than those of the detectors shown in Table 6.2, since the smallest
crystal pitch in the xy direction is 1.5 mm and in the z direction is 5 mm.

Only the prototype detector module developed by Hamamatsu and presented in
Watanabe et al. [51] could have a spatial and DOI resolution that is comparable (at
least for the thinnest crystal layers) with the DSR monolithic detector. However, this
module is composed of a stack of four independent detectors, each one based on
an SiPM array and on an arrays of 1.2 mm × 1.2 mm crystals with variable thickness
(3/4/5/8 mm). Therefore, the monolithic DSR detector is probably less complex to
assemble and less expensive.

As regards sensitivity, the modules based on LSO/LYSO that are reported in Table
6.2 have a total crystal thickness comprised between 10 mm and 20 mm, therefore
the DSR monolithic detector has a sensitivity that is equivalent or higher compared
to them. The modules based on GSO, instead, are built using a thicker crystal array
(30 mm); however, they have a similar or just slightly higher sensitivity compared to
the monolithic detector, since GSO crystals are less dense than LYSO/LSO crystals.

The characteristic that makes the DSR monolithic detector superior compared
to the modules presented in Table 6.2 is its outstanding timing resolution of ∼150
ps (with a non-codoped LYSO crystal). This CRT could substantially improve the
image SNR also in small-diameter scanners, whereas none of the detectors used
in brain and breast scanners have a timing resolution that enables the systems to
use the TOF technique. In many cases, this is probably due to the complex crystal
geometry and reflector arrangement used to obtain DOI estimation, which make
light extraction slower and less efficient and therefore deteriorate the intrinsic timing
capabilities of the detectors. Only the detector presented in Watanabe et al. [51]
could potentially achieve a good CRT, since it is based on thin crystals and SiPMs:
however in that system the readout electronics is not optimized for timing.

Among the pixelated detector prototypes developed for high-resolution scan-
ners, one of the most interesting is the small-crystal detector presented in Pizzi-
chemi et al. [41], which is also mentioned in section 6.3.1.3. This detector is based
on 1.5 mm crystals read out from a single side and achieves a DOI resolution in the
order of 3 mm and a CRT in the order of 160 ps. Compared to the DSR monolithic
detector, this prototype shows almost comparable (even if slightly worse) spatial
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and timing resolution. However, it is based on 15 mm crystals, therefore is has
lower sensitivity. The single-side readout configuration of this prototype is an ad-
vantage oved the dual-side readout configuration of the monolithic detector, since
it requires to cover a smaller surface with SiPMs. However, to achieve these perfor-
mance the prototype uses small SiPM pixels, having a 3 mm pitch versus the 4 mm
pixel pitch of the dSiPMs used in the DSR monolithic detector, which translates in an
almost equivalent number of channel for an equivalent detector surface. Moreover,
also the DOI estimation technique used in the pixelated detector seem to provide
the best performance when more refined estimation techniques based on machine
learning are used [42]. Therefore, this prototype might not be significantly more
practical to be operated compared to the DSR monolithic detector.

Several high-resolution scanners based on monolithic crystals and dedicated to
brain and breast imaging have also been developed in recent years by the i3M
research group in Valencia and by the company Oncovision. The systems devel-
oped for breast imaging are the MAMMI dedicated breast PET scanner [15], which
is commercially available, and the MAMMOCARE PET prototype [16], an improved
version of the MAMMI PET scanner that integrates a biopsy system. The systems
developed for brain imaging are the CareMiBrain dedicated brain PET scanner [18],
which is also commercially available, and the MINDView PET scanner [17], a pro-
totype system that can be used as an insert in an MRI scanner for simultaneous
PET and MR imaging. The detectors used in the brain scanners are the most ad-
vanced ones and differentiate for their thickness, since in the CareMiBrain scanner
15-mm-thick crystals are used [30], whereas the MINDView PET scanner is based
on 20-mm-thick crystals [32]. As also reported in section 6.3.1.2, promising results
have been claimed for these detectors in terms of xy spatial resolution (∼1.5 mm)
and DOI resolution (∼4 mm FWHM). However, the DSR monolithic detector has
better overall spatial resolution compared to these detectors. Moreover, it does
not show the same limitations in the positioning accuracy in the border regions.
As also discussed for pixelated detectors, the characteristic that truly makes the
DSR monolithic detector superior compared to the other monolithic detectors is its
timing resolution, since none of them can achieve timing performance that make
possible to use the TOF technique.

In conclusions, the detector presented in Chapter 4 has optimal characteristics
for being used in dedicated high-resolution scanners and equals or outperforms all
the detector developed for these applications, either based on pixelated or mono-
lithic crystals. The DSR monolithic detectors combines excellent spatial resolution
(xy and DOI), high sensitivity, very good energy resolution and state-of-the-art
timing resolution, which could be further improved using Ca-codoped L(Y)SO crys-
tals. This last characteristic in particular could determine sensible improvements in
the performance of high-resolution scanners, since it would make possible to fully
exploit the TOF technique also in small-diameter systems. The dual-side readout
configuration makes the detector more expensive and more challenging to be op-
erated compared to detectors that have a single-side readout. However, the DSR
monolithic detectors can achieve excellent performance also using photosensors
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with a rather large pixel pitch (4 mm), therefore it has a channel density which is
comparable with other high-resolution detectors read out from a single side. In
any case, the drawbacks of the DSR configuration are compensated by a significant
improvement of the detector performance, which could significantly boost also the
scanner performance. Therefore, the detector presented in Chapter 4 is an inter-
esting prototype for high-resolution applications, as demonstrated also in a recent
simulation study regarding the optimization of a pediatric scanner [46].

6.4. Imaging performance of BSR monolithic detec-
tors and comparison with current PET scan-
ners

The BSR monolithic detector presented in Chapter 3 was developed specifically for
whole-body clinical PET scanners. As discussed in Chapter 1 (section 1.3.1), detec-
tors for this application are required to have excellent sensitivity (crystal thickness
≥20 mm), excellent CRT, good energy resolution (≤12 %), good spatial resolu-
tion (2-3 mm FWHM), and, if possible, DOI estimation capability. Despite none of
the commercially-available whole-body scanners is based on detectors that have
this capability, its importance has been shown in several simulation studies. These
studies demonstrated that DOI estimation can improve the image spatial resolution
in the outer region of the FOV and make the image quality more homogeneous
throughout the whole FOV [59, 60].

To conclude this research work, in Chapter 5 the imaging capabilities of the
BSR monolithic detector are investigated in a 70 cm diameter PET geometry. Two
complete PET modules based on such detectors are developed and employed in a
tomographic setup representative of a whole-body clinical scanner. The fully auto-
mated setup, based on two coaxially rotating arms and a central rotating phantom
table, sequentially acquires all possible LORs of a complete detector ring, using a
step-and-shoot acquisition approach.

During the system characterization procedure, a complete tomographic acquisi-
tion of a 22Na point source positioned at the center of the FOV is used to determine
the timing and energy resolution of the system, which achieves a CRT of ∼212 ps
FWHM and an energy resolution of 10.2%.
The system spatial resolution is quantitatively assessed imaging the 22Na point
source at different radial distances from the system axis and reconstructing the im-
ages using 2D filtered-back-projection (FBP) method, adapting the standard NEMA
procedure [61] to the particular characteristics of the tomographic system. An ex-
cellent radial and tangential resolution of ∼2.9 mm are obtained at the center of the
imaged region. Thanks to the DOI estimation capability of the monolithic detectors,
the resolution remains almost constant in the whole FOV: at a radial distance of 20
cm, the radial and tangential spatial resolutions are 3.2 mm and 4.0 mm, respec-
tively, whereas at 25 cm they become 3.3 mm and 4.7 mm. For comparison, when
no DOI information is used to reconstruct the same datasets, at a radial distance
of 20 cm the radial and tangential spatial resolutions degrade to 7.0 mm and 4.9
mm, respectively, whereas at 25 cm they become 8.8 mm and 9.0 mm.
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The system spatial resolution is also qualitatively assessed by imaging a Derenzo-
like phantom at different locations within the FOV. The images, which are re-
constructed using a TOF maximum-likelihood expectation-maximization (ML-EM)
method, show that the system is able to resolve 3-mm-diameter hot rods up to 25
cm radial distance.

These results can be compared with the performance of current state-of-the-art
commercial scanners, which are summarized in Chapter 1, Table 1.4. The tomo-
graphic system based on monolithic detectors equals or outperforms all of them in
terms of timing and energy resolution. Only the Vision scanner (Siemens) achieves
a similar CRT of 210 ps, whereas the Cartesian Prime scanner (Canon) has a com-
parable CRT of 255 ps. The VEREOS system (Philips), which is based on the same
DPC sensors used for the monolithic BSR detectors, has a timing resolution of ∼310
ps and all the other scanners have a CRT in the order of ∼400 ps. As for the energy
resolution, the Discovery MI and the Signa scanners (GE) achieve an energy res-
olution of 9.5% and 10.3%, respectively, which are slightly better or comparable
to the resolution obtained with the scanner based on monolithic detectors. All the
other scanners, instead, have an energy resolution ≥11%.

The system based on monolithic detectors achieves similar or better results
than commercial scanners also in terms of spatial resolution. At the center of the
FOV, where the monolithic-detector scanner achieves an average transaxial spatial
resolution of ∼2.9 mm, resolutions ≥3.5 mm are reported for most of commer-
cial scanners. Only the the uMI500 (United Imaging) and the uEXPLORER (United
Imaging) scanners achieve a comparable average transaxial resolution of ∼3.0 mm,
thanks to the small crystal pixels employed in those systems. At 10 cm radial dis-
tance from the center of the FOV, the radial and tangential resolution of commercial
scanners is in the range of 3.3-5.8 mm and 3.1-4.6 mm, respectively, whereas the
system based on monolithic detectors has a radial and tangential resolution of 3.0
mm and 3.5 mm. At 20 cm radial distance, the radial and tangential resolutions
of commercial scanners are in the range of 4.1-8.4 mm and 3.6-5.2 mm, respec-
tively, whereas the tomographic system presented in this thesis has a radial and
tangential resolution of 3.2 mm and 4.0 mm. Especially if we consider the radial
resolution, which deteriorates more significantly with radial distance, the system
based on monolithic detectors can achieve better results than commercial scan-
ners thanks to its DOI estimation capability. The effectiveness of this characteristic
can be further stressed considering that the system presented in this thesis has a
smaller diameter (70 cm) and uses thicker crystals (22 mm) compared to the Vereos
(Philips), the Vision (Siemens), the uMI550 (United Imaging) and the uEXPLORER
(United Imaging) systems, which are the commercial systems providing the best
spatial performance.

The performance of the monolithic-detector system can be also compared with
some recent PET scanner prototypes. The first of them is the so-called PennPET
Explorer, a long-axial-FOV system based on the Vereos PET scanner technology
[62]. The spatial resolution reported for this scanner at the center of the FOV is
4.2 mm / 3.9 mm / 4.1 mm in the radial / tangential / axial direction, respectively,
and the energy resolution is ∼12%,. These results are similar to those obtained
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with the VEREOS scanner. Besides the increased sensitivity, the major improvement
of this system compared to the Vereos is its timing resolution: thanks to a better
cooling system, in the PennPET Explorer scanner the DPC sensors can be operated
at lower temperature (∼5 ∘C) and therefore with a lower trigger threshold, allowing
the system to achieve a CRT of 256 ps at low activities. Compared to the PennPET
Explorer, the system based on monolithic detectors can achieve a better spatial and
energy resolution and a slightly better CRT, even if this last results is favored also
by the lower temperature at which the monolithic detectors are operated.

Another interesting PET scanner prototype has been recently presented by Aka-
matsu et al. [38]. The system is based on the detector module presented in Hirano
et al. [37], which were mainly developed for brain-PET applications and are also
described in section 6.3.1.3 of this Chapter. The overall performance of the scan-
ner are limited by the limited performance of the detectors, in particular in terms
of timing resolution and, to a lesser extent, of positioning accuracy, mainly due to
the complex structure of the crystal array and to the chosen scintillator material.
However, it is interesting to report the results obtained with this system in terms of
spatial resolution because this is the first complete whole-body scanner based on
pixelated detectors with DOI estimation capability. At 1 cm from the center of the
FOV, a radial resolution of 4.1 mm is reported, which degrades to 4.8 mm at 10 cm
and to 5.9 mm at 20 cm. If no DOI information is used, the radial resolution de-
grades to 6.9 mm at 10 cm and to 11.4 mm at 20 cm. These are meaningful results
to demonstrate the effectiveness of DOI estimation in improving image quality in
the outer part of the FOV, especially considering the small diameter of the detector
ring (66 cm), and support the findings obtained with the tomographic system based
on monolithic detectors.

Finally, another scanner prototype worth to be mentioned has been reported
in Wong et al. [63]. Despite the scanner has been developed as a low-cost sys-
tem and is based on PMTs, it can achieve an excellent spatial resolution. At the
center of the FOV, a transaxial resolution of 2.87 mm is reported, which becomes
3.40 mm, 3.69 mm and 3.91 mm at a radial distance of 16 cm, 24 cm and 28 cm,
respectively. These results are remarkable and are made possible by the small di-
mension and the reduced thickness of the crystal pixels (2.44 mm pitch, 15.2 mm
thickness) and by the large ring diameter (87 cm). The system also achieves a fair
timing resolution (473 ps) and a reasonable energy resolution (11.2%). Compared
to the tomographic system based on monolithic detectors, the system developed by
Wong et al. achieves a comparable or even better spatial resolution, especially at
larger radial distances. However, this system has a worse timing resolution, lower
detector sensitivity and a large ring diameter, which also decreases the scanner
sensitivity. Therefore, the overall imaging performance might be limited with re-
spect to a system based on monolithic detectors, especially in terms of statistical
noise and signal-to-noise ratio.

In conclusion, the tomographic system presented in Chapter 5 demonstrates
that monolithic detectors are a very interesting option for whole-body PET applica-
tions. The system achieves a spatial resolution that is comparable or better than
the resolution of current state-of-the-art commercial and prototype scanners at the



6

200 6. Concluding Remarks and Discussion

center of the FOV. Moreover, thanks to its DOI estimation capability, it has an ex-
cellent spatial resolution also in the outer regions of the FOV, despite its reduced
ring diameter in comparison to most of the other scanners. Finally, the monolithic
detectors used in the system can guarantee an high sensitivity and achieve an ex-
cellent timing resolution. Therefore, it would be interesting to develop a complete
prototype scanner based on this type of detectors, to study the other system per-
formance (sensitivity, counting rate statistics, etc.) and bring this technology closer
to clinical applications.

6.5. Final considerations and outlook - The prospects
of monolithic detectors for clinical PET

In the previous sections the most important findings of this thesis have been re-
viewed and summarized, extending the discussion of these results also to the most
recent experimental works presented by other research groups after the papers
constituting the central part of this thesis were published.

As discussed in section 6.1 of this Chapter, two issues hampered the use of
monolithic detectors in clinical systems at the beginning of the 2010’s, namely the
lack of practical calibration procedures and position estimation algorithms. Thanks
to the new findings presented in recent years, several of which have been intro-
duced in this work, these issues can be considered solved or close to be solved
today.

In Chapters 2 and 3 of this thesis (and in other research works) it has been
demonstrated that fan-beam irradiations and flood irradiations can provide proper
reference data for a complete detector calibration, without degrading the perfor-
mance compared to pencil-beam irradiations. A remaining challenge is the devel-
opment of methods for detector quality assurance and detector calibration in an
assembled scanner. Flood irradiations using point sources, line sources or homo-
geneous phantoms cannot be used in a straightforward way for such checks in
complete systems based on monolithic detectors, contrary to systems based on
pixelated detectors. However, as discussed also in section 6.2.1 of this Chapter,
the use of mechanical and electronic collimation could make it possible to obtain
reference datasets similar to a fan-beam irradiation also in complete PET scanners.
In combination with optimized analysis algorithms, these datasets would provide
the required information to perform quality assurance and calibration checks. This
approach should be investigated in more detail and for different possible scanner
geometries, however preliminary considerations showed its feasibility (V. Tabac-
chini, private communication).

As regards the position and time estimation algorithms, a number of statistical
and machine-learning methods have already demonstrated very promising results
for developing algorithms that can provide the best detector performance using
computational and memory requirements compatible with a real PET scanner. In
particular, there are several approaches that could be combined to achieve this
goal. In my opinion, the most interesting are: position pre-estimation using simple
analytical algorithms, in order to reduce the computational burden of statistical and
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machine-learning algorithms; data compression, using principal-component anal-
ysis or similar techniques; machine-learning methods with reduced computational
requirements, such as neural networks or gradient-tree boosting. Therefore, it can
be expected that this goal will be achieved soon, also considering that machine-
learning methods are rapidly evolving since they are an active topic of research for
many other applications. In any case, as discussed in section 6.2.2 of this Chap-
ter, it is already possible to implement analytical methods that can be used in real
systems, at the expense of a limited deterioration of the performance.

The results presented in Chapters 3 and Chapter 4 of this thesis, reviewed also
in section 6.3 of this chapter, show that monolithic detectors can equal or out-
perform current state-of-the-art pixelated detectors, both for whole-body and for
organ-specific high-resolution PET applications. In particular, their peculiar charac-
teristic is that they can combine high sensitivity, remarkable spatial resolution, DOI
estimation, excellent timing performance, and good energy resolution, also using a
single-sided readout architecture. DOI estimation in particular would be an impor-
tant feature for modern scanners with long axial field-of-view, since it would allow
these systems to accept coincidences with larger incidence angle, further improving
the sensitivity without degrading the system resolution. A similar combination of
characteristics is difficult to be obtained in pixelated detectors and in any case would
require complex light-sharing and position reconstruction techniques, making their
employment at least as challenging as for monolithic detectors.

Tabacchini et al. [64] used the experimental characterization of the BSR and
DSR monolithic detectors (Chapters 3 and Chapter 4 of this thesis) to model their
spatial responses and simulate their imaging performance in a clinical PET system.
They concluded that at scanner level the imaging capabilities of these detectors are
equivalent to pixelated detectors that have a crystal pitch of 3.2 mm and 1.3 mm,
respectively, as well as the same crystal thickness (22 mm) and the capability to
classify the position of interaction in three DOI layers. Currently, only the Vision
PET/CT scanner (Siemens) and the scanners produced by United Imaging (uMI550
PET/CT and uEXPLORER PET/CT) have a pixel pitch equal or smaller than 3.2 mm,
that is, 3.2 mm and 2.85 mm, respectively (see Chapter 1, Table 1.4). However,
they all have lower sensitivity, they do not have DOI estimation capability, and the
United Imaging scanners have worse timing resolution. Therefore, a complete PET
scanner based on the BSR detector can be expected to achieve overall imaging
capabilities that should be better than current commercial scanners.

Indeed, the measurements presented in Chapter 5 with a tomographic setup
based on the BSR detector demonstrate that a clinical whole-body PET scanner
based on such technology could improve the performance of current commercial
scanners. In particular, the characterization of the system spatial resolution us-
ing point sources shows that monolithic detectors can obtain an excellent and al-
most homogeneous resolution across the whole FOV, thanks to their DOI estimation
capability. This characteristic, combined with the excellent timing resolution and
high sensitivity, makes the BSR monolithic detector a very promising technology for
whole-body and total-body PET scanners.

From the system point of view, monolithic detectors pose few additional chal-
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lenges compared to detectors based on crystal arrays. In standard pixelated de-
tectors, the light signal is usually read on a single or on a limited number of pho-
tosensor channels. In monolithic detectors, instead, the light signal is spread on a
wider photodetector area and is therefore affected by the noise of a larger number
of channels. Because of this reason, monolithic detectors require a photosensor
with low noise and high PDE to achieve the best performance, and also optimized
readout electronics. These requirements are necessary to obtain a good SNR on all
the photosensor channels, in order to precisely sample the light distribution and to
acquire accurate timestamps on multiple pixels. In this work, the DPC3200-22-44
digital SiPMs arrays (Philips) have been used to build monolithic detectors. These
sensors were chosen because they have a good PDE, good timing performance,
and because they have an integrated readout and time-pick-off system. This last
characteristic in particular simplified the development of the monolithic scintillator
detector prototypes, which require advanced readout electronics for a large number
of channels. To obtain the best timing performance, the detectors were operated
at low temperature (about -20/-15 ∘C in the tomographic setup) so that the lowest
trigger level could be used without an excessive number of false triggers due to
dark counts. This is a challenging requirement, however it should be achievable
also at system level with a proper design of the cooling system. For example, the
PennPET Explorer scanner (which is based on the same DPC sensors) has been
designed to be operated at about 0/5 ∘C [62], demonstrating that PET systems
can be successfully operated at temperatures lower than the ones used in current
commercial scanners (usually running at a temperature ≥15 ∘C). In any case, the
cooling requirements could be reduced using different, more recent SiPM technolo-
gies. In particular, state-of-the-art analog SiPMs have a much lower DCR compared
to dSiPM, since they are produced using custom processes which determine a lower
noise compared to the more complex processes required to produce dSiPM with in-
tegrated readout electronics. Most recent analog SiPMs have also excellent PDE [65]
and SPTR [66]: these characteristics, in combination with state-of-the-art low-noise
multichannel readout ASICs, could make it possible to develop monolithic detectors
with even better performance compared to the detectors presented in Chapter 3
and Chapter 4.

In conclusion, the results presented in this thesis and in other recent papers
demonstrate that it is possible to develop practical techniques to operate monolithic
scintillator detectors in clinical PET systems. Using standard scintillation material
(LYSO:Ce) and a digital SiPM array already employed in commercial scanners, it
is possible to develop detectors which overall outperform the detectors currently
employed in commercial whole-body and organ-dedicated scanners, and also most
of the prototype detectors presented in literature. The results obtained with the
tomographic setup presented in Chapter 5 confirm that a scanner based on a BSR
monolithic detector could achieve superior imaging performance compared to cur-
rent state-of-the-art whole-body scanners based on pixelated detectors, since the
monolithic detector has similar timing and positioning performance, better sensitiv-
ity and DOI estimation capability. Even better performance could be obtained with
reasonable developments, using most recent scintillation materials (L(Y)SO:Ce,Ca)
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and state-of-the-art SiPM technologies and ASICs.
Therefore, monolithic scintillator detectors could be the enabling technology to

develop the next generation of clinical PET scanners, both for whole-body or high-
resolution systems. In whole-body and total-body scanners, back-sided-readout
monolithic detectors could make it possible to achieve a system CRT ≤150 ps and
an image spatial resolution approaching the limit set by physical constraints (∼2-
2.5 mm), whereas in organ-dedicated scanners dual-sided readout detectors could
enable the system to achieve a timing resolution ≤100 ps and an image spatial
resolution ∼1 mm. In both cases, these results could be obtained in combination
with a very high sensitivity (22-mm-thick crystals) and an almost homogeneous
spatial resolution throughout the whole FOV, thanks to the DOI estimation capabil-
ity. Such scanners would significantly improve the diagnostic capability of current
commercial scanners, opening up new clinical and research applications.
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