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Abstract
Outlier detection in time series has important applications in a wide variety of fields, such as patient
health, weather forecasting, and cyber security. Unfortunately, outlier detection in time series data
poses many challenges, making it difficult to establish an accurate and efficient detection method.
In this thesis, we propose the Random Projection Outlier Ensemble (RPOE) method. The ensemble
combines the results of a diverse set of components allowing it to accurately detect the different types
of outliers. The components are based on the most efficient reconstruction-based method, the Random
Projection (RP) method, which we enhance with a sliding window to better capture the dependencies
of the time series and highlight context-dependent outliers. As a result, the RPOE method performs
competitively when tested on different datasets. Moreover, the efficiency of the base detectors allows
the RPOE method to have a remarkable run-time. Thus, with the RPOE method, we believe to have
taken a step forward in the search for an effective outlier detection method.
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Notation

𝑛 Number of time points.
𝑡 ∈ {1, … , 𝑛} Time index.
𝑑 ∈ N+ Number of features/time series.
𝑖 ∈ {1, … , 𝑑} Feature index.
𝑥𝑖(𝑡) ∈ ℝ Value of 𝑖th feature at time 𝑡.
x(𝑡) ∈ ℝ𝑑 Vector of multivariate series values at time 𝑡.
x𝑖 ∈ ℝ𝑛 Vector of 𝑖th feature values for all time points (one time series).
X ∈ ℝ𝑑×𝑛 𝑑×𝑛 matrix of multivariate time series data. Columns are x(𝑡) and rows

x𝑖.
x_r(𝑡) ∈ ℝ𝑑 Vector of right differenced multivariate series values at time 𝑡. Defined

in Equation (3.1).
X_r ∈ ℝ𝑑×𝑛 𝑑 × 𝑛 matrix of right differenced multivariate time series data.
x_l(𝑡) ∈ ℝ𝑑 Vector of left differenced multivariate series values at time 𝑡. Defined in

Equation (3.2).
X_l ∈ ℝ𝑑×𝑛 𝑑 × 𝑛 matrix of left differenced multivariate time series data.
𝑦(𝑡) ∈ {0, 1} Binary label for time 𝑡. 𝑦(𝑡) = 1 if time point 𝑡 is an outlier.
y ∈ ℝ𝑛 Binary vector labelling each time point.
𝑜(𝑡) Generic outlierness score for time point 𝑡.
𝑚 Number of ensemble components.
𝑗 ∈ {1, … ,𝑚} Ensemble component index.
𝑜𝑗(𝑡) ∈ ℝ Outlierness score of the 𝑗th ensemble component for time 𝑡.
o(𝑡) ∈ ℝ𝑚 Vector of outlierness score for time 𝑡.
o𝑗 ∈ ℝ𝑛 Vector of outlierness scores of the 𝑗th ensemble component for all time

points.
O ∈ ℝ𝑚×𝑛 𝑚 × 𝑛 matrix of outlier scores for all ensemble components and all time

points. Columns are o(𝑡) and rows o𝑗.
𝜃 Threshold for outlierness scores.
𝑧𝑗(𝑡) ∈ ℝ Z-score of the 𝑗th ensemble component for time 𝑡.
z(𝑡) ∈ ℝ𝑚 Vector of z-score for time 𝑡.
z𝑗 ∈ ℝ𝑛 Vector of z-scores of the 𝑗th ensemble component for all time points.
Z ∈ ℝ𝑚×𝑛 𝑚×𝑛 matrix of z-scores for all ensemble component and all time points.

Columns are z(𝑡) and rows z𝑗.
𝛼 Significance level of the 𝑧-test.
𝑏𝑗(𝑡) ∈ {0, 1} Binarised Z-score of the 𝑗th ensemble component for time 𝑡.
b(𝑡) ∈ {0, 1}𝑚 Vector of binarised z-scores for time 𝑡.
b𝑗 ∈ {0, 1}𝑛 Vector of binarised z-score of the 𝑗th ensemble component for all time

points.
B ∈ ℝ𝑚×𝑛 𝑚 × 𝑛 matrix of binarised z-score for all ensemble components and all

time points. Columns are b(𝑡) and rows b𝑗.
𝑜̂(𝑡) ∈ ℝ Final outlierness score for time 𝑡.
ô ∈ ℝ𝑛 Vector of final outlierness score for all time points.
𝑘 Projection dimensionality.
R Random projection matrix.
𝑟 ∼ 𝑁(0, 1) Entry of R.
𝑁(𝜇, 𝜎2) Normal distribution with mean 𝜇 and standard deviation 𝜎.
I Identity matrix.
𝑝 Power of the norm of the outlierness score.
𝓁 Length of window.
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vi

max_window_length User specified maximum 𝓁 value.
L Defined range of 𝓁.
win_pos ∈ {prev, mid, future} Defines position of x(𝑡) in w(𝑡).
w(𝑡) ∈ ℝ𝑑×𝓁 Window constructed for data point x(𝑡)
W ∈ ℝ𝑛×𝑑×𝓁 Matrix of windows constructed for all data points in X.
w′(𝑡) ∈ ℝ𝑑×𝓁 Projection of w(𝑡) by the Random Projection method.
ŵ(𝑡) ∈ ℝ𝑑×𝓁 Reconstruction of w(𝑡) by the Random Projection method.
v ∈ ℝ𝑚 WINNOW weights for each component.
𝜇(𝑡) ∈ ℝ𝑑 Mean of w(𝑡) ⧵ x(𝑡).
1 Vector of ones.
𝑛̃ Number of labelable segments. Often, each time point is labelable and

𝑛 = 𝑛̃. This parameter is needed for real-world data.
𝑛′ ≤ 𝑛̃ Size of training set.
Btrain ⊂ B 𝑚×𝑛′ matrix of binary scores of the training set. Input for the WINNOW

algorithm.



1
Introduction

The vital signs of an Intensive Care Unit (ICU) patient must be monitored continuously. Clinical mea-
surements such as the patient’s heartbeat, breathing rate, and body temperature determine the pa-
tient’s status. Any unexpected change may indicate that the patient’s condition is deteriorating. Failing
to detect these changes could cost the patient’s life. However, these changes are often subtle and
diverse, making them difficult for existing methods to detect. As a result, it is necessary to develop
algorithms that can accurately detect this unexpected behaviour.

As a patient’s vital signs are measured over time, we can model them as a multivariate time series,
where each vital signal is a separate variable. We define a time series as a set of values generated by a
continuous measurement over time (Aggarwal, 2017) and a multivariate time series as a generalisation
of a time series with more than one time-dependent variable. The two main differentiating factors of a
time series from other datasets are ordering and temporal continuity. The time dimension introduces
a strict chronological ordering between data points, and temporal continuity describes the high corre-
lation between successive instances in time. The high correlation implies that values of consecutive
time points do not significantly change unless they are abnormal. In addition, multivariate time series
also have spatial dependencies. This means that the different elements of the vector at a single time
point can also be correlated. In the ICU example, this correlation is evident because all the data is
captured from the same patient. Unexpected behaviours that violate these dependencies are referred
to as outliers.

Outlier detection in time series is currently a “hot research topic”. In addition to the ICU example
above, it has important applications in fields such as weather forecasting, cyber security, and eco-
nomics. Thus, multiple research communities are in search for efficient, accurate, and generalisable
detection methods. Unfortunately, the available outlier detection methods remain premature due to the
complexity of time series data and the lack of sufficient datasets for evaluation (J. Li et al., 2021; Wu,
2017). Thus, research must continue to improve existing methods.

The goal of this thesis is to establish our position in the field of outlier detection by developing an
accurate and efficient detection method that generalises over different types of time series data. Fox,
1972 is one of the first works to extend the known outlier detection methods to time series data. Since
then, notable researchers have evolved and extended upon this basis Aggarwal, 2017. However, out-
lier detection poses many challenges leading prominent researchers in the field to claim that no given
method will be able to solve outlier detection perfectly (Aggarwal, 2017). A summary of the main chal-
lenges is given below. More detailed descriptions can be found in Section 2.1.

1. Variety in the types of outliers. The diversity in the types of outliers makes it difficult to find
methods that can accurately detect all outliers.

2. Variety of input data. The diversity in input data makes it difficult to find methods that generalise
across different datasets.

1
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3. Dependencies in time series. Capturing the dependencies is difficult, but necessary for detect-
ing outliers.

4. Noisy and finite datasets. With noise and a finite amount of data it is difficult to define a boundary
for a normal region that encompasses every possible normal behaviour.

5. High run-time complexity. A high run-time complexity makes it difficult to test design choices
and generalise to larger datasets.

6. Trade-off between accuracy and level of supervision. Without supervision it is difficult to
accurately detect outliers. However, supervision is expensive.

To address the above challenges, we propose the Random Projection Outlier Ensemble (RPOE). Using
an ensemble allows us to consider the time series data in many different views, improving the method’s
ability to detect different types of outliers and generalise across different datasets. The base detectors
of the ensemble are instances of the most efficient reconstruction-based method, the Random Projec-
tion (RP) method, and its variant, the Mean Projection (MP) method. Reconstruction-based methods
project the data points to a lower-dimensional subspace and reconstruct the projections back to the
original problem space to determine an outlierness score for each data point. These methods are pop-
ular because they have the lowest dataset size requirements and are least affected by the curse of
dimensionality. Due to these advantages, we can construct windows around each point in time and
capture the dependencies of the time series. The final step of the RPOE method is to aggregate the
results of the ensemble components into one final result. We use the WINNOW algorithm for this ag-
gregation. Overall, the RPOE method’s performance is competitive and has a remarkable run-time
performance.

The remainder of this thesis is divided into five chapters. Chapter 2 gives an overview of the nec-
essary background information and summarises the existing methods used for outlier detection in time
series. In Chapter 3, we describe the RPOE method and the naive classifier used as a baseline. The
design choices of the RPOE method are evaluated in Chapter 4. Then, the analysed RPOE method
is compared against the naive classifier in Chapter 5. Lastly, the main conclusions are given with
recommendations for future research in Chapter 6.



2
Background information

For several years, outlier detection has been and continues to be an active field of research. This
chapter provides an overview of the background information important for understanding the proposed
Random Projection Outlier Ensemble for time series data. In section 2.1, we detail the necessary
definitions for outlier detection in time series. Following that, we present existing outlier identification
methods in section 2.2, and in section 2.3, we describe ensemble analysis, a common methodology
for enhancing the accuracy of known methods.

2.1. Outlier detection in time series
The goal of a outlier detection method is to classify all significantly deviating data points as belonging to
the class of outliers as accurately as possible while classifying all other data points to the normal class.
The variety in the nature of the input data and the different types of outliers which assume diverse
forms in input data justifies the broad spectrum of outlier detection methods available. We limit our
exploration to time series input data, which is formally define in Definition 2.1.1. In short, a time series
is a set of ordered, temporally continuous values. The temporal continuity implies a high correlation
between adjacent data instances. In addition to the temporal continuity, multivariate time series have
spatial dependencies between the 𝑑 time series components at single points in time.

Definition 2.1.1. (Time series) A time series X is a sequence of temporally continuous
vectors (x(𝑡)) ordered by a time index 𝑡 ∈ 𝑇 for some set 𝑇 ⊆ ℝ, where x(𝑡) ∈ ℝ𝑑 , 𝑑 ∈ ℕ+.
X is defined as a univariate time series when 𝑑 = 1. When 𝑑 > 1, X is defined as a multi-
variate time series.

Outlier detection in time series entails classifying each point in time of the time series as an outlier or
normal point. The dependencies between points in time make classifying the points in time difficult
because most available outlier detection methods assume that the data instance are independent of
each other (Chandola, 2009). As a result, extra measure must be taken to capture these dependencies
during detection. Furthermore, a large variety in the nature of the time series data and types of outliers
in time series remains. We define the types of outliers in time series in section 2.1.1 before further
detailing the types of outlier detection in section 2.1.2.

2.1.1. Types of outliers in time series
The most common description of outliers is data points that deviate from expected behaviour. Aside
from this basic description, no universally accept definition of an outlier exists (Amnarttrakul & Thong-
teeraparp, 2011; J. Li et al., 2017). This is due to the fact that the definition of an outlier is context-
dependent (Wu, 2017). But, how can we construct an accurate and generalisable outlier detection
method without a clear-cut definition of an outlier? Based on the work of Amnarttrakul and Thongteer-
aparp, 2011; Fox, 1972; Pena, 1998, we present our definitions of outliers in time series.
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2.1. Outlier detection in time series 4

For univariate time series, we define five outliers; global additive, contextual additive, global collective,
contextual collective, and level shifts. Multivariate time series can contain any of these five outliers
within each of their individual time series components, however, they can also have outliers which vi-
olate the dependencies between the different components. We call these outliers multivariate outliers.

(a) The red point is a global additive outlier and the blue point is a
contextual additive outlier. Both violate the temporal continuity of
the time series, but the red point has a previously unseen value,
whereas the blue blue has a previously seen value.

(b) Example of global collective outliers where the values of the
outliers are outside of the normal range and violate the temporal
pattern.

(c) Example of contextual collective outliers where the values of
the outliers are normal, but they violate the temporal pattern ex-
hibited in the time series.

(d) Example of a level shift. The point highlighted in red is the only
point that should be considered an outlier.

Figure 2.1: Examples of the five types of outliers defined for a univariate time series.

Additive outliers are unexpected changes in the temporal continuity in a single observation. Global
additive outliers are additive outliers with previously unseen values which considerably deviate from
the normal range of values. In contrast, contextual additive outliers are additive outliers with values
within the normal range but are anomalous because their value violates the time series’ temporal pat-
tern. Global additive outliers are often easier to detect because they disrupt the temporal pattern and
have values deviating from the normal range of values. Examples of these outliers can be found in
Figure 2.1 (a).

Collective outliers are a group of consecutive points in time that are anomalous with respect to the
temporal pattern. These outliers typically form abnormal shapes in the time series. Similar to addi-
tive outliers, global collective outliers have values that deviate from the normal range of values, and
contextual collective outliers which have values within the normal range of values. As global collective
outliers assume values outside the normal range they are usually easier to detect. However, it may be
more difficult to detect collective outliers compared to additive outliers due tomasking effects. Masking
occurs when outliers are undetected because of the presence of another neighbouring outliers. Thus,
it is possible to incorrectly consider a group of collective outliers, or at least part of the group, as nor-
mal. Basic examples of global and contextual collective outliers can be found in Figure 2.1 (b) and (c),
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respectively. In addition, we note that a prevalent real-world example of contextual collective outliers
are the interpolated segments of a time series with missing values. Figure 2.2 illustrates an example of
this interpolation. As the interpolations cannot reflect the time series’ temporal pattern and has values
inside the normal range, they are contextual collective outliers.

Figure 2.2: Example of interpolation for a dataset with missing values. Interpolated values are highlighted in yellow.

Level shifts are outliers that shift subsequent observations to a new level, changing what is considered
normal (Pena, 1998). Only the first point is considered an outlier as subsequent points are considered
normal. Figure 2.1 (d) illustrates a basic example of a level shift. The highlighted red point is the only
point that should be considered an outlier in this scenario. However, it is common for level shift outliers
to swamp neighbouring data points when outlier detection methods are applied. By definition, swamp-
ing is the incorrect labelling of a normal instance as an outlier, due to the behaviour of a neighbouring
true outlier. Extra measure may be needed to minimise this effect.

Lastly, we define a multivariate outlier as a point in time that deviates from the usual correlation struc-
ture in the 𝑑-dimensional space defined by the 𝑑 time series components of a multivariate time series
(Amnarttrakul & Thongteeraparp, 2011). In this case, a time-point that is not extreme in any of the
individual components can still be an outlier because it does not conform with the correlation structure
of the data. To illustrate this further we present an example from J. Li et al., 2021 in Figure 2.3. Based
on the relationships between the time series (1 − 4, 2 − 5, 3 − 6), the multivariate time series should
produce the time series in the following order:

1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3
4 4 4 4 4 5 5 5 5 5 5 6 6 6 6 6

However, in Figure 2.3 we see the following:

1 1 1 1 1 2 2 2 2 2 2 3 3 3 3 3
4 4 4 4 4 5 5 5 5 5 6 6 6 6 6 6

The time series in bold highlight the violation of the relationships, identifying the multivariate outlier.
Note that, if we consider the two time series separately, this time interval would not be considered an
outlier.

2.1.2. Types of in outlier detection methods
In an ideal scenario, we would have an infinite amount of normal data allowing us to perfectly estimate
its density. The dataset would be unaffected by noise resulting in a precise boundary that differentiates
normal and anomalous instance. Unfortunately, we are often far from this ideal scenario. We introduce
the different categories of outlier detection methods used to try to overcome the challenge that arise in
more realistic scenarios.

In most cases, we do not know which points are normal and which are outliers. Labelling each time
point as normal or outlier is time-consuming and expensive. Some domain-specific data may even
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Figure 2.3: A two-dimensional time series of length 80 created by J. Li et al., 2021. The time series exhibits six different types
of time series highlighted in different colours and labelled from one to six. The relationships between the time series are 1 − 4,
2 − 5, 3 − 6. A violation of this relationship occurs at the segment coloured yellow.

require experts to annotate the data. As a result, there is a lack of labelled datasets. Furthermore, it
is not uncommon for algorithms to find outliers in data that look normal even to experts (Lorbeer et al.,
2019). This make us also doubt the reliability of the labelling. Thus, unsupervised detection methods
that do not need labelled data points are favourable. Unlike supervised detection method that learn
rules and parameter settings from a fully labelled dataset, unsupervised methods discover their own
information in order to make predictions. However, it is usually difficult for unsupervised methods to
accurately detect outliers, especially for more complex dataset such as time series (Chandola, 2009).
Thus, some research has turned to semi-supervised methods which learn from a small set of labelled
and unlabelled instances (Gao et al., 2006; Z. Li et al., 2020). These methods typically learn features
from both the labelled and unlabelled data in an unsupervised manner, then either propagate the labels
of the labelled data points to unlabelled data points and perform supervised classification, or uses the
labelled instances to guide the semi-supervised classification.

Despite the level of supervision, outlier detection in a dataset without noise would be a trivial prob-
lem to solve as the normal and anomalous instances are completely separated. Noise is natural de-
viating behaviour which should be classified as normal (Muñoz-Garcia et al., 1990). It is different to
outliers which are unnatural deviations from the expected behaviour. When data contains both noise
and outliers, the normal and outlier classes tend to overlap making it difficult to differentiate outliers
from noise. This urged researcher to represent outliers as a relative concept termed the outlierness
score (Aggarwal, 2017). The outlierness score is a continuous value that represents how much a point
deviates from normal instances. As true outliers should have a substantially higher outlierness score
in comparison to noise, should be able to simply choose a threshold for how anomalous an instance
must be to be labelled an outlier. Unfortunately, there are cases where noise has a higher outlierness
score than true outliers, especially when contextual outliers are considered. Thus, this score is not a
distinguishing factor and significance tests are required to classify a data point. Choosing an appro-
priate a significance level and test statistic may be difficult. We refer the reader to Motulsky, 1995 for
more information.

The presence of noise adds only a modest barrier when compared to the assumption of an infinitely
large dataset. We usually only have a finite dataset from which we can approximate the distribution of
the normal instance. When this dataset is large enough, the approximation can still be fairly accurate
and a model for the normal instances can be learnt. All instances that do not fit the model well are
declared as outliers. However, what exactly constitutes a large enough dataset? This depends on
the methods used and the dimensionality of the dataset. For a fixed dataset size, the sparsity of the
data rapidly increases as the number of dimensions increases, making outliers appear more like noise.
Thus, the amount of data required to maintain the predictive power of the model grows exponentially



2.2. Known approaches 7

with respect to the dimension. This is one example of the curse of dimensionality; a phenomenon
that refers to what happens when you add more dimensions to a multivariate model (Filzmoser et al.,
2008). The large problem space also renders most methods impractical due to the high computational
burden. In addition, the difference in the distances between different data points is non-existent in
high-dimensional data, causing distance-based methods to be obsolete (Beyer et al., 1998; Zimek et
al., 2012). All this complexity is suggestive of the shortage in methods for handling high-dimensional
data (Zimek et al., 2012). However, high-dimensional data is becoming more prevalent in applications,
making it essential to develop methods that can also handle such data.

When dealing with high-dimensional data, a common first step is to apply dimension reduction method
before applying other known outlier detection methods. Dimension reduction methods try to map in-
stances from the original high-dimensional problem space to a lower-dimensional space that is able to
retain the meaningful properties of the original data and capture the majority of its variability (Aggarwal,
2017; Fodor, 2002). With this lower-dimensional representation and the same number of instances,
the dataset may be considered large enough and used for further analysis.

What constitutes a large enough dataset also varies depending on the method used. Due to the
different assumptions the methods make on the data, statistical methods require more data to ac-
curately model the normal behaviour than proximity-based and clustering-based methods. Statistical
methods fit a stochastic model on the normal data instances to approximate its distribution and thus
usually require large, labelled datasets to accurately approximate distributions. proximity-based and
clustering-based need less data for accurate predictions and can handle unlabelled data. Proximity-
based methods assume that normal data are found in densely populated areas while anomalies are
far from these areas, and clustering-based methods assume that normal data belongs to a cluster,
while outliers either do not belong to any cluster, are far from the cluster centroid, or belong to small
sparse clusters (Chandola, 2009). These methods have a high computational complexity due to the
pairwise comparisons needed for each data point. Moreover, clustering algorithms are not optimised
for finding outliers. Instead, they try to segregate all data points into clusters with similar characteris-
tics. We refer the reader to the attached literature review for more information on the different methods.

Due to the limitation and high requirements of statistical, proximity-based, and clustering-based meth-
ods, a new category of outlier detection methods that directly handles data that is not large enough
is recently gaining in popularity (Chandola, 2009). We refer to these methods as reconstruction-
based methods. Inspired by dimension reduction methods, these methods project the data to a lower-
dimensional subspace, which both maintains the original characteristics of the data and allows nor-
mal instances and outliers to appear significantly different. Finding such a subspace is often difficult.
Several strategies for determining an “optimal” subspace have been proposed, most based on dimen-
sion reduction technique Principal Component Analysis (PCA) (Amnarttrakul & Thongteeraparp, 2011).
However, recent developments have shown that projections to random lower-dimensional subspaces
could be sufficient for outlier detection (Hulsebos, 2018). Moreover, reconstruction-based methods
circumvent dealing with the curse of dimensionality and have the lowest requirements for the dataset
size.

2.2. Known approaches
Reconstruction-based methods are most promising for future research in the outlier detection field be-
cause of their low data size requirement, simplicity, and the fact that they are least affected by the curse
of dimensionality Chandola, 2009. Many reconstruction-basedmethods are based on dimension reduc-
tion methods or stem from similar ideologies. However, it is crucial to note that dimensionality reduction
methods in themselves do not perform outlier detection, but serve as supplementary techniques that
assist in outlier detection. To further clarify the differences and better understand reconstruction-based
methods, we first describe dimension reduction methods and present the well-known methods in this
category. In the following text, the different dimensions of a dataset may be referred to as attributes or
features.
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2.2.1. Dimension reduction methods
Dimension reduction methods reduce the dimensionality of the data while maximising the variance
explained and minimising the information loss. In many cases, not all attributes of the dataset are “im-
portant” for understanding the underlying mechanisms that generate the data (Aggarwal, 2017). Many
of the attributes may be linearly correlated and some attributes may not be informative for specific goals.
For example, if an attribute has a very large variance it may not be informative for outlier detection. For
time series dimension reduction methods are even more important because the majority of studies
have been devoted to outlier detection in univariate time series (Galeano et al., 2006; J. Li et al., 2021;
Qiao et al., 2012; Wu, 2017). Thus, one of the most common approaches for handling multivariate time
series is to project it down to a univariate time series. The simplicity of the univariate model making it
easier to analyse and substantially reduces computation time. However, it is typically infeasible to map
a high-dimensional space to a one-dimensional space without minimal loss of information.

Principal Component Analysis (PCA) is the most popular dimension reduction method due to its simplic-
ity and mathematical foundation (Hotelling, 1933; Jolliffe, 2002; H. Li, 2019). PCA attempts to reduce
the dimension of the data by constructing orthogonal linear combinations of the original attributes and
projecting the data instances to the space defined by these combinations. More specifically, given a
𝑑-dimensional dataset, PCA constructs 𝑘 < 𝑑 orthogonal linear combinations of the 𝑑 attributes that
maximise the variance explained. These linear combinations are called the principal components. Of-
ten small values of 𝑘 << 𝑑 are sufficient to capture the behaviour of the data (Fodor, 2002). There
is, however, no formal way to determine an exact value for 𝑘. Some heuristics have been proposed,
although they typically yield different outcomes and are only indicative of potential 𝑘 values. Example
include choosing the first 𝑘 components that collectively explain two-thirds of the variance, choosing
the 𝑘 components with corresponding eigenvalue greater than one, or utilising elbow plots. Regardless
of the heuristic used, it is worth noting that when using PCA, a univariate projection (𝑘 = 1) is unlikely to
sufficiently represent a high dimensional time series. Thus, different dimensionality reduction method
or more elaborate methods may be required.

Other common dimension reduction methods are Linear discriminant analysis (LDA) (van der Maaten
et al., 2008), Independent Component Analysis (ICA) (Henríquez & Kristjanpoller, 2019; Hyvarinen,
1999), non-linear (kernel) PCA (van der Maaten et al., 2008), Locally Linear Embedding (LLE) (Roweis
& Saul, 2000). The reader is referred to the citations for more information on these methods. A more
recent, but complex approach is reducing the dimensionality of the data using clustering algorithms.
For example, the work of Qiao et al., 2012 applies 𝑘-means clustering on the time series components
and uses the 𝑘 cluster centroids to represent the original time series. Clustering methods for outlier
detection in time series data have become quite popular and perform well (H. Li, 2019; J. Li et al.,
2021). However, due to the conflicting goals of the methods and the long run-times, we express our
concerns about using clustering within outlier detection methods. As a result, we decided not to discuss
this further and instead direct readers to the citations, if interested.

Lastly, Fu et al., 2016 formulate an optimisation problem to fuse the attributes into one. They define a
linear combination of all the attributes and use optimisation algorithms to determine the weights for each
attribute. Although this approach may capture the dependencies between attributes more accurately
than other methods such as PCA, it is not easily generalised and usually only feasible when domain
knowledge can be used to aid in the optimisation. For higher dimensions, the run-time complexity for
this optimisation may also be too high.

2.2.2. Reconstruction-based methods
Reconstruction-based methods seek a lower-dimensional representation of the data in which normal
instances and outliers appear significantly different (Chandola, 2009). The objective is that the new rep-
resentation will make it easier to identify outliers. The simplest reconstruction-based method is based
on PCA (Amnarttrakul & Thongteeraparp, 2011; Jolliffe, 2002; H. Li, 2019). This method calculates the
outlierness score of a point using the distance between the original instance and the reconstruction of
the instance from the subspace defined by the principal components. This distance is commonly known
as the reconstruction error, which is the unexplained behaviour of the instance by the PCA model. As
outliers should not be well-represented by the PCA model, we expected that outliers are instances with
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a high reconstruction error. However, for the reconstruction error to be a discriminative outlier measure,
the number of principal components 𝑘 needs to be well chosen. If 𝑘 is too small, the model will fail to
capture the data’s properties, and all data points will look like outliers. On the other hand, if 𝑘 is chosen
too large, the model will also model the outliers in the data, causing outliers to have low reconstruction
error and appear normal.

Unfortunately, even if 𝑘 is well-chosen, using the reconstruction error of PCA as the outlierness score
is not always sufficient. This is because dimension reduction methods aim to to maximise the variance
explained rather than detect outliers. Figure 2.4 depicts an example of where this approach fails. If
we take the reconstruction error of each data point (black lines) as the outlierness scores, the green,
normal data point will have a higher outlierness score than the outlier in red. In this example, the sec-
ond component is more informative for outlier detection. However, it is not chosen by the PCA model
because it explain less of the dataset’s variance.

Figure 2.4: A toy example with normal data points coloured in green or blue and an outlier coloured red. The yellow line represents
the first principal component, the linear combination of the variables that captures the largest variance. The black lines represent
the reconstruction error of each data point from the subspace defined by the first principal component.

Due to this flaw, other work has instead used the Mahalanobis distance, a softer version of PCA which
considers the distance to all the principal components, rather than just the 𝑘 largest. These methods
can better detect outliers as they consider the minor principal components which are more sensitive to
the observations that are inconsistent with the correlation structure of the data (Amnarttrakul & Thong-
teeraparp, 2011). However, computing the Mahalanobis distance is more computationally expensive
and more prone to overfitting.

More recent research has moved away from dimension reduction methods. Galeano et al., 2006 apply
univariate test statistics to optimal one-dimensional projections of multivariate times series. Galeano
et al., 2006 show that the projection directions that best discriminate outliers from the variance of the
dataset (noise) are the directions that maximise or minimise the kurtosis coefficient of the original time
series. The authors use likelihood ratio test statistics on the projected univariate time series to detect
outliers. This method is very powerful, but needs to be applied iteratively due to swamping and masking
issues. This increases computation time and introduces another parameter; the number of iterations.

Hulsebos, 2018 takes this a step further and shows that random projections can be used for detecting
outliers in multivariate time series. The proposed method maps each time point of the multivariate time
series to a random 𝑘-dimensional representation. Each data point is then reconstructed to the orig-
inal problem space the reconstruction error is used as the outlierness score. This data-independent
method is efficient as there are no optimisations necessary to find the a meaningful subspace for the
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dataset. There are only a few conditions that need to be met to preserve the pair-wise Euclidean dis-
tance. Moreover, Hulsebos, 2018 shows that 𝑘 = 1 is sufficient for detecting global additive outliers,
making it a parameter-free method. However, this method struggles to detect contextual additive out-
liers. We address this method further in Chapter 3 as a variation of this method is included within the
RPE method proposed in this report.

2.3. Ensembles
Due to the variety in the types of outliers, we believe ensemble analysis can be very useful for out-
lier detection. Ensemble analysis is a popular technique for improving the accuracy of classification
algorithms as it explores the data from multiple different perspectives. However, using ensembles for
outlier detection is relatively new compared to other classification problems (Aggarwal, 2017) and is
rarely explored for time series data.

Outlier ensembles combine the results of a diverse set of outlier detection methods, referred to as
base detectors, to produce a single final result. Combining the findings of many detectors usually yields
more accurate and robust results, as different base detectors will perform better on different subsets
of the data points and may also detect different types of outliers better (Aggarwal, 2017). Aggarwal,
2017 takes this a step further and shows that unstable base detectors, whose results vary significantly
between different instances, provide the best results when a large number of base detector are con-
sidered. As a result, most base detectors randomly sample the dataset or contain a random component.

An ensemble can be categorised as data-centric or model-centric. The base detectors of a model-
centric ensemble can be different algorithms or instances of the same algorithm with different parame-
ter settings. For the latter scenario, one must determine reasonable ranges from which the ensemble
can sample the parameters for the different base detectors. The size, dimensionality, and unit of the
data are usually used to determine these ranges. On the other hand, the base detectors of an data-
centric ensemble are instances of the same algorithm applied to different derivatives of the data. In
some cases, using both data-centric and model-centric approaches is advantageous as more diverse
views of the data can be explored by different algorithms.

Ensembles can also be categorised as independent-component ensembles or sequential ensembles.
Independent-component ensembles execute the base detectors independently and aggregate the indi-
vidual results, whereas sequential ensembles execute the base detectors one after the other to create
successively refined models. The final result can be the result of the last executed detector or an aggre-
gation of all the detectors’ results. The main advantage of independent-component ensembles is that
the components can be run in parallel, considerably reducing the ensemble’s run-time. Unfortunately,
determining a suitable aggregation method is difficult, especially in the absence of ground truth. The
simplest and most common aggregation methods take the average or the maximum. The maximisa-
tion function improves the bias between the final result and the ground truth because it de-emphasises
weak outlier detectors and maximises outlier-like behaviour. In contrast, averaging reduces the vari-
ance between different runs of the ensemble method. Due to the well-known bias-variance trade off,
these aggregation methods are usually insufficient. An overview of more complex aggregation meth-
ods which try to balance the trade-off between bias and variance, even in the absence of ground truth,
can be found in Chapter 6 of Aggarwal, 2017.

The aggregate step can also be replaced with a classifier that uses the results of the base detec-
tor’s as input features to determine a label or outlierness score for each data point. These are usually
supervised methods that must be trained on a labelled training set. Such an approach usually results
in a much higher accuracy, however, requires a labelled dataset, which usually is not available. There-
fore, semi-supervised classifiers for aggregation are also explored.

Examples of outlier ensembles are feature bagging, rotated subspace sampling, and isolation forest.
Feature bagging randomly selects a number of features and applies an outlier detection algorithm on
the instances using only these features. We repeat this process and aggregate the individual results.
Rotated subspace sampling is a generalisation of feature bagging, which constructs a rotated axis sys-



2.3. Ensembles 11

tem and samples a random number of directions from this system on which we project the data. We
then apply an outlier detection algorithm to this projection. Finally, isolation forests are an ensemble
of isolation trees, where isolation trees represent axis-parallel data cuts at randomly chosen partition
points in randomly selected attributes. Data points corresponding to nodes with smaller distances to
the root node are more likely to be outliers, as outliers should be separate from the rest of the data.
Thus, it is common to base the outlierness score for each data on the average length of the paths to
the root node in each isolation tree.



3
Methods

To better detect the different outliers types on a variety of time series data, we propose the Random
Projection Outlier Ensemble (RPOE) method. In section 3.1 we give a general overview of the methods,
before detailing its individual components. We conclude this chapter with a description of the naive
classifier used to evaluate the RPOE method in section 3.2.

3.1. The Random Projection Outlier Ensemble
The Random Projection Outlier Ensemble (RPOE) combines the results of a diverse set of indepen-
dent outlier detection methods into one final result. For a given dataset, different detectors will perform
better and highlight different types of outliers. Thus, by combing the results of multiple detectors, the
method should successfully overcome Challenges 1 and 2. We construct this diverse set of detectors
by combining the model-centric and data-centric ensemble techniques. This means that we apply dif-
ferent outlier detection algorithms to different data derivatives. In addition, we construct these detectors
independently to ensure we can execute them in parallel and address Challenge 5 more effectively.
The final step of the method combines the results of the detectors using the supervised WINNOW al-
gorithm developed by Littlestone, 1987. The WINNOW algorithm produces a weighted average of the
ensemble components, where the labels are used to calculate each component’s weight. As the WIN-
NOW algorithm is supervised, we have to split the time points into training and test sets. Moreover, we
perform a z-test to binarise the scores of the ensemble components because the WINNOW algorithm
requires a binary matrix as input.

Figure 3.1: Overview of the RPOE method for outlier detection in time series.

Figure 3.1 depicts a visual overview of the RPOE approach based on the above description. The base
detectors in this figure are instances of two outlier detection algorithms: the Random Projection (RP)
method and its variant, the Mean Projection (MP) method. We confine the detectors to instances of
these two algorithms due to the advantages these algorithms possess and produce the diversity in
the base detectors by randomly sampling the parameter values for the different instances of these

12
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methods. The advantages of these methods are their ability to capture the dependencies of the time
series data, efficiency and that they are reconstruction-based. Hulsebos, 2018 shows that the RP
method can capture the spatial dependencies of the time series. By constructing a window for each
time point, we ensure that the temporal continuity is also captured. This addresses Challenge 3. Being
reconstruction-based methods, they have the lowest requirements for dataset size, allowing the RPOE
method to best address Challenge 4. Lastly, the methods’ efficiency helps us tackle Challenge 5.

The remainder of this section is divided into six sections addressing the individual elements of the RPOE
method in more detail. First, we present the different choices of data derivatives in Section 3.1.1. Then
Section 3.1.2 and section 3.1.3 describe the Random Projection (RP) method and its variant, the Mean
Projection (MP) method, respectively. In section 3.1.4 we briefly address the train-test split, after which
we detail the z-score standardisation. We conclude this section with a description of the WINNOW
algorithm in section 3.1.6.

3.1.1. Data derivatives
Three different data derivatives are considered for the RPOE method. These derivatives are the orig-
inal time series and the time series differenced from both left and right. We consider the time series
differenced from both sides to ensure that there is no imbalance in the scoring of the time points. For-
mally, we let X_l and X_r represent the data matrices for the left and right differenced time series and
define the rows of these matrices as follows

x_r(𝑡) = |x(𝑡) − x(𝑡 + 1)| (3.1)

x_l(𝑡) = |x(𝑡) − x(𝑡 − 1)|, (3.2)

for all 𝑡 ∈ {1, … , 𝑛}, where x_l(0) = x_r(𝑛) = 0. As we are not interested in the direction of change
between consecutive values we take the absolute value for each enter in x_r(𝑡) and x_l(𝑡).

Differencing the time series highlights contextual outliers. Thus, the RP method’s ability to detect these
outliers is greatly enhanced when we apply the method to the differenced time series. For example,
in chapter 4 we see how the RP method on the differenced time series detects data interpolations,
which are examples of collective contextual outliers and arguably one of the most difficult outliers to
identify. The inclusion of this data derivative is crucial since Hulsebos, 2018 demonstrates that the RP
method struggles to detect contextual outliers when applied to the original time series. However, only
the RP method benefits from this addition. In section 4.3, we found no added benefits of applying the
MP method on the differenced time series. As a result, the MP method is only applied to the original
time series data.

Lastly, we note that each component of the time series and its differenced variants are standardised
to have a zero mean and unit variant before running the base detectors. Although this is standard
practice to improve the quality of the data, this standardisation is especially important for the RPOE
method because the RP method is sensitive to the mean of the time series (Hulsebos, 2018).

3.1.2. Random Projection method
The Random Projection (RP) method is one of the possible outlier detection algorithms used in the
RPOE method. The method is a reconstruction-based method that projects subsequences of a given
time series to a random lower-dimensional subspace and reconstructs these projections to the original
problem space to determine the outlierness score for each time point in the time series. The method
constructs a subsequence for each time point consisting of the time point itself and its neighbours. By
projecting this subsequence, the RP method can capture the time point’s context allowing it to classify
the time point more accurately. These subsequences often have high dimensionality. Although this
may be an issue for other types of methods, the randomness exhibited by the RP method requires this
high dimensionality to perform stably. Moreover, by considering the subsequence, we decouple the
method from the dimensionality of the dataset, allowing it to generalise better.

Algorithm 1 breaks down the RP method into specific steps. Before the algorithm can execute its steps,
it requires six parameters: the time series, which is already standardised and differenced if needed,
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and five other parameters that the ensemble randomly samples. To improve detection performance
and avoid run-time performance from becoming unmanageable, we define reasonable ranges from
which the ensemble randomly samples the parameter values. These five parameters are the projec-
tion dimension 𝑘 ∈ {1, 3, 10}, the binary value norm_preservation to determine whether to scale back
the reconstructed point, the window length 𝓁 ∈ L and window position win_pos ∈ {prev, mid, future},
and lastly, the power of norm 𝑝 ∈ {0.5, 1, 2, 3, 4} for determining the outlierness score. The range of the
window length L is defined as a range of length fifty with values concentrated in the middle between a
lower bound of one and an upper bound provided by the user max_window_length. The user-defined
upper bound is necessary due to the high sensitivity of the RP method on 𝓁. More detail on how we
determined the reasonable ranges is described in section 4.2.

Algorithm 1 Random Projection
Input: data X, k, norm_preservation, win_pos, 𝓁, 𝑝

1: W ← make_windows(X, 𝓁, win_pos)
2: Generate 𝑘 × 𝓁 matrix R with entries 𝑟 ∈ 𝑁(0, 1)
3: scores ← empty list
4: for w(𝑡) inW do
5: w′(𝑡) ← 1

√𝓁Rw(𝑡)
6: ŵ(𝑡) ← 1

√𝓁R
𝑇w′(𝑡)

7: if norm_perservation then

8: ŵ(𝑡) ← √ 𝓁
𝑘 ŵ(𝑡)

9: end if
10: score ← ‖w(𝑡) − ŵ(𝑡)‖𝑝𝐹
11: Add score to scores
12: end for
13: return scores

The first step of the RP method is to generate the subsequences for each point in time. The imple-
mentation of this concept uses a fixed-length sliding window, which slides by one time step to ensure a
subsequence is generated for each time point. For this implementation, two parameters win_pos and
𝓁 are required, and we assume to be in an offline setting and with access to future points.

The value of win_pos defines how each x(𝑡) is concatenated with 𝓁 of its neighbouring values. If
win_pos assumes the value prev, we consider each time point with its history of length 𝓁. Formally, for
each x(𝑡), we define its window w(𝑡) as follows,

w(𝑡) = (x(𝑡 − 𝓁 + 1), ...,x(𝑡 − 1),x(𝑡))𝑇 .

We take the transpose to make it easier to project the window in subsequent steps of the algorithm.
Thus, with x(𝑡) ∈ ℝ𝑑 for 𝑡 ∈ {1, … , 𝑛}, w(𝑡) is an 𝓁 × 𝑑 matrix.

For win_pos equal to mid, we consider x(𝑡) with its history of length ⌊ 𝓁2 ⌋ and future of length ⌊ 𝓁2 ⌋.
Thus,

w(𝑡) = (x(𝑡 − ⌊𝓁2⌋) ,… ,x(𝑡), … ,x(𝑡 + ⌊
𝓁
2⌋))

𝑇
,

where x(𝑡) will be the point at the centre of the window. Depending on the parity of 𝓁, the length of this
window may be one unit larger than 𝓁.

Lastly, win_pos equal to future is the direct compliment of prev, where we consider x(𝑡) with its fu-
ture of length 𝓁. As a result, w(𝑡) ∈ ℝ𝓁×𝑑 is defined as follows

w(𝑡) = (x(𝑡),x(𝑡 − 1), ...,x(𝑡 + 𝓁 − 1))𝑇 .
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Note that the windows may be padded with zeroes because the history or future of points at the be-
ginning and end of the time may not exist. As a result, the outlierness scores are often more noisy
outlierness scores for these time points.

After all the windows are constructed, the RP method projects each window to a random 𝑘-dimensional
subspace, where 𝑘 < 𝓁. We define a 𝑘 × 𝓁 random matrix R to map the original windows to their
𝑘-dimensional representations. To guarantee that the lower-dimensional subspace preserves the pair-
wise Euclidean distances in the time series, we must impose additional constraints on this matrix (John-
son & Lindenstrauss, 1984). These constraints are spherical symmetry, orthogonality, and normality.
Spherical symmetry refers to the fact that for any compatible and orthogonal matrix M, the entries in
RM and R follow the same distribution. Orthogonality and normality ensure that all rows and columns
are orthogonal and of unit length.

Johnson and Lindenstrauss, 1984 first propose a method for obtaining R that complies with the above
constraints by sampling each element 𝑟 of R from a standard normal distribution (𝑟 ∼ 𝑁(0, 1)) and
then orthogonalising the matrix. Indyk and Motwani, 1998 later show that we can relax the orthogo-
nality requirement, reducing the computation cost for determining R. They scale R by 1

√𝓁 , making it
orthonormal on expectation. Thus, for sufficiently large 𝓁

1
√𝓁
R𝑇

1
√𝓁
R ≈ I. (3.3)

Based on these findings, we project w(𝑡) to its 𝑘-dimensional representation w′(𝑡) using the following
equation

w′(𝑡) = 1
√𝓁
Rw(𝑡),

where R is the random coefficient matrix of size 𝑘 × 𝑑 with entries 𝑟 ∼ 𝑁(0, 1). Note that no time-
consuming optimisations are required to determine this subspace. Determining the lower-dimensional
subspace is usually the bottleneck for reconstruction-based methods. As a result, the RP method is
one of the most efficient reconstruction-based methods.

Next, the RP method reconstructs the randomly projected windows back to the original problem space.
Based on Equation (3.3), we can use the transpose of the scaled random projection matrix to approxi-
mately reconstruct the projections, as done by Hulsebos, 2018; Indyk andMotwani, 1998. To accurately
reconstruct these projections, we must compute the inverse of R, which is computationally expensive
and would nullify the efficiency of the RP method. Thus, we use the cheaper reconstruction with the
transpose and determine the reconstructed windows ŵ(𝑡) as follows

ŵ(𝑡) = 1
√𝓁
R𝑇w′(𝑡). (3.4)

However, the scaling of R downscales the norm of the reconstruction by a factor of √𝑘
𝓁 . Therefore, we

must scale the reconstruction by √ 𝓁
𝑘 if we want the norm of the reconstruction to sufficiently approxi-

mates the norm of the original windows. In section 4.2, we show that whether we should scaling the
reconstruction or not depends on the data and the type of outliers present. Due to this finding, we use
the norm_preservation parameter to incorporate this scaling as an optional computation.

Lastly, the RP method determines the outlierness scores for each point in time, by comparing the re-
constructed windows to their corresponding original windows. The hope is that if the point x(𝑡) belongs
to the class of normal data, then the reconstructed window ŵ(𝑡) should be representative its original
window w(𝑡). If x(𝑡) is anomalous then its reconstructed window should differ significantly from the
original window. To quantify this behaviour into an outlierness scores we use the Frobenius norm of
the difference between the original and reconstructed windows. The outlierness score for x(𝑡) is

𝑜(𝑡) = ‖w(𝑡) − ŵ(𝑡)‖𝑝𝐹 = ‖w(𝑡) −
1
√𝓁
R𝑇

1
√𝓁
Rw(𝑡)‖

𝑝

𝐹
, (3.5)
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where 𝑝 is a parameter of the RPmethod and ‖⋅‖𝐹 denotes the Frobenius norm. Note that the Frobenius
norm is simply the generalisation of the norm function for matrices.

3.1.3. Mean Projection
The Mean Projection (MP) method is the second outlier detection algorithm used in the RPOE method.
The method is a variant of the RP method and thus, possesses the same benefits, such as efficiency
and a low dataset size requirement. It computes the outlierness scores for each point in time x(𝑡) ∈ X
by comparing it to the mean vector of w(𝑡) ⧵ x(𝑡). By removing each point x(𝑡) from its corresponding
window w(𝑡) when determining the mean, the method can compare x(𝑡) to its neighbours without get-
ting influenced by its own value. As a result, contextual additive outliers are better detected.

An instance of the MP method requires four parameters: the data which is already standardise, and
three other parameters 𝓁 ∈ L, win_pos ∈ {prev, mid, future}, and 𝑝 ∈ {0.5, 1, 2, 3, 4} that the ensemble
randomly samples. The range L is determined in the same way as for the RP method, with one minor
change; the minimum value is two and not one. This change results from the fact that we remove the
point itself from the window when determining the mean. Thus, a window of length one would be empty.

The MP method uses the win_pos and 𝓁 parameters to construct the windows w(𝑡) in the same way
as the RP method. Then, it determines the outlierness score for each x(𝑡) ∈ X using the following
equation

𝑜(𝑡) = ‖x(𝑡) − 𝜇(𝑡)‖𝑝𝐹 , (3.6)

where 𝜇(𝑡) ∈ ℝ𝑑 is the mean vector ofw(𝑡)⧵x(𝑡), 𝑝 is a parameter of the MPmethod, and ‖⋅‖𝐹 denotes
the Frobenius norm.

The MP method is considered a variant of the RP method because it projects the w(𝑡) to a ℝ𝑑 vector
and computes an outlierness score per point in time similarly to the RP method. Taking the mean of
the window w(𝑡) is equivalent to replacing R by a matrix of ones scaled by the length of the window 𝓁
and projecting the window.

3.1.4. Train test split
As the WINNOW algorithm is supervised, we must split the time points into training and test sets. This
split is not trivial as the base detectors consider the context of the time points, resulting in a large
information leakage to the training set if not split carefully. Although we cannot completely eliminate
this leakage, we describe the measures taken to minimise this leakage in section 4.5.1. Moreover, we
perform the split before performing the z-score standardisation to ensure that the standardisation is
computed solely based on the training set.

3.1.5. Z-score standardisation
The WINNOW algorithm requires a binary matrix as input. For this reason, we convert the outlier-
ness scores of the ensemble components to binary labels. Often, a threshold 𝜃 is defined such that if
𝑜(𝑡) > 𝜃, then the time point 𝑡 is declared anomalous, else it is declared normal. However, it is difficult
to determine an optimum threshold (Lorbeer et al., 2019), and if we use the labels to determine the
threshold, we risk biasing the WINNOW algorithm. In addition, during analysis, we saw that both time
points with significantly high and significantly low outlierness scores must be considered anomalous,
requiring two thresholds to be determined. Due to this complexity, we opt to use a two-sided z-test to
binarise the component scores.

The two-sided z-test labels all points with outlierness scores significantly smaller or significantly larger
than the mean of the training set as outliers. We use the mean of only the points in the training set
to ensure no additional information leakage. To quantify how significantly a score must deviate, we
must define a significance level 𝛼. In statistical literature, multiple studies detail how to best pick the
significance level (Abromovich & Ritov, 2013). However, the most common choice is 𝛼 = 0.05, which
is the value we chose for the RPOE method. Choosing a significance level is easier than determining
a threshold on the original outlierness scores, whose values may vary for different datasets and outlier
types. This allows the RPOE method to generalise better, tackling Challenge 2.
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We perform the two-tailed z-test for each ensemble component 𝑗 ∈ {1, … ,𝑚} and each time point
𝑡 ∈ {1, … , 𝑛} with null hypothesis

𝐻0 ∶ 𝑜𝑗(𝑡) is a normal point
and alternative hypothesis

𝐻1 ∶ 𝑜𝑗(𝑡) is an outlier.
We fail to reject the null hypothesis if 𝑜𝑗(𝑡) deviates significantly from the mean of the outlierness scores
of the 𝑗th component of the ensemble for all time points in the training set. To choose between the two
hypotheses we use the z-score 𝑧𝑗(𝑡) as the test statistic. More specifically, the z-score for 𝑜𝑗(𝑡) is
computed as follows

𝑧𝑗(𝑡) =
𝑜𝑗(𝑡) − ō𝑗

𝜎𝑗
, (3.7)

where ō𝑗 and 𝜎𝑗 are the mean and standard deviation of the 𝑗th component’s outlierness scores in the
training set, respectively. In words, the z-score represents the number of standard deviations 𝑜𝑗(𝑡) is
away from the mean. For a significance level 𝛼 = 0.05, we reject the null hypothesis and declare 𝑜𝑗(𝑡)
an outlier if 𝑧𝑗(𝑡) ≥ 1.96 or 𝑧𝑗(𝑡) ≤ −1.96. The values of 1.96 and −1.96 are the defined cut-off values
for the z-score for a two-tailed z-test with significance level 0.05.

3.1.6. WINNOW
The WINNOW algorithm learns weights for each ensemble component from a labelled training set.
With the weights that it learns, it computes an outlierness score for the unseen time points in the test
set by taking a weighted average of the binarised scores corresponding to each time point. WINNOW
follows a multiplicative scheme which performs better than additive schemes when it is likely for many
features to be irrelevant (Littlestone, 1987). Given the high diversity of the base detectors and the high
sensitivity of the RP and MP methods on the values of their parameters, it is likely that many of the
components are irrelevant.

With 𝑚 ensemble components, we have 𝑚 binarised scores for each time point in the training set.
We let 𝑛′ denote the training set size and define a 𝑚 × 𝑛′ binary matrix Btrain as the input of the WIN-
NOW algorithm. The columns b(𝑡) represent the binarised scores for each time point in the training
set. For each component, WINNOW defines a weight 𝑣𝑗, initially set to the value of one. Thus, we have
𝑣𝑗 = 1 for 𝑗 = 1,… ,𝑚. After that, WINNOW iteratively classifies each time point 𝑡 as an outlier if

v𝑇b(𝑡) > 𝜃, (3.8)

else a normal instance. The most common choice for 𝜃 is 𝑛′ (Littlestone, 1989), which is the value we
use as well.

If theWINNOWalgorithm predicts a false negative, it doubles the weights of all components that classify
this point as an outlier. Formally,

∀𝑏𝑗(𝑡)=1 ∶ 𝑣𝑗 ← 2𝑣𝑗 . (3.9)

If the algorithm predicts a false positive, it halves the weight of the components that classify this point
as an outlier

∀𝑏𝑗(𝑡)=1 ∶ 𝑣𝑗 ←
𝑣𝑗
2 . (3.10)

This update scheme reduces the number of incorrect predictions in the next iteration. The algorithm
iteratively updates v until a maximum number of iterations is reached or all points are labelled correctly.
Once the algorithm completes, the final weights for each of the components are used to determine out-
lierness scores for the points in the test set. Note that all weights remain positive, and that the weights
are only updated when the components binarised scores are equal to one. This ensures that it only
predicts positive when there is enough evidence (Littlestone, 1989).

To improve detection and run-time performance on datasets with controversial labelling (see Chap-
ter 4), we implemented a more flexible stopping criterion. We start with the goal of classifying all the
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training points correctly i.e. no error. If this is not reachable in a fixed number of iterations, we increase
the acceptable error by a small value. If this error is still not reachable in a fixed number iterations, we
increase it again and continue in this manner until WINNOW terminates. This criterion introduces two
more parameters: the number of iterations until we increase the acceptable error and the the step size
of the increase. However, these parameters are easy to determine and we define them in section 4.5.1.

3.2. Naive classifier
Available methods for outlier detection in time series are premature, and we are limited by the reported
findings of other research in this field. Thus, we define the following baseline to which we compare our
proposed method during evaluation. The method constructs windows for each point in time and fits a
Gaussian distribution on the windows. It then determines an outlierness score for each point based on
how much the point’s corresponding window deviates from the mean of the Gaussian distribution. This
method is a generalisation of the two-tailed z-test. However, we do not have to determine a significance
level 𝛼 as we report the PR and the ROC AUC, which only requires us to vary the 𝛼 parameter for all
possible values it can assume. The other parameters of the naive classifier are tuned using the dataset
labels to ensure a fair comparison with the RPOE method, which is also uses the dataset labels for
aggregation. How the parameters are tuned is further described in section 4.7.

The naive classifier requires four parameters as input: the dataset, which is standardised, the length of
the window 𝓁, a binary value apply_pca to determine whether PCA should be applied to the windows,
and an optional parameter to determine the variance explained by the PCA if it is used. The method
does not require the win_pos parameter as it only considers the mid positioning of the window.

The method first defines a window for each point in time of the time series. This window is constructed
differently from the RP and MP methods. Rather than using a 𝑑 × 𝓁 matrix window, the method con-
catenates the window values for each dimension to construct a 𝑑 ⋅ 𝓁 vector for each point in time. More
specifically, the window for x(𝑡) is

(𝑥1 (𝑡 − ⌊
𝓁
2⌋) ,… 𝑥1 (𝑡 + ⌊

𝓁
2⌋) ,… , 𝑥𝑑 (𝑡 − ⌊

𝓁
2⌋) ,… , 𝑥𝑑 (𝑡 + ⌊

𝓁
2⌋)) ,

where 𝑥𝑖(𝑡) is the 𝑖th feature of x(𝑡). Depending on the parity of 𝓁, the windowmay be of length 𝑑⋅(𝓁+1).
Note that we pad the windows of the first and last ⌊ 𝓁2 ⌋ points with zeroes to ensure their window are the
same size as the rest of the point’s windows.

After all the windows are constructed, the method fits a 𝑑 ⋅ 𝓁-dimensional Gaussian distribution on
the windows. Then it determines the outlierness score for each point by computing the number of stan-
dard deviations each point’s window deviates from the mean of the distribution. More specifically, the
outlierness score for x(𝑡) with corresponding window w(𝑡) is

𝑜(𝑡) = w(𝑡) − 𝜇)𝑇Σ−1(w(𝑡) − 𝜇, (3.11)

where 𝜇 and Σ are the mean and covariance of the 𝑑 ⋅ 𝓁-dimensional distribution.

As the value of 𝑑 ⋅ 𝓁 can become large very quickly, we also have the option of applying PCA to
the windows before fitting the multidimensional Gaussian distribution. Applying PCA can substantially
improve run-time as determining the outlierness scores using Equation (3.11) requires the inversion of
Σ, which is very time-consuming for large 𝑑 ⋅ 𝓁. However, PCA requires an input defining the dimension
of the lower-dimensional subspace to which it projects the windows. This value is usually difficult to
determine and dependent on the type of dataset. To generalise better across different datasets, we
provide the PCA algorithm with a minimum explained variance value between 0.95 and 0.99, where the
algorithm will determine the number of PCA components needed to explain this chosen variance. After
applying PCA, the naive classifier fits a Gaussian distribution on the PCA transformed windows and
computes the outlierness score for each point in time using Equation (3.11) with the lower-dimensional
Gaussian distribution and the transformed windows.



4
Analysis

In this chapter, we validate the design choices for the Random Projection Outlier Ensemble (RPOE)
on two publicly available datasets while also addressing the challenges highlighted in chapter 1. The
chapter is divided into six sections. Section 4.1 describes the setup of this analysis. Sections 4.2 to 4.6
address the different design choices for the RPOEmethod. Finally, section 4.7 presents a brief analysis
of the Naive baseline to ensure a fair comparison with the RPOE method during the evaluation found
in Chapter 5.

4.1. Analysis setup
4.1.1. Datasets
The analysis is based on two publicly available datasets: the Ambient Temperature System Failure
(AMB) dataset from the Numenta Anomaly Benchmark (Ahmad et al., 2017) and Sample 100 from the
MIT-BIH Arrhythmia database (Moody & Mark, 2001). A summary of the main characteristics of the
datasets can be found in Table 4.1. Both datasets are labelled and contain a sufficient amount of time
points. However, their dimensionality is low, and they only capture three of the four types of outliers.
Moreover, Sample 100’s labels are assigned to segments of the time series rather than individual time
points, resulting in a lower number of labels 𝑛̃ compared to the number of time points 𝑛. The scarcity
of labelled time series data limits us to these datasets for analysis. In the remainder of this subsection,
we further describe each dataset.

Dataset Number of time points 𝑛 Number of labels 𝑛̃ Dimension 𝑑 Number of outliers (%) Types of outliers (Count)

AMB 7888 7888 1 662 (7.890%)
Global additive outliers (2)

Contextual collective outliers (620)

Sample 100 650000 2270 2 34 (1.495%)
Contextual additive outliers (33)

Global additive outliers (1)

Table 4.1: Summary of the datasets used to evaluate the RPOE method.

The Ambient Temperature System Failure (AMB) dataset is a one dimensional dataset with two global
additive outliers. The dataset contains missing values, which we interpolated by fitting a straight line
between two known end points. All interpolated intervals of length strictly greater than one are consid-
ered contextual collective outliers. With these interpolations, the dataset has 7888 data points of which
622 (7.89%) are outliers. The interpolated values account for 620 of the 622 outliers, with the global
additive outliers accounting for the remaining two. Figure 4.1 depicts a plot of the AMB dataset with
outliers marked in blue and yellow. Inspecting the plot, we suspected that the labelling insufficiently
represents the dataset. Further analysis revealed that the AMB dataset did contain unlabelled contex-
tual additive outliers. Throughout the analysis, these unlabelled points will become more evident.

Sample 100 from the MIT-BIH Arrhythmia database is a two-dimensional dataset consisting of thirty
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Figure 4.1: Plot of Ambient Temperature System Failure (AMB) dataset with global additive outliers highlighted in navy blue and
the interpolations highlighted in yellow.

minute recording of a two-channel electrocardiogram (ECG) measurement from a male patient with
minor underlying health issues. Two independent cardiologists assigned each heartbeat with either a
normal label or a different label based on the source of the beat’s anomalous behaviour. For exam-
ple, a beat labelled “A” is a premature heartbeat where the peak of the beat occurs too early. For this
thesis, we only consider two classes of beats; normal and outlier, where outliers are heartbeats not
labelled as normal by the cardiologists. The dataset assigns a label to each “peak” in the time series.
However, it did not provide the heartbeat segmentation for the time series. We used QRS detection
to segment the time series into separate beats (Chen et al., 2015; Chen et al., 2018). The heartbeats
found from the QRS detection could sometimes encompass more than one “peak” and consequently,
more than one dataset label. Thus, a heartbeat is only given a normal label if all the original dataset
labels it encompasses are normal, else it is given an outlier label. This segmentation and labelling
are further discussed in Appendix A. For Sample 100, the QRS segmentation resulted in 𝑛̃ = 2270
heartbeats, of which 34 (1.495%) are anomalous. Figure 4.2 shows a snippet of the sample, where the
beat highlighted in red is an outlier. As we are classifying entire heartbeats, this outlier is considered a
contextual additive outlier even though it is a segment.

As the components of the RPOE return scores per time point and we only have labels for the heartbeats
segments, we must summarise the scores of the time points in each segment to predict a single out-
lierness score for each heartbeat. The chosen summarisation method takes the maximum outlierness
score in each heartbeat segment to represent the heartbeat’s score. This summarisation is performed
for each ensemble component and is equivalent to checking if the heartbeat segment contains at least
one anomalous point in time. Formally, we let 𝐻 be the set of heartbeat intervals and define the out-
lierness scores of the 𝑗th ensemble component for each heartbeat ℎ = [𝑡, 𝑡′] ∈ 𝐻 as follows,

𝑜𝑗(ℎ) =max
𝑡∈ℎ

(𝑜𝑗(𝑡)). (4.1)

Thus, our outlierness score matrix O for Sample 100 has size 𝑚 × 𝑛̃.

4.1.2. Evaluation
Three main evaluation criteria are used to evaluate the performance of the RPOE method. These
are the method requirements, detection performance, and run-time performance. The first criterion
addresses the level of supervision and the dataset size requirements, where the data size requirements
are also influenced by the number of parameters and the method’s sensitivity to these parameters. The
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Figure 4.2: A snippet of the first twenty-second of Sample 100 from the MIT-BIH Arrhythmia Database. The beat highlighted in
red is an outlier because it is a premature heartbeat.

second criterion quantifies the quality of the method results with metrics such as the True Positive Rate
(TPR) and False Positive Rate (FPR). Finally, the third criterion evaluates the method’s run-time. These
criteria relate directly or indirectly to the challenges of outlier detection in time series. For example, the
first criterion strongly correlates to the dataset’s generalisability (Challenge 2), and the third criterion
determines the extent the RPOEmethods tackle the high run-time challenge (Challenge 5). In contrast,
the detection performance (Criterion 2) is related to all challenges.

Criterion 1: Method requirements. Most methods require a certain level of supervision to achieve
acceptable performance. Lower levels of supervision are preferred. However, the trade-off between
supervision and accuracy (Challenge 6) makes it difficult to maintain detection performance with less
supervision. The larger the percentage of labelled data points, the better we can tune the model and
determine meaningful parameters, resulting in better detection performance (Aggarwal, 2015). How-
ever, we know labels are expensive and, in some cases, unreliable (Lorbeer et al., 2019). Moreover,
fully supervised methods may fail to generalise well to other datasets.

In section 2.1, we saw that methods also require a specific dataset size to produce accurate results.
The RPOE method uses reconstruction-based methods, which require the smallest dataset size. How-
ever, this size is also affected by the number of parameters and the method’s sensitivity toward these
parameters. The number of parameters and the method’s sensitivity to these parameters are preferred
to be low. The greater the number of parameters, the more data is required to estimate these parame-
ters. A higher parameter dependence requires even more data because higher accuracy and precision
are needed for parameter estimates. In addition, high parameter dependence makes it difficult to gen-
eralise the method as the parameter values will differ considerably for different datasets, requiring a
computationally expensive estimation for each new dataset.

Criterion 2: Detection performance The key metrics used to evaluate detection performance are
the area under the curve (AUC) of the Precision-Recall (PR) and Receiver Operating Characteristic
(ROC) curves. Most literature reports the ROC AUCs of their methods (Hulsebos, 2018; J. Li et al.,
2017; Qiao et al., 2012), however, the AUC of the PR curve is preferable for assessing outlier detec-
tion methods due to the large class imbalance. Unlike ROC curves, PR curves focus on balancing
the number of misclassification without considering the number of normal points predicted correctly.
With significantly more normal points than outliers, we are less interested in predicting normal points
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correctly. Furthermore, the high number of normal points predicted correctly often conceals the num-
ber of outliers predicted incorrectly, resulting in over-optimistic ROC curves. As a result, we frequently
observe high ROC AUC corresponding to low PR AUC during analysis. Nevertheless, we present both
AUCs for our methods to allow for easier comparison between methods.

ROC curves plot the True Positive Rate (TPR) against the False Positive Rate (FPR) for different
outlierness threshold values 𝜃. The optimal threshold maximises the TPR and minimises the FPR.
Analogously, PR curves plot precision against recall for different outlierness threshold values 𝜃, where
the optimal threshold balances the number of false positives and false negatives without considering
the number of true negatives. We define the TPR, also known as recall, as the fraction of outliers
correctly reported as outliers, the FPR as the fraction of normal points incorrectly reported as outliers,
and precision as the fraction of reported outliers that are true outliers. Note that a labelled dataset is
needed to determine these values. For more detailed definitions, we refer the reader to Section 1.7 of
Aggarwal, 2017.

When comparing different outlier detection methods, it is common to visualise the ROC or PR curves of
the different methods. However, the curves of the different methods may overlap, making comparison
difficult. Thus, the area under the curve (AUC) is computed and used to represent the curves. The
AUC is a value between 0 and 1, where perfect detection corresponds to an AUC of 1. Better classifiers
have higher AUC values.

Lastly, we note that in literature the classification accuracy of the algorithms is also often reported
(J. Li et al., 2021; J. Li et al., 2017). However, with the large class imbalance, the accuracy is even
less representative of detection performance than the AUC of the ROC curves. For example, if the
dataset consists of 1% outliers and 99% normal instances, classifying all points as normal instances
would result in a 99% accuracy, even though all outliers are missed. Therefore, we do not report this
value for our methods.

Criterion 3: Run-time performance An asymptotic upper bound for the run-time complexity is the
primary evaluation metric for run-time performance. This upper bound summarises how the execution
time of an algorithm grows with input size. Better algorithms have lower asymptotic growth rates. As
asymptotic upper bounds are abstract, we occasionally provide practical run-times to give the reader
a more concrete understanding of the run-times. Practical run-times will vary for different machine
configurations. Thus, we use the same standard-issue laptop for all experiments and merely use this
analysis to compare methods.

4.2. The Random Projection method
The RP method is the basis of the RPOE method, making it one of the main focuses of this analysis.
Two types of design choices are made for the RPmethod; the reasonable ranges fromwhich we sample
the method’s parameters and the variant of the data on which we run the RP method. In section 4.2.1
we justify the chosen reasonable ranges, and in section 4.2.2 we discuss why the RP method is applied
to differenced variants of the data. Note that we may present the ROC AUC values instead of PR AUC
values when evaluating individual runs of the RP method on the datasets. Individual runs of the RP
method can often not detect all outliers sufficiently, resulting in small PR AUC values where differences
are difficult to see. The ROC AUC have a larger magnitude which can highlight the described effect
more clearly. However, the same trends are always verified in the PR AUCs. The low PR AUCs
motivates why we consider a wide variety of different detectors in the ensemble.

4.2.1. Parameter choices
The RPOE method samples five parameters for the RP component, namely; the projection dimension
𝑘, the binary variable norm_perservation for scaling the reconstructed point, the window positioning
win_pos, the window length 𝓁, and the power of the norm 𝑝 for determining the outlierness score at the
end.
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Projection dimension 𝑘
the RPOE method randomly samples 𝑘 from the set {1, 3, 10}, conditioned on the constraint 𝑘 < 𝓁.
This constraint is necessary to ensure that we always project the windowed time series to a lower-
dimensional representation. However, often 𝑘 << 𝓁. The small range for 𝑘 is chosen due to the RP
method’s insensitive to the parameter 𝑘.

Hulsebos, 2018 shows that the basic RP method is quite insensitive to the value of 𝑘. Since we imple-
mented a windowed version of the RP method, we verify this insensitivity on Sample 100 in Figure 4.3.
For both the PR and ROC AUCs, we see that the values for different 𝑘 values only differ, on average, by
approximately 0.002. Due to this insensitivity, Hulsebos, 2018 claims that choosing 𝑘 = 1 is sufficient.
Always setting 𝑘 = 1 reduces the computation time as the RP method multiples smaller matrices and
reduces the number of parameters of the method.

Figure 4.3: Average ROC and PR AUC values for 50 runs of the RP method on Sample 100 for different 𝑘 values ranging from
1 to 16. The deviation for a fixed 𝑘 value is represented by the error bars of each point in the plots. For all runs, the other
parameters of the RP method are kept constant with norm_preservation set to False, 𝓁 = 260, 𝑝 = 2, and win_pos set to prev.

Nonetheless, to improve the generalisability of the method, we decided to construct a small range for
𝑘. Hulsebos, 2018 shows that the random projection method struggles to detect contextual outliers
with 𝑘 = 1 and we cannot verify this insensitivity on all types of datasets and parameter combinations.
In the above analysis, we used the optimal values for the other parameters of the RP method. With
non-optimal parameters, performance is more unstable for different 𝑘 values. However, a larger range
for 𝑘 increases the number of possible parameter combinations, requiring us to increase the number of
ensemble components 𝑚, directly impacting runtime (See section 4.6). Future research can look into
an optimal size for the range of parameter 𝑘. For now, we believe a size of three is the best balance
for the above considerations.

Lastly, we note that the constraint 𝑘 < 𝓁 emphasises the benefit of adding a window to the RP method.
Adding a window allows us to apply the RP method to datasets with lower dimensionality. Without this
addition, we could only project Sample 100 with 𝑘 = 1, and we would not be able to run this method
on the one-dimensional AMB dataset. This improves the generalisability of the method (Challenge 2).

Norm preservation
To better detect different types of outliers (Challenge 1) for different datasets (Challenge 2), the RPOE
method can choose whether or not to scale the reconstructed point and preserve the original pair-wise
Euclidean distances. Without norm preservation, the method performs consistently well. With norm
preservation, the results become significantly more unstable because the scaling of the norm affects
the separability of the outliers and normal points and amplifies the randomness within the random co-
efficient matrix R. As a result, it performs worse on average. However, the low-performing instances
are counterbalanced by high-performing ones, which occasionally outperform the variant without norm
preservation. With WINNOW’s ability to quickly downweigh low-performing instances, it can only be
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beneficial to include this unstable variant in the RPOE method. We verify this instability and briefly
describe the effect of norm preservation on different types of outliers to substantiate our above claims.
For a more in-depth explanation of norm preservation, the reader is referred to Hulsebos, 2018.

The instability of the variant with norm preservation is verified on Sample 100. Table 4.2 summarises
the ROC AUC values of fifty different runs on the sample for both variants. The range of values of
the variant with the norm preservation is considerably larger and performs worse on average. Further-
more, the maximum values reported in the table show that some instances of the variant with norm
preservation outperform the variant without norm preservation. Similar trends can be seen for the PR
AUC. However, at a smaller scale.

Preserve Norm Mean Minimum Maximum
True 0.689 0.476 0.931
False 0.912 0.908 0.914

Table 4.2: Mean, maximum, and minimum ROC AUC values for fifty runs of the RP method on Sample 100 with and without
norm preservation. The other parameters of the RP method were kept constant for all runs.

Lastly, we briefly discuss the different effects of norm preservation for different outliers types. As 𝑘 < 𝓁,
the scale factor will always increase the magnitude of the reconstruction. Thus, for a global additive
outlier with values outside the time series’ range, scaling the reconstruction brings its value closer to
the outlier’s value, unfavourably lowering the outlierness score. However, for an additive outlier with
a (standardised) value close to zero, scaling the projection may be beneficial as it increases the dis-
tance between the reconstruction and this outlier. The variety in the types of outliers encourages us to
consider both variants in the RPOE method.

Window position
Assuming we are in an offline setting and can access future points in time, the RPOE method chooses
between one of the three different windowing methods prev, mid, future described in ??, to construct
windows for each point in time. Initially, we hypothesised that simply using the mid method would be
sufficient. However, after testing this hypothesis, we discovered that having the option to choose from
all three windowing methods (prev, mid, future) boosts the performance of the RPOE method. We be-
lieve this improvement is due to the different windowing methods allowing the RPOEmethod to analyse
each point in more diverse contexts, some of which can better reveal anomalous behaviour.

We tested how only using themid windowing method compares to utilising all three windowing methods
on Sample 100 and the AMB datasets. The average PR and ROC AUC values for twenty runs of the
RPOE method are present in Table 4.3. We present an average of twenty runs due to the instability of
the method. For both datasets, utilising all three methods performs better on average. As the deviation
of the AUC values is quite high, we conduct Mann-Whitney-U tests to verify this better performance.
For Sample 100, the improvement when using all three methods is more obvious. We believe this
occurs because the optimal parameter for win_pos for Sample 100 is prev. Lastly, we note that it is
critical to give the RPOE method the option of choosing between both prev and future and not just one
of these options. Otherwise, the outlierness scores will favour the past or future of the point.

AMB Sample 100
win_pos range {prev, mid, future} {mid} {prev, mid, future} {mid}

PR AUC 0.700 ± 0.089 0.617 ± 0.093 0.756 ± 0.046 0.267 ± 0.212
ROC AUC 0.964 ± 0.008 0.959 ± 0.006 0.958 ± 0.018 0.877 ± 0.022

Table 4.3: Comparison of the two different win_pos ranges on the two datasets AMB and Sample 100. The table provides the
average PR and ROC AUC values of twenty runs of the RPOE method for each dataset and win_pos range with the standard
deviations. Three-fold cross-validation is used to determine the AUC values for each run. For all runs, the number of ensemble
components for the RPOE method was set to𝑚 = 1000.
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Window length
The generalizability of the RP method is hampered by its high sensitivity to the window length and
the difficulty in determining an optimal window length value. The optimal value varies significantly for
different datasets and the types of outliers the dataset contains, making it difficult to establish. In ad-
dition, window lengths that only slightly differ from the optimal value can cause significant drops in
performance. The RP method is introduced as part of an ensemble to alleviate this sensitivity. The
hope is that at least one of the ensemble components is given an appropriate window length for the
considered dataset that the WINNOW classifier can detect. To maximise the chances of an ensemble
component receiving an appropriate window length, we construct a sampling range of size 50 for 𝑒𝑙𝑙
that is concentrated in the centre between a minimum value of one and a user-specified maximum.
The remainder of this section further investigates the RP method’s sensitivity to the window length and
justifies the structure of chosen sampling range.

On Sample 100, we saw that varying the window length 𝓁 from 150 to 350 considerably impacts the
method’s performance. Keeping the other parameters of the RP method constant, we plot the ROC
AUC values for the different window lengths in Figure 4.4. The ROC AUC values in the figure range
from 0.55 to 0.91, differing substantially for different window lengths. The ROC AUC peaks around
𝓁 ≈ 260 because most outliers in Sample 100 are premature heartbeats. The RP method can best
distinguish these premature beats from normal beats using window lengths slightly lower than the av-
erage beat length of 285. From this explanation, we see that minor changes in the dataset, such as a
different average beat length or different types of outliers, will considerably affect the optimal 𝓁 value.
Implementing the RP method as part of an ensemble alleviates this sensitivity. However, we must still
carefully define reasonable range from which to sample 𝓁.

Figure 4.4: The ROC AUC values of the RP method on Sample 100 with window length 𝓁 varying from 150 to 350 in increments
of 10 units. The other methods parameters were fixed and set to 𝑘 = 1, 𝑝 = 2, win_pos=prev, and norm_preservation=False
for all runs.

The sampling range for Sample 100 is depicted in Figure 4.5, where max_window_length= 400. We
made four critical decisions to construct this range: the value of the minimum, the value of the maxi-
mum, the size of the range, and the distribution of the scores between the maximum and minimum.

The minimum value for the sampling range is one. A window of length one is the smallest possible
window, which only considers the time point itself. The RP method with 𝓁 = 1 is the best way to detect
global outliers because the outlierness scores are simply a scaled version of the magnitude of the time
series. In Figure 4.6, we see that the RP method with 𝓁 = 1 highlights all points in time with extreme
values outside the normal range.
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Figure 4.5: Distribution of the sampling range of 𝓁 for Sample 100. The range consists of fifty point, with the minimum value set
to 1 and maximum to 400.

The RP method’s sensitivity on 𝓁 makes it difficult to determine a maximum window length. Thus,
we ask the user to specify this value and encourage future work to find a new technique for determin-
ing this value without relying on user input. Large window lengths hinders detection performance and
run-time, making it essential that the maximum value is not too large. In Figure 4.4, we see a substantial
drop in performance for 𝓁 values greater than 300. This drop in detection performace occurs because
the outlierness scores begin to average when larger windows are used. As a result, the scores to look
more similar, making it harder to differentiate normal points from outliers. The effect is clearer on the
AMB dataset, where the outlierness scores for 𝓁 = 100 look like averages of the outlierness scores for
𝓁 = 1 in Figure 4.6. The run-time impact of the maximum window length is discuss in section 4.6.

Figure 4.6: A plot of the AMB dataset with the outlierness scores of the RP method for window lengths set to 1, 25, and 100.
The other parameters of the RP method were kept constant for this analysis. The global outliers are highlighted in blue and the
contextual collective outliers in yellow in the top-most plot.

We limit the number of points in the sampling range to fifty because similar values perform similarly,
and the level of similarity is proportional to the maximum window length. In Figure 4.4, varying 𝑒𝑙𝑙 from
150 to 350 in increments of 10 resulted in a fairly smooth curve. Thus, we can have a large spacing
between the values in the range. However, for AMB smaller windows between 1 and 100 are best for
determining outliers, and the method only performed similarly for values of 𝓁 that were only a couple
of units apart. By limiting the number of points in the range to 50, larger ranges have wider spacing,
whereas smaller ranges have narrow spacing.
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Finally, we hypothesise that the optimal 𝓁 value should lie near the middle of the minimum and max-
imum values. Thus, we concentrate the range in the middle. Furthermore, this range distributes the
lengths such that few values fall in undesirable regions. As shown above, we want to minimise window
lengths that are too large and hinder detection performance. However, we also want to minimise the
number of window lengths that are too large to find global outliers but too small to allow us to use
the transpose of the random matrix R instead of the computationally expensive inverse. With linear
spacing, more values will fall within these undesired regions.

Power of the norm
For the power of the norm, we chose a modest range of values {0.5, 1, 2, 3, 4} centred around 2. The
most common value is 𝑝 = 2 because it cancels out with the square root inside the norm. We consider
values larger and smaller than 𝑝 = 2 to detect different types of outliers better. Larger values for 𝑝
can better differentiate outliers with high outlierness scores from normal data points because the gap
between these scores grows for larger values of 𝑝. However, outliers with small outlierness scores,
such as the interpolated points inAMB, will be pushed closer to outlierness scores of normal data points.
In contrast, smaller values for 𝑝 better separate outliers with low outlierness scores from normal data
points.

4.2.2. Differencing
The RPOE method can choose to run the RP method on either the original time series or one of the
differenced time series. Differencing the time series helps the RP method better detect contextual out-
liers, in particular contextual collective outliers.

The RP method on the differenced time series can distinguish the interpolated values of the AMB from
the normal points. The interpolations are contextual collective outliers which are especially difficult to
detect because they cannot mimic the noise of the data and hence appear more “normal” than true
normal points. We verify this in Figure 4.7, where the outlierness scores corresponding to the inter-
polations look similar to the scores of normal points when we run the RP method on the original time
series. As a result, the RP method classifies these interpolations as normal. However, if we run the RP
method on the differenced time series, the outlierness scores of the interpolations are fairly separate
from other normal points. This is shown in Figure 4.8, where the outlierness scores for the interpo-
lations are considerably lower than the scores of normal points. To classify these points as outliers,
we use a two-tailed z-test where points with significantly low and significantly high outlierness scores
are declared outliers. This differs from the standard definition of an outlier, where only points with high
outlierness scores are declared outliers.

In addition, differencing the time series helps the RPmethod find contextual additive outliers. As shown
in Figure 4.9, the RP method performed on the original time series cannot detect the contextual addi-
tive outlier. The score of the contextual additive outlier is very similar, if not slightly lower than, other
scores of other normal points. In contrast, the RP method can better detect contextual additive outliers
when performed on the differenced time series with 𝓁 = 1. In Figure 4.10 we see that the contextual
additive outliers in the original time series results in a global additive outliers in the differenced time
series. In section 4.2.1, we saw that the RP method accurately detects global additive outliers with
𝓁 = 1. As a result, we see a clear spike in the outlierness scores in Figure 4.10. However, the larger
spike corresponds to the time point to the right of the contextual point outlier because the position of
the contextual additive in the original time series is to the left of the global outlier in the differenced time
series. By differencing the time series from both left and right we can balance this effect and accurately
detect the contextual additive outlier with the RPOE. However, the RPOE also uses the MP method to
better detect this contextual additive outliers.

Lastly, we should mention that although running the random projection method on the differenced time
series can help discover contextual outliers, it struggles to detect global outliers. We see this in Fig-
ure 4.8 where the outlierness scores of global outliers of the AMB dataset (orange scores) are confined
within the normal range. Thus, the behaviour of the RP method performed on the differenced time se-
ries is somewhat complementary to that of the RP method performed on the original time series. Such
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Figure 4.7: Plot of a snippet of the AMB dataset with corresponding outlierness scores for the RP method performed on the
original time series. In the top plot, the interpolations are highlighted in yellow. The parameters of the RP method were 𝓁 = 25,
𝑘 = 1, 𝑝 = 2, win_pos=mid, and norm_preservation=False.

Figure 4.8: Histogram of the outlierness scores of the RP method applied to the differenced time series of the AMB dataset. The
scores of the normal points are in blue, the interpolations in green, and the outliers in orange.

complementary behaviour demonstrates the value of having both approaches in an ensemble, which
can better detect all types of outliers by combining the scores of the different components.

4.3. The Mean Projection method
The Mean Projection (MP) method is a possible ensemble component because it accurately highlights
outliers that the RP method struggles to detect. The MP method outperforms all variants of the RP
method in detecting contextual additive outliers and, in some cases, global outliers. Although differ-
encing the time series already helps the RP method detect contextual additive outliers, we saw that the
outlierness scores for the neighbouring time points are higher than that of the contextual outlier. We
hope that the RPOE method will perform better by combining the scores of both methods.
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Figure 4.9: Outlierness scores of the RP method performed on the original time series for a snippet of the AMB dataset near an
(unlabelled) contextual outlier highlighted in blue. RP method’s parameters were set as for Figure 4.7.

Figure 4.10: Plot of the AMB dataset showing the original time series and the time series differenced from the right with the
corresponding outlierness scores of the RP method on the differenced time series with 𝓁 = 1. The contextual additive outlier is
highlighted by the blue points in the top two plots. We see that the position of the contextual additive in the original time series
is to the left of the global outlier in the differenced time series.

As the MP method is a variant of the RP method, it is likely that it is also sensitive to the window
length 𝓁. We investigate this by running the MP method on Sample 100. As the optimal window length
for the MP method may not be equal to the optimal window length of the RP method, we plot the ROC
AUC values for window lengths varying from 250 to 450 in Figure 4.11. We see that the ROC AUC
values are considerably lower than the ROC AUC values found for the RP method in Figure 4.4 in the
above section. More specifically, the MP method’s highest ROC AUC value of 0.535 is comparable to
the RP method’s minimum ROC AUC value found with suboptimal values. From Figure 4.11 we also
see similar dependence on the window length, indicating that the average of the window does play a
role in the RP method’s high sensitivity to the window length. However, the considerably lower ROC
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AUC values show that the RP method is not comparable to simply taking the average of the windows
as done by the MP method.

Figure 4.11: The ROC AUC values of the MP method on Sample 100 with window length 𝓁 varying from 250 to 450 in increments
of 10 units. The other methods parameters were fixed and set to 𝑝 = 2 and win_pos=prev for all runs.

Nonetheless, the MP method can detect certain types of outliers better than the RP method. For ex-
ample, the MP method better detects one of the global outliers of Sample 100. Using the optimal
parameters for both MP and RP methods, we plot a histogram of the beat scores in Figure 4.12a. Al-
though the RP method is able to better separate the outliers from the normal beats in most cases, the
MP method separates the global outlier better. The score of this outlier is represented by the small
orange score just below 15 in Figure 4.12a. In contrast, we see in Figure 4.12b that the RP method
computes a score for this outlier, which is lower than the scores of two normal points.

(a) Histogram of the standardised beat scores of the MPmethod. Outlier
scores are mainly overlapping with normal scores, except for one outlier
with a score near 15.

(b) Histogram of the standardised beat scores of the RP method. Out-
lier scores are more separated from normal scores. However, the two
highest scores correspond to normal beats.

Figure 4.12: Histogram of the beat scores for Sample 100. The orange histogram represents the scores for outliers, whereas
the blue histogram represents the normal beat scores.

In addition, the MP method can effectively detect contextual additive outliers. Unlike the outlierness
scores of the RP method on the differenced time series, Figure 4.13 we see a clear peak in the out-
lierness score that precisely corresponds to the contextual additive outlier found in the AMB dataset.
Unfortunately, we do see that this method swaps neighbouring values as well. For this reason, the
RPOE utilises the RP method performed on the differenced time series and the MP method to detect
contextual additive outliers.
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Figure 4.13: Outlierness scores of the MP method for a snippet of the AMB dataset near an (unlabelled) contextual outlier
highlighted in blue. The method’s parameters were set to 𝑝 = 2, 𝓁 = 5, and win_pos=mid.

Figure 4.14: Histogram of the standardised beat scores of the MP method on the differenced time series.

Differently from the RP method, we only run the MP on the original time series, as we believe there
is no added benefit of running the MP method on the differenced time series. We vertify this on the
AMB dataset and Sample 100. For the AMB dataset, all scores, despite whether they were normal or
anomalous, were concentrated around zero. Thus, all outliers had outleirness scores enclosed by the
distribution of the normal outlierness scores, making it difficult to differentiate them from normal points.
In Figure 4.14, we plot an example of the beat scores for Sample 100 and clearly see that the method
cannot distinguish outliers from normal points. For this figure, 𝓁 = 370. However, despite 𝓁 values, we
found similar histograms with the same distribution of scores.

Lastly, we note that the MP method uses the same sampling ranges for 𝑝 and 𝓁 that we defined for the
RP method. Especially for 𝓁, the MP method may benefit from different sampling ranges. For example,
we could argue that a window of length between 5 and 10 would suffice for theMPmethod to detect con-
textual additive outliers. Thus, we encourage future research to investigate different sampling ranges
for the MP method.
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4.4. Number of ensemble components
The number of ensemble components, denoted by 𝑚, is left as a tunable parameter for the RPOE
method. Ideally, we would want to try all possible combinations of the parameters for each of compo-
nent methods. Despite the efficiency of the RP and MP methods, this is not possible.

In the RPOE method, the random projection method has three choice for 𝑘, two for norm_preservation,
three for win_pos, maximally fifty for 𝓁 and five for 𝑝. This results in 4, 500 combinations. We can run
the random projection on the original or differenced time series, where the differenced time series can
be differenced from right or left. As a result, we have 3⋅4, 500 possible combinations for the RPmethod.
The Mean Projection has 750 different combinations from the three choices for win_pos, maximally fifty
for 𝓁, and five for 𝑝. This results in

4, 500 + 9, 000 + 750 = 14, 250 different combinations. (4.2)

Note that in practice this number is slightly lower due to the constraints of 𝑘 < 𝑑 ⋅ 𝓁. Then choosing 𝑚
is a trade-off between run-time and the percentage of different combinations it captures. We conduct
our analysis with 𝑚 = 1000, which covers about 7% of possible choices. As only approximately 7% of
choices are considered per run, the results of the RPOE method are variable. However, it is difficult to
considerably decrease the variability without choosing a much higher 𝑚 value. Higher 𝑚 values can
severely impact runtime, especially for larger dataset such as Sample 100 with 650,000 data points.

4.5. Aggregation
The final step of an ensemble method is aggregating the results of the various detectors. The RPOE
method aggregates the outlierness scores of each component into a final outlierness score using a
supervised algorithm. However, this approach fails to address the trade-off in Challenge 6 due to the
high level of supervision required. We investigate unsupervised aggregation at the opposite end of the
trade-off in section 4.5.2 but see that performance suffers greatly in the absence of supervision. Thus,
in section 4.5.3 we address semi-supervised aggregation to better balance the trade-off in Challenge
6. The initial results are promising and highlight yet another drawback of supervised methods: their
tendency to overfit to the dataset labels. As a result, we strongly encourage future research into semi-
supervised aggregation to improve the detection performance of the RPOE method.

4.5.1. Supervised aggregation
The large diversity in the components of the RPOE method is necessary for the method’s general-
isability and ability to detect different types of outliers. However, we saw in the above analysis that
such diversity frequently leads to conflicting outlierness scores, with only a handful of the found scores
being relevant for the dataset under consideration. The high sensitivity of the components on their
parameters, further reduces the number of relevant component scores. As a result, we must weight
the different components such that the scores of the few relevant components are highlighted while
the effects of irrelevant components are minimised. The simplest way to determine these weights is to
use supervision to base the weighting on the labels. Unfortunately, the inaccuracy of the labels compli-
cates this task. Moreover, in section 4.5.3 we see that the method tends to overfit to these inaccuracy,
hindering the performance of fully-supervised methods.

We implement the supervised WINNOW algorithm to determine the weight of each component. The
algorithm uses a multiplicative scheme, which can quickly downscale the effects of irrelevant features.
As a result, it is the preferred method when there are many irrelevant features (Littlestone, 1987).
WINNOW is a supervised algorithm that requires two sets of data; one for training and one for testing.
These sets should be independent. However, the RP and MP methods construct windows for each
point in time, making it impossible to define test and training sets without some information leakage
to the training set. The leakage is minimal if we divide the time series in half and use half for train-
ing and half for testing because information leakage only occurs for time points near the centre of the
time series, where we split the data. Dividing the data into more sections results in more splitting points
leading to more leakage. However, it is customary to perform cross-validation when reporting a classifi-
cation model’s performance, which is more accurate when we divide the time series into more sections.
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To best balance this trade-off, we divide the time series into three. We tested higher numbers of
folds on the AMB dataset and Sample 100 and found more variation in the AUCs for the ROC and
PR curves. We believe the higher information leakage to the test set causes this higher variation. In
table 4.4 we report the PR AUC ranges for different numbers of folds. Analogous trends were seen
for the ROC AUC. However, we only report the PR AUC because the PR AUC is more informative for
outlier detection. For these tests, we fixed the ensemble components to ensure a fair analysis when
varying the number of splits.

Number of folds AMB Sample 100
3 [0.581, 0.713] [0.696, 0.809]
4 [0.568, 0.708] [0.624, 0.835]
5 [0.527, 0.766] [0.560, 0.857]

Table 4.4: Comparison of the different number of train-test splits on the AMB dataset and Sample 100. The table presents the
ranges of the PR AUC values of the RPOE method for 3, 4, and 5 splits of the data. For each configuration, we perform twenty
runs of the RPOE with fixed ensemble components and use cross-validation to determine the AUC values.

In section 3.1.6, we introduced a more flexible stopping criterion for WINNOW where we increase the
tolerated error for terminating the algorithm after a fixed number of iterations. Originally the WINNOW
algorithm only terminates when it achieves a training set classification error of zero. Unfortunately, a
zero error is unattainable given the inaccuracies of the labels. This effect is most prominent in the AMB
dataset due to the contextual additive outliers labelled normal. In the above analysis, we saw that only
the RP method on the differenced signal correctly classifies interpolations as outliers. However, it also
classifies the contextual additive outliers as outliers. As the contextual additive outliers are labelled
normal, the WINNOW algorithm will decrease the weights of the components using this method. In
contrast, the correct classification of the interpolations will cause the WINNOW algorithm to increase
the weight of these components. Depending on the final weight, the WINNOW algorithm will either
fail to classify the interpolations as outliers or “incorrectly” classify the contextual additive outliers as
outliers. In either case, we cannot attain a zero error and require a more flexible stopping criterion.
However, this criterion introduces two more parameters: the stepsize in which we increase the thresh-
old and the number of iterations needed before increasing the threshold.

We set the number of iterations to 50 ⋅ log2 𝑛′, where 𝑛′ is the size of the training set. This value
is chosen based on the 𝒪(𝑟̃ log2 𝑛′) mistake bound Littlestone, 1989 defines for the WINNOW algo-
rithm. In this mistake bound, 𝑟̃ is the number of relevant features. For the RPOE, 𝑟̃ is small and can
be discarded. As WINNOW only updates the weight 𝑣𝑗 if the corresponding b𝑗(𝑡) = 1, the value for 𝑟̃
relates to the number of 1 values in each binarised feature vector b𝑗. In other words, 𝑟̃ relates to the
number of outliers detected per ensemble component. As we perform a z-test with significance level
𝛼 = 0.05 on the component scores to construct this binary vector, we are confident that the number of
outliers each component detects is low.

The stepsize is set to a tenth of the number of outliers in the training set. After testing different step-
sizes of the AMB dataset and Sample 100, we believe that this stepsize best balances run-time and
detection performance. In general, smaller stepsizes increase run-time, and larger stepsize negatively
impact performance. In most cases, the outlier class is small. Thus, if the stepsize is too large, it could
prompt the WINNOW algorithm to classify all points as normal and terminate. For example, the WIN-
NOW algorithm with a stepsize of 0.02 classifies all beats in the test sets of Sample 100 as normal and
terminates with a 2% error. This behaviour occurs because Sample 100 has ≈ 1.5% outliers, and often
the WINNOW algorithm cannot terminate with the training error lower than 0.07% due to conflicting
scores of the ensemble components. To prevent this behaviour, we make the stepsize proportional
to the number of outliers in the training set. This also improves the generalisability of the algorithm
because the number of outliers in a dataset varies, making it too difficult to determine a fixed value for
it. What remains is determining the proportionality constant.

The proportionality constant cannot be too small. Due to the unlabelled contextual additive outliers,
the WINNOW algorithm cannot converge on the AMB dataset with an error below 2%. As a result, a
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smaller stepsize would increase run-time as it would take longer to get to 2%. To find a balance, we
test the values of 1/2, 1/5, 1/10, and 1/20 of the portion of outliers for possible stepsize and report the
results in table 4.5. From table 4.5 we see that Sample 100 benefits from smaller increments, whereas
the AMB dataset is best for 1/5. We opt for a middle ground of 1/10 of the portion of outliers as the final
stepsize to balance the performances of the two datasets while also considering run-time performance.

AMB Sample 100
Proportionality constant AUC PR AUC ROC AUC PR AUC ROC

1/2 0.668 ± 0.076 0.960 ± 0.004 0.740 ± 0.045 0.929 ± 0.027
1/5 0.708 ± 0.083 0.966 ± 0.008 0.740 ± 0.045 0.960 ± 0.019
1/10 0.700 ± 0.089 0.964 ± 0.008 0.756 ± 0.046 0.958 ± 0.018
1/20 0.693 ± 0.080 0.963 ± 0.007 0.771 ± 0.038 0.966 ± 0.015

Table 4.5: Comparison of the different proportionality constants for the stepsize on the two datasets AMB and Sample 100. The
table provides the average PR and ROC AUC values of twenty runs of the RPOE method for each dataset and stepsize with the
standard deviations. Three-fold cross-validation is used to determine the AUC values for each run. The ensemble components
were fixed to ensure a fair analysis when varying the stepsize.

4.5.2. Unsupervised aggregation
Unlike supervised aggregation, the main benefit of unsupervised aggregation is that they do not use
any labels. The lack of dependence on labels also prevents the RPOE method from overfitting on un-
reliable labels. However, without supervision it is difficult to minimise the effects of irrelevant features
and highlight the results of the few relevant ensemble components. This results in low detection per-
formance.

For the RPOE method, one of the best performing unsupervised aggregations defines the final out-
lierness score for time point 𝑡 ∈ {1, … , 𝑛} as the maximum of the 99th quantile and the negative of 1st
quantile of all components scores for time 𝑡. More specifically, for each time point 𝑡 ∈ {1, … , 𝑛}

𝑜̂(𝑡) =max (𝑞0.99o(𝑡), −𝑞0.01o(𝑡)) , (4.3)

where 𝑞𝑎(𝑏) is the 𝑎th quantile of the vector 𝑏. For this aggregation, we standardise the scores per
component using the z-score. However, do not perform z-test to binarise the scores as done for the
supervised aggregation.

Unfortunately, the results were still poor. We believe the method underperforms because we assume
that the vectors of component scores per time point o(𝑡) are centred around zero when taking the neg-
ative of the first quantile. Although we standardised the scores per ensemble component, this implies
that the scores per component o𝑗 are centred around zero, not o(𝑡). We verify this on the AMB dataset
in Figure 4.15, where the means of the o(𝑡) corresponding to outliers are negatively skewed. As a
result, computing 𝑜̂(𝑡) with Equation (4.4) boosts the performance of the RPOE method on the AMB
dataset resulting in an ROC AUC = 0.930 and PR AUC = 0.315. By inverting the 1st quantile around
one rather than zero, the outlierness scores of outliers are more separated from the normal scores.
Unfortunately, we were only able to determine this value by using the dataset labels. In addition, we
could not establish a technique for inverting the first quantile, which generalises to different datasets.
For Sample 100, we tested several inversion values, and the best results were a ROC AUC= 0.612
and a PR AUC= 0.053.

𝑜̂(𝑡) =max (𝑞0.99o(𝑡), 1 − 𝑞0.01o(𝑡)) . (4.4)

4.5.3. Semi-supervised aggregation
To address the limitations of unsupervised and supervised methods, we turn to semi-supervised meth-
ods. Semi-supervised methods can be seen as variants of supervised methods which use only a
small subset of the labelled data. If we can sufficiently maintain performance with less labelled data,
we can better address the trade-off in Challenge 6. Due to time constraints, we only test a basic
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Figure 4.15: Histogram of the mean of the outlierness scores per time point o(𝑡) for each 𝑡 ∈ {1,… , 𝑛}.

semi-supervised WINNOW algorithm on the AMB dataset and Sample 100. Nevertheless, the results
are already promising, and we strongly suggest future research investigate more sophisticated semi-
supervised methods.

The only difference between the semi-supervised and supervisedWINNOW algorithm is the labelling of
the points in the training set. The small labelled subset is often too small to make up the entire training
set. Thus, we compose a training set from this subset of labelled points and a subset of unlabelled
points that are assigned labels. The most basic technique assigns all unlabelled points a normal label.
However, these labels can also be predicted in an unsupervised manner. For example, we can use a
majority voting scheme, where we label all points as outliers if more than 50% of the ensemble compo-
nents classify this time point as an outlier. More complex approaches can also be used to predict these
labels. A popular technique is label propagation, which compares the unlabelled points to the labelled
points, and assigns unlabelled points the label corresponding to the labelled point to which they are
most similar. For this method, it is expected for the labelled subset to contain examples of both outliers
and normal points. However, variants where the labelled subset only contains examples of one of the
classes also exist. In these variants, the unlabelled points are given the class label if they are similar
to most labelled outliers. Otherwise, they are given the complimentary label.

Due to time constraints, we only test the most basic labelling technique, which assigns all unlabelled
points a normal label. We test subset sizes varying from 80% to 20% of the labelled data. We report the
results in Table 4.6. Based on the trade-off in Challenge 6, we expect that smaller subsets of labelled
data result in worse detection performance. Although this expectation is mostly verified in Table 4.6, we
see that using only 80% of the labelled dataset performs better than the supervised method for both the
AMB dataset and Sample 100. We believe that this improvement is a result of the method overfitting the
labels less, allowing the WINNOW algorithm to detect different types of outliers more accurately. This
behaviour further motivates the use of semi-supervised methods compared to supervised methods.

Finally, we note that the performance for smaller subset sizes remain competitive, considering that
we test only the most basic labelling technique. To frame these results in a more positive light, the
unsupervised method was only able to achieve a PR AUC of 0.315 and 0.053 and a ROC AUC of
0.930 and 0.612 for the AMB dataset and Sample 100, respectively. Especially for Sample 100, we
already see considerable improvements using just 20% of the labels. For this reason, we believe more
sophisticated semi-supervised methods should be explored in future work.

4.6. Run-time
The asymptotic upper bound for the RPOE method is linearly dependent on the number of components
𝑚, the number of time points 𝑛, the dimensionality of the dataset 𝑑, and the max_window_length.
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AMB Sample 100
Percentage of labelled data AUC PR AUC ROC AUC PR AUC ROC

100% (Supervised) 0.700 ± 0.089 0.964 ± 0.008 0.756 ± 0.046 0.958 ± 0.018
80% 0.711 ± 0.089 0.969 ± 0.005 0.771 ± 0.080 0.966 ± 0.028
60% 0.709 ± 0.087 0.969 ± 0.007 0.605 ± 0.134 0.950 ± 0.017
40% 0.462 ± 0.165 0.908 ± 0.033 0.567 ± 0.083 0.935 ± 0.019
20% 0.445 ± 0.238 0.866 ± 0.056 0.432 ± 0.167 0.923 ± 0.052

Table 4.6: Comparison of the different sizes of the labelled subsets for semi-supervised WINNOW on the two datasets AMB and
Sample 100. The table provides the average PR and ROC AUC values of twenty runs of the RPOE method for each dataset
and subset size with the standard deviations. Three-fold cross-validation is used to determine the AUC values for each run. The
ensemble components were fixed to ensure a fair analysis when varying the subset size.

Formally, the run-time has a worst-case upper bound of

𝒪(𝑚 ⋅ 𝑛 ⋅ 𝑑 ⋅max_window_length).

From the run-time we note that care should be taken when choosing the max_window_length, espe-
cially when the dataset dimension 𝑑 is large. When large windows are required it may be worth investing
more time in determining a smaller range of values for 𝓁. With a smaller range, we can reduce the num-
ber of components 𝑚 because there will be fewer ensemble combinations (See section 4.4).

The main influence on the run-time is that each of the 𝑚 ensemble components must perform compu-
tations on each of 𝑛 time points. For each of the 𝑛 time points, the RP method constructs a window in
constant time, performs two matrix multiplications of 𝒪(𝑘 ⋅ 𝑑 ⋅ 𝓁) time, and computes the norm for the
outlierness score in 𝒪(𝑑 ⋅ 𝓁) time. The resulting run-time for a single RP component is 𝒪(𝑛 ⋅ 𝑘 ⋅ 𝑑 ⋅ 𝓁).
As 𝑘 < 10 we can drop it from the upper bound. Similarly, the MP method also constructs a window in
constant time for each of the 𝑛 data points, then computes 𝑑 mean of the 𝓁 points in each window, and
computes the 𝑛 norms for the outlierness score in 𝒪(𝑑 ⋅ 𝓁) time. As a result, the run-time for the mean
projection component is 𝒪(𝑛 ⋅ 𝑑 ⋅ 𝓁). As we have components 𝑚, the RPOE method has an asymptotic
upper bound 𝒪(𝑚 ⋅ 𝑛 ⋅ 𝑑 ⋅ 𝓁). As 𝓁 < max_window_length we use this parameter to determine the final
run-time of the ensemble components.

As the run-time of the WINNOW algorithm is less significant than the run-time of the ensemble com-
ponents, it is not included in the RPOE method’s upper bound. The asymptotic upper bound for the
WINNOW method is 𝒪(𝑚 ⋅ 𝑛′), where 𝑛′ is the size of the training set. Note that 𝑛′ is determined from
the number of labels 𝑛̃, which in some cases, such as for Sample 100, is significantly smaller than the
number of time points 𝑛. In these cases, the run-time of WINNOW is even less significant.

Despite the linearity in the run-time, the practical run-times can be high for large values of 𝑚, 𝑛, 𝑑,
and max_window_length. Given that the ensemble components are independent, we can parallelise
the code. We implement this with six workers (the number of CPU cores on a standard laptop). This
parallelisation already vastly improves the practical run-time of the RPOE method. To further speed up
the code, we also use the Python package Numba. Numba1 is a new compiler that translates Python
code into machine code, making it execute with speeds similar to C and FORTRAN. However, it only
supports basic calculations and a small subset of NumPy’s function. Nonetheless, we saw an incredible
improvement in speed and hope newer releases of Numba can help us speed up the method further in
the future.

With the parallelisation and Numba implementation, the AMB dataset with 7888 data points and 𝑚 =
1000 components takes 18 seconds to run, equating to approximately 42 iterations per second on a
standard laptop. This is a reduction of 92% from the original speed without parallelisation and Numba.
For Sample 100 with 650,000 data points and 𝑚 = 1000 components, the RPOE method runs in
approximately 12 minutes, compared to the 6 hours 25 minutes and 23 seconds it took original.
1http://numba.pydata.org/

http://numba.pydata.org/
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4.7. Naive classifier
Methods for outlier detection in time series remain quite premature due to the unique challenges en-
countered during analysis (Hulsebos, 2018; J. Li et al., 2021; Wu, 2017). As a result, we define a naive
classifier against which we compare the performance of the RPOE method. In section section 4.7.1,
we discuss the different parameter choices for the method and how we tune them for given datasets.
We conclude this section with a brief discussion on the run-time of the method in section 4.7.2.

4.7.1. Parameter choices
The RPOE method benefits from supervision. Thus, to ensure a fair comparison between the RPOE
and this naive classifier, we tune the window length parameter of the naive classifier for each of the
datasets. In addition, we investigate whether the naive classifier benefits from the application of PCA
on the windows. The explained variance of the PCA will also be tuned for each dataset.

Similar to the RP and MP method, this detection performance of the naive classifier is sensitive to the
window length 𝓁. We illustrate this in Figure 4.16, where we see that the separability of the scores for
outliers and normal data points varies considerably for different window lengths. For the AMB dataset,
we varied the window lengths from 1 to 100 and found that the optimal window length is 10. As The
PR AUC and ROC AUC are 0.874 and 0.972, respectively.

For the AMB dataset, applying PCA did not improve detection performance. The best-performing

(a) Outlierness scores for the naive classifier with window length set to
1.

(b) Outlierness scores for the naive classifier with window length set to
10.

(c) Outlierness scores for the naive classifier with window length set to
100.

Figure 4.16: Histograms of outlierness scores of the naive classifier with varying window lengths for the AMB dataset.

configuration had a window length of 14 and an explained variance of 0.99. We varied the window
length between 1 and 100 and the explained variance between 0.95 and 0.99 in increments of 0.1. For
this configuration, the PR AUC is 0.764, and ROC is 0.947. These results are worse than the variation
without PCA. The PCA projects the window of length 14 to a subspace of dimension 8. In this subspace,
the interpolations of the AMB dataset appear more normal. This behaviour is reflected in Figure 4.17,
where we see the outlierness scores for the interpolations overlap more with the normal scores when
PCA is applied. As a result, the variant with PCA struggles to identify the interpolations as outliers,
leading to an increase in false negatives and a noticeably lower PR AUC. Note that the higher number
of false negatives impacts the ROC AUC considerably less, demonstrating why we prefer to consider
the PR AUC for outlier detection. For Sample 100, we vary the window length from 150 to 450 in incre-
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(a) Outlierness scores for the naive classifier without PCA and a window
length of 10.

(b) Outlierness scores for the naive classifier with PCA, a window length
of 14, and an explained variance of 99%.

Figure 4.17: Histograms of outlierness scores of the naive classifier with and without PCA for the AMB dataset.

ments of 10 for both variants with and without PCA. For the PCA variant, we vary the variance explained
between 0.95 and 0.99 in increments of 0.1. The best performing window length for the variant without
PCA is 260, with a PR AUC of 0.117 and a ROC AUC of 0.599. The best configuration for the variant
with PCA was a window length of 170 and an explained variance of 0.99. The PR AUC is 0.395, and
ROC AUC is 0.642 for this configuration. With PCA, the distribution of the normal scores is narrower,
and the outlierness scores of the premature heartbeats are slightly skewed in the positive direction with
respect to the mean of the normal scores. As a result, the results improve slightly. However, for both
variants, the outlierness scores of the premature heartbeats are almost completely contained within the
normal range. Only the outlierness score of the global collective outlier deviates from the normal range.

In Table 4.7, the final results of the naive classifier used to evaluate the RPOE in Chapter 5 are shown.
We use the optimal parameters found in the above analysis. For the AMB, this is the variant without
PCA with a window length of 10. For Sample 100, this is the variant with PCA with a window length of
170.

AMB Sample 100
AUC PR AUC ROC AUC PR AUC ROC

Naive 0.972 0.874 0.395 0.642

Table 4.7: Final AUCs of the PR and ROC curves of the naive classifier for the AMB dataset and Sample 100.

4.7.2. Run-time
The asymptotic upper bound for the run-time of the naive classifier without PCA is

𝒪(𝑛 ⋅ (𝑑 ⋅ 𝓁)2 + (𝑑 ⋅ 𝓁)3).

For dataset with a low dimensionality the run-time performance of the naive classifier is favourable com-
pared to the RPOE method. However, run-time performance will deteriorate with higher dimensional
data due to the quadratic dependency on the dataset dimension. Moreover, the extensive parameter
tuning is costly.

The main influences on the run-time relate to the covariance matrix computed for the windowed time
series. For each point in time 𝑛, the classifier constructs a window of length 𝑑 ⋅ 𝓁 in constant time. The
mean and covariance matrix for each window position are computed in 𝒪(𝑛⋅𝑑⋅𝓁) and 𝒪(𝑛⋅(𝑑⋅𝓁)2) time,
respectively. Then, the inversion of the covariance matrix takes 𝒪((𝑑 ⋅ 𝓁)3) time. Lastly, the outlierness
score are computed for each point by performing two matrix multiplications in 𝒪((𝑑 ⋅ 𝓁)2) time. Thus,
we see that the computation of the covariance matrix in 𝒪(𝑛⋅(𝑑 ⋅𝓁)2) and taking its inverse in 𝒪((𝑑 ⋅𝓁)3)
determine the upper bound for the naive classifier’s run-time.

For the variant with PCA, the window length of 𝑑⋅𝓁 is projected to a lower dimension. As a result, many of
the above run-time will be lower. However, performing PCA on the original windows is computationally
expensive. The asympototic upper bound for PCA on the 𝑑⋅𝓁windows is 𝒪(𝑛⋅𝑑⋅𝓁min(𝑛, 𝑑⋅𝓁)+(𝑑⋅𝓁)3),
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which outweighs the run-time of any other computation executed by the naive classifer. As a result,
the asymptotic upper bound for the run-time of the naive classifier with PCA is

𝒪(𝑛 ⋅ 𝑑 ⋅ 𝓁min(𝑛, 𝑑 ⋅ 𝓁) + (𝑑 ⋅ 𝓁)3)

.



5
Results

In this chapter, we evaluate the RPOEmethod’s performance on different datasets. For this evaluation,
we use the RPOEmethod with supervised aggregation detailed in chapter 3 and the same performance
metrics described in chapter 4. Section 5.1 summarises the final results of the RPOE method for the
AMB dataset and Sample 100. In section 5.2, we present the results of the RPOE method on new
datasets to check that it generalises beyond the datasets used for analysis.

5.1. Results on AMB dataset and Sample 100
The detection performance of the RPOE and naive classifier are presented in Table 5.1 for the AMB
dataset and Sample 100. The results of the naive classifier are deterministic. Therefore, there is no
deviation in the results presented in the tables. In contrast, the results of the RPOE method can vary
because only a subset of the possible components is selected for each run. In addition, there is some
variance due to the randomness in the components. As a result, we report the average AUC value of
twenty runs of the RPOE on the dataset with its standard deviation. Three-fold cross-validation is used
to determine the AUC values for each run to ensure the results are not biased to a specific train-test
split.

AMB dataset
Method PR AUC ROC AUC
Naive 0.874 0.972
RPOE 0.700 ± 0.089 0.964 ± 0.008

Sample 100
Method PR AUC ROC AUC
Naive 0.395 0.642
RPOE 0.756 ± 0.046 0.958 ± 0.018

Table 5.1: Final AUCs of the PR and ROC curves of the RPOE method and the naive classier for the AMB dataset and Sample
100. For the RPOE method we use𝑚 = 1000 and setmax_window_length to 100 and 400 for the the AMB dataset and Sample
100, respectively. We tune the parameters of the naive classifier as shown in section 4.7.

For Sample 100, we are confident that the RPOEmethod outperforms the naive classifier because even
the lowest AUC values of the RPOE method are substantially larger than the corresponding AUCs of
the naive classifier. For the AMB dataset, the PR AUC of the RPOE appears lower and the ROC AUC
values are relatively similar. For a more conclusive assessment, we perform Mann-Whitney-U tests
to test if the RPOE results are significantly larger than the results of the naive classifier. For the AMB
dataset, the 𝑝-values were 2.7𝑒−5 and 0.0127 for the PR and ROC AUC, respectively. With both less
than 0.05 we conclude that the naive method performs better. In contrast, the 𝑝-values for Sample 100
were almost one, allowing us to conclude that the RPOE method performs significantly better than the
naive classifier.

The performance of the naive classifier on the AMB dataset is difficult to beat. We believe that the sim-
plicity of the dataset, along with the considerably tuning of the method’s parameters, are the causes of
this exceptional performance. As the AMB dataset is one-dimensional, the naive classifier’s run-time
performance is also advantageous. The naive classifier produces results in only a sixth of the time
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required by the RPOE method. Thus, we recommend the simpler naive classifier for simpler dataset
such as the AMB dataset.

On the other hand, we believe that the RPOE method can outperform existing methods for more com-
plex datasets, in particular those with higher dimensionality. The significantly better performance of the
RPOE method on Sample 100 supports this hypothesis. The premature heartbeats in Sample 100 are
often difficult to detect as they look very similar to normal heartbeats. Consequently, simpler detection
methods are unable to detect these outliers as they look too normal. Given the high performance of
the RPOE method on Sample 100, we are confident it is able to detect the majority of these outliers.
Additionally, we saw promising results using the semi-supervised aggregation for the RPOE method.
Future research in this area could lead to higher detection performance.

Finally, we note that the RPOE is sensitive to the max_window_length parameter, unfavourably in-
creasing the user’s responsibility for carefully defining this parameter. This sensitivity likely stems from
the high sensitivity of the ensemble components on the window length 𝓁 and the assumptions we make
when constructing the sampling range for 𝓁. This sensitivity is verified by the fact that the RPOEmethod
only assigns weights significantly larger than zero to an average of 12 components of 1000 for Sample
100 and 5 components of 1000 for the AMB dataset. Consquently, we strongly encourage future re-
search to redefine this sampling range, preferably independent of user input. However, we expect that
achieving this without sacrificing the method’s generalisability or run-time performance will be difficult.

5.2. Results on unseen datasets
To gain a more realistic impression of the performance of the RPOE method, we test the method on
new unseen datasets. The limited availability of labelled time series data confines us to two additional
datasets. We summarise the main characteristics of the datasets in table 5.2. Samples 123 and 221
are ECG recordings from the same database as Sample 100, theMIT-BIH Arrhythmia dataset (Moody &
Mark, 2001). Although similar to Sample 100, these samples consider patients with different underlying
health conditions, resulting in different types of contextual collective outliers. Analogously to Sample
100, we perform QRS detection to segment the time series of the samples into 𝑛̃ separate beats and
assign each beat a normal or outlier label based on the original dataset labels. The outlierness scores
per heartbeat are summarised in the same way as Sample 100 (See section 4.1).

Dataset Number of time points 𝑛 Number of labels 𝑛̃ Dimension 𝑑 Number of outliers (%) Types of outliers (Count)

Sample 123 650000 1517 2 3 (0.198%) Contextual additive outliers (3) -

Sample 221 650000 2411 2 437 (18.125%) Contextual additive outliers (437)

Table 5.2: Summary of the unseen datasets used for to evaluate the RPOE.

The detection performance of the RPOE and naive classifier are presented in Table 5.3 for Samples
123 and 221. After performing Mann-Whitney-U tests, we conclude that the RPOE method performs
significantly better than the naive classifier for Sample 221. However, for Sample 123, the results of
the Mann-Whitney-U tests for the ROC AUC and PR AUC conflict due to the RPOE method’s inability
to detect the small number of outliers. The small class of outliers (0.198%) is not significant enough to
influence the weights of the ensemble components, causing the RPOE method to overfit on the much
larger normal class and label all points normal. As a result, the number of correctly labelled normal
points increases and the number of correctly labelled outliers decreases compared to the naive classi-
fier. With the large class imbalance, the increase in the number of correctly labelled points is larger than
the decrease in the number of correctly labelled outliers. This causes a higher ROC AUC. However,
the PR curve does not consider the number of correctly labelled normal points and thus can highlight
the significantly lower performance on the outlier class. This behaviour again highlights the importance
of reporting the PR AUC rather than the ROC AUC for outlier detection.

Finally, we note that we increased the max_window_length to 700 for Sample 123 because the av-
erage length of a heartbeat is approximately 428. As a consequence, the run-time was almost double
the run-time of Sample 100 and Sample 221. This illustrates the effect of increasing this parameter
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and verifies the linear dependence of the run-time on this parameter.

Sample 123
Method PR AUC ROC AUC
Naive 0.512 0.959
RPOE 0.189 ± 0.03 0.988 ± 0.01

Sample 221
Method PR AUC ROC AUC
Naive 0.712 0.874
RPOE 0.829 ± 0.071 0.920 ± 0.025

Table 5.3: Final AUCs of the PR and ROC curves of the RPOE method and the naive classier for Samples 123 and 221. For the
RPOE method we use𝑚 = 1000 and set max_window_length to 700 and 400 for Samples 123 and 221, respectively. We tune
the parameters of the naive classifier as shown in section 4.7.



6
Conclusions

In this chapter, we summarise the main findings of the thesis. In section 6.1, we discuss how the
method addresses the challenges detailed in Chapter 1. Section 6.2 identifies the limitations of the
RPOE method and propose future research directions to overcome these limitations. Based on the
points raised in these sections, we draw final conclusions in section 6.3.

6.1. Discussion
In this thesis report, we propose the RPOE method to accurately and efficiently detect outliers in time
series data. The main challenges of this task were introduced in Chapter 1 and can be summarised as
follows:

1. Variety in the types of outliers.
2. Variety in input data.
3. Dependencies in time series data.
4. Noisy and finite datasets.
5. High run-time complexity.
6. Trade-off between accuracy and level of supervision.

By implementing an ensemble of reconstruction-based methods applied to different derivatives of the
time series, we can best address the challenges. The various views from which the ensemble consid-
ers the time series data allow it to better detect different types of outliers. By applying the RP method
to the differenced time series, the method can detect the contextual collective outliers more accurately,
whereas the RP method on the original time series can accurately detect global outliers. Moreover, the
MPmethod can accurately detect contextual additive outliers. Thus, by combining the results of multiple
detectors, the RPOE can better detect all outlier types. This allows the method to address Challenge
1. Future research is also encouraged to include other outlier detection algorithms to consider views of
the dataset that are not addressed with the current components. However, care should be taken when
adding different algorithms as this increases the number of possible combinations, which could hinder
run-time (See section 6.2).

The diversity of the base detectors also allows the RPOE method to address Challenge 2, as dif-
ferent outlier detection algorithms perform better for different datasets. Moreover, we also try different
parameter combinations for the algorithms so that the user does not need to perform rigorous hyper-
parameter tuning and determine the optimal parameter combination. This is important because the
RP and MP methods are very sensitive to their parameter choice, which is a common issue for outlier
detection algorithms (Aggarwal, 2015). Thus, the ensemble’s ability to alleviate this sensitivity is a no-
table advantage.

Most outlier detection methods assume that data instances are independent (Chandola, 2009), mak-
ing them unsuitable for outlier detection in time series. Hulsebos, 2018 shows that the RP method can
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capture the spatial dependencies. By constructing a window for each time point, we ensure that the
temporal context of each time point is also considered. This addresses Challenge 3. Furthermore,
the use of the windows helps the RP method better detect contextual outliers, which Hulsebos, 2018
struggled to detect when only projecting the single points in time.

Given that the constructed windows are often high-dimensional, it is necessary for the base detectors to
be reconstruction-based methods, as these methods are least affected by the curse of dimensionality.
Moreover, reconstruction-based methods are also known to have the lowest dataset size requirements
for accurately separating outliers from normal instances, even in the presence of noise. Thus, using
the RP and MP methods allows the RPOE method to best address Challenge 4.

Challenge 5 is addressed by the efficiency of the RP method and MP method. Even in the context
of an ensemble, the overall run-time of the RPOE remains linear with respect to its parameters. Com-
pared to the current state-of-the-art, this run-time is remarkable. To name one example, J. Li et al.,
2021 recently published an outlier detection algorithm for time series data, which iteratively uses the
computationally expensive particle swarm optimisation algorithm to label the time points. This results
in a much higher run-time complexity when compared to the RPOE.

Unfortunately, Challenge 6 was difficult for the RPOE method to tackle. Due to the large diversity
in the base detectors and the high sensitivity of the RP and MP methods to their parameter choices,
the results of many ensemble components are unrepresentative of the true outlierness of the time
points. These irrelevant components make it difficult to aggregate the results into a final and accurate
outlierness score without supervision. Thus, we use the supervised WINNOW algorithm to determine
weights for each component based on how well the component’s results reflect the labels. The final
result of the RPOE method is a weighted average of these components. The RPOE method performs
competitively for different datasets. However, it requires a high level of supervision.

We began investigating semi-supervised aggregation in an attempt to better balance the trade-off in
Challenge 6. Initial results are promising and highlight the supervised method’s tendency to overfit to
the dataset labels. When sampling 80% of the labels and labelling the remaining 20% as normal, the
performance of the RPOEmethod slightly improved. We believe this improvement is due to the method
overfitting less to the labels, allowing it to detect different types of outliers more accurately. Even when
smaller subsets of labels are sampled, the results remain competitive, considering that a very basic
semi-supervised technique is used. Thus, more sophisticated approaches for predicting the labels of
the unlabelled points should greatly improve the results. We encourage future research to consider
label propagation techniques. These methods compare the ensemble scores of the unlabelled points
to the scores of the labelled points and assign each unlabelled point the label of the point to which
it is most similar. If the labelled subset only contains points of one class, significance testing can be
performed to determine how similar the ensemble scores of unlabelled points are to the labelled point’s
scores. If there is significant similarity, the unlabelled point gets this class label, else the complimentary
label.

Another possible approach to better balance the trade-off in Challenge 6 is to use the algorithm in
an interactive system where the user iteratively labels points in time to improve detection. Although the
ensemble run-time may be considered too long for an interactive system, the ensemble scores only
need to be obtained once. The feedback from the user only influences the WINNOW weighting, which
is considerably faster. With this setup, the users can also determine which outliers are important, and
we do not have to base the output on expensive and often unreliable labels.

6.2. Method Limitations
The large number of different parameter combinations for the base detectors makes it difficult to try
all combinations without hindering run-time. Thus, we randomly sample only 𝑚 = 1000 of the compo-
nents for each run of the RPOE method. As a result, different runs of the RPOE method have different
ensemble components, producing different results. The variability in the results makes it difficult to test
design choices sufficiently. A possible solution is to reduce the number of different combinations by
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redefining the sampling ranges of the parameters. For example, due to the stability of 𝑘, we could fix
𝑘 to one value, reducing the number of different combinations to 5, 250. Otherwise, different values of
𝑚 should be further investigated. Preliminary testing suggests that higher 𝑚 values will result in better
performance. However, as 𝑚 approaches all possible combinations, it is possible for performance to
deteriorate as more conflicting scores may arise.

Due to the high number of conflicting results, only a few components are given weights larger than
zero by the WINNOW algorithm. These conflicts stem from the diversity in the base detectors and the
high sensitivity of the RP and MP methods to their parameter settings. While diversity is necessary to
allow the RPOEmethod to detect the various outliers in diverse datasets, it could be possible to redefine
the sampling ranges of the method’s parameters and increase the number of relevant components. The
parameter to which the method’s performance is most sensitive is the window length 𝓁. Only instances
with 𝓁 close to optimal will produce outlierness scores that correspond to the dataset labels, making it
difficult to define an appropriate sampling range. Even with user input, the proposed sampling range is
insufficient. As a result, we encourage future research to define a more appropriate range, preferably
without relying on user input. Unfortunately, this task will likely rely on data preprocessing, which may
hinder run-time and generalisability. In addition, different sampling ranges for 𝓁 should be defined for
the RP and MPmethods. The current implementation uses the same sampling range for both methods.

Another limitation of the RPOE method is that the WINNOW algorithm’s stopping criterion is based
on the accuracy of the dataset. For datasets with a high class imbalance, the accuracy of the classi-
fication is not informative. Although the flexible stopping criterion with a step size proportional to the
number of outliers helps the method address the class imbalance, it may not be sufficient. We believe
that the RPOE fails to detect the outliers in Sample 123 because of this issue (See Chapter 5). Thus,
we encourage future research to explore using different detection performance metrics. Moreover, the
choice for using the WINNOW algorithm for aggregation should also be verified. The choice based
on Littlestone, 1987 conclusions, which state that the algorithm outperforms other methods in terms of
run-time and detection performance when there are many irrelevant features. However, other similar
algorithms, such as the Perceptron algorithm, should be tested.

Lastly, we address the limitations of the research methodology of this thesis. The scarcity of labelled
datasets makes it difficult to evaluate the methods and limits us to the datasets used for the analysis
of the RPOE method in Chapter 4. Furthermore, we are limited by the reported findings of other re-
search in this field. Often, researchers create their own dataset (Chandola, 2009; Hulsebos, 2018; J.
Li et al., 2021; J. Li et al., 2017) or use datasets that are not publicly accessible (Fu et al., 2016; Qiao
et al., 2012). This required us to develop a naive classifier to evaluate the RPOE method. Finally, we
note that researchers must report the PR AUC rather than the ROC AUC. The optimism of the ROC
curves for datasets with a high class imbalance renders the AUC ROC an insufficient metric for outlier
detection.

6.3. Conclusion
Outlier detection in time series has important applications in a wide variety of fields, such as patient
health, weather forecasting, and cyber security. Unfortunately, establishing a generic outlier detection
method is a difficult task due to challenges present during analysis and the complexities of time se-
ries data. As a result, researchers have claimed that no given method will be able to perfectly solve
most outlier detection problems (Aggarwal, 2017). With the proposed RPOE method, we believe to
have taken a step forward in the search for an effective method. The method addresses the first five
challenges, and the promising results of the semi-supervised variant bring us close to tackling all six.
Future research is encouraged to continue improving the method by exploring more sophisticated semi-
supervised techniques, better defining the sampling ranges for the ensemble component parameters,
and improving upon the current aggregation method. With these advancement, the method has the
potential to be leading in the field of outlier detection.



A
MITBIH Preprocessing

A.1. Database description
The MIT-BIH Arrhythmia database (Moody & Mark, 2001) is a product of a joint initiative between the
laboratories at Boston’s Beth Israel Hospital and theMassachusetts Institute of Technology (MIT). Com-
pleted and distributed in 1980, it was the first available dataset suitable for the evaluation of arrhythmia
detectors. The database contains 48 half-hour recordings of two-channel electrocardiogram (ECG)
measurements. These recordings are obtained from 47 subjects and annotated by two cardiologists
independently.

The subjects consisted of 25 men aged between 32 and 89 years old and 22 women aged between
23 and 89 years old. For each subject, two different channels of ECG measurements were taken. The
first channel is the modified limb lead II (MLII), where three electrodes are placed at different positions
of the patient’s chest to measure the electrical activity of the heart. In most cases, the second channel
is the modified lead V1. However, modified lead V2, V3, V4, and V5 were also used. The variation in
the chosen lead is as a result of the different surgical dressings and different patient anatomy.

A.2. QRS detection and segmentation
Across the literature, the detection of the peaks is considered sufficient for heartbeat segmentation
(Luz et al., 2016). In many cases, peak detection and heartbeat segmentation were used as syn-
onyms. Upon further research, it was found that there was no standard method to define a beat. Some
papers use the average length between peaks to define a beat which is centred around the peak (Kutlu
& Kuntalp, 2011). Such a definition proved very effective for classifying heartbeats using deep learning
algorithms Silva et al., 2020. Other definitions of a heartbeat are based on the QRS complex. This
complex is illustrated in Figure A.1. Izakian and Pedrycz, 2013; J. Li et al., 2021 define a heartbeat
between the start of consecutive Q-waves. Others have defined a heartbeat between consecutive R-
peaks as well as the start of consecutive P-waves.

Figure A.1: Schematic representation of the QRS in a normal ECG heart beat.
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To us, the definition proposed by Izakian and Pedrycz, 2013; J. Li et al., 2021 seems most sensible.
This approach defines a heartbeat between the start of consecutive Q-waves. However, only the R
peaks were given in the MIT-BIH dataset. Thus, a QRS complex detection algorithm must be run on
the signal to find the starts of each Q-wave.

We use the implementation of Chen et al., 2015; Chen et al., 2018, which is based on the Pan-Tompkins
algorithm (Pan & Tompkins, 1985) to detect the Q-points. The Pan-Tompkins algorithm applies a series
of filters to highlight the frequency content of the rapid heart depolarization and remove noise. It then
squares the signal to amplify the QRS contribution and applies moving window integration to determine
peaks (R wave) and downward deflections (Q and S waves). Note that the deflections are found based
on R peaks because the R peaks are more prominent in the signal. An example of this detection for a
snippet of Sample 100 can be found in Figure A.2.

Figure A.2: Example of QRS detection for a snippet of Sample 100.

Chen et al., 2018 show that this detection algorithm can accurately detect the R-peaks of the MIT-BIH
dataset. However, we cannot verify how accurately the Q points are detected because the MIT-BIH
dataset only provides the position of the R-peaks.

Upon further investigation, we saw that the algorithm is sensitive to scaling. Thus, we introduce a
hyperparameter that scales the signal before running the segmentation algorithm. This parameter was
tuned for each of the considered samples based on the accuracy of the R-peak detection. As the Q
and S points are determined based on the foundR-peaks, we believe such an evaluation to be sufficient.

Lastly, we chose to run the QRS detection on the MLII signal only. Each of the samples contains
the MLII signal as the first ECG channel. The second channel can vary between samples and are not
always clear. Thus, to maintain consistency between the different samples, we only use the MLII to
determine the position of the Q-points for the samples.

With the Q-points of each heartbeat determined for each sample, we can segment the time series
signals into separate heartbeats. We define a heartbeat as the interval of time points between two
consecutive Q-points. More specifically, a heartbeat is denoted by an interval [𝑡, 𝑡′] where 𝑡 and 𝑡′ are
the time points corresponding to consecutive Q-points.

A.3. Labelling
The recordings of the dataset were given to two cardiologists who independently labelled the beats.
Each heartbeat was labelled as normal or given a different label based on the source of its anomalous
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behaviour. For example, a beat labelled “A” is an atrial premature beat. The other types of labels
used can be found in the database directory. The two sets of annotations were compared, and any
discrepancy was examined and resolved by consensus. As the entire beat was labelled rather than
each measurement in time, the label was assigned to the peak of the beat.

Although the R-peaks were accurately detected, there are cases where a heartbeat defined by the
QRS detection contains more than one original label or no labels. This often occurs near anomalous
heartbeats and makes it difficult to determine a label for the heartbeats. In the case that the heartbeat
contains more than one original dataset label, we give it a normal label if it contains only normal original
dataset labels. If it contains at least one abnormal label, we label it as an outlier. In Figure A.3, we
present a snippet of Sample 101 where the new heartbeat segmentation labels result in heartbeats
which encompass more than one original dataset label. In the bottom plot, the blue points denote the
Q-points found with the QRS detection. We see that the three labels highlighted in red encompass two
original dataset labels. As one is not normal, the beat is labelled as an outlier.

Figure A.3: Example of new segmentation containing more than one original dataset label.

In cases where a heartbeat segmentation does not contain any original dataset label, we merge the
heartbeat with the next heartbeat, constructing a new heartbeat with a large interval. The hope is that
this larger interval encompasses at least one original dataset label. Although rare, this occurs due to
global outliers present in the signal, which have a completely different shape. An example is shown
in Figure A.4, where the global outliers cause the QRS algorithm to detect multiple different Q-points
(blue points), whereas the entire segment is just given one anomalous labelling in the original dataset.

Figure A.4: Example of global outliers causing new heartbeat segments to have no original dataset labels.
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