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Abstract

Neural networks have achieved great success in many difficult learning tasks like im-
age classification, speech recognition and natural language processing. However, neu-
ral architectures are hard to design, which requires lots of knowledge and time of
human experts. Therefore, there has been a growing interest in automating the process
of designing neural architectures. Though these searched architectures have achieved
competitive performance on various tasks, the efficiency of NAS still needs to be im-
proved. Moreover, current neural architecture search approach disregards the depen-
dency between a node and its predecessors and successors.

This thesis builds upon BayesNAS which employs the classic Bayesian learning
method to search for CNN architectures, and extends it to the problem of neural ar-
chitecture search for recurrent architectures. Hierarchical sparse priors are used to
model the architecture parameters to alleviate the dependency issue. Since the update
of posterior variance is based on Laplace approximation, an efficient method to com-
pute the Hessian of recurrent layer is proposed. We can find candidated architectures
after training the over-parameterized network for only one epoch. Our experiments on
Penn Treebank and WikiText-2 show that competitive architectures can be found in 0.3
GPU days using a single GPU for language modeling task. We find that our algorithm
is more efficient than state-of-the-art.
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Chapter 1

Introduction

Deep Learning has achieved great success in various tasks, such as image classifi-
cation, natural language processing and speech recognition over the last years. The
powerful ability that deep neural networks can achieve state-of-the-art results on var-
ious competitive benchmarks derives from the featurea extraction stages. Thanks to
the ImageNet [17] and GPU, the access to large amount of data and great improve-
ments in the computation ability of the hardware have accelerated the research in deep
learning. Since the first powerful model, AlexNet [33], was found, many innovative
architectures has been proposed, like ResNet [24], DenseNet [27], and LSTM [26].

However, the ability of deep neural networks still depends on the design of neu-
ral architectures which requires substantial effort of human experts. There is a great
demand for architecture engineering, where complex architectures of neural networks
are designed manually. Therefore, developing algorithms to search for novel archi-
tectures automatically instead of the manual process of design has attracted more and
more interests. Neural Architecture Search (NAS), which is the process of automating
architecture engineering, has become a hot topic in the field of automated machine
learning.

In this thesis, an efficient approach is proposed to automate the process of archi-
tecture engineering based on classic Bayesian learning. The approach is a one-shot
based NAS which can be treated as a network pruning problem on the architecture
parameters from an over-parameterized network. The search time of a one-shot neural
architecture search can be significantly reduced because it does not need any seperate
training. While some earlier work [66, 50, 38, 39, 13, 5] has proposed some promis-
ing approaches, there is one issue associated with most of them. The the dependency
between a node and its predecessors and successors are often disregarded. The de-
pendency logic is first considered and encoded in [64] which is based on Bayesian
learning. However, this work is only able to design convolutional cells on CIFAR-10
for image classification. Therefore it makes sense to employ Bayesian learning ap-
proach to neural architecture search for a task which requires recurrent architectures.

The goal of this thesis is to apply Bayesian learning approach to automate the
search process of novel architectures for word-level language modeling task, which
predicts the probability that a given word appears next after a given sequence of words.
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CHAPTER 1. INTRODUCTION

1.1 Research Questions and Contributions

In the search space for recurrent architectures of some previous work [66, 50, 38, 39],
batch normalization is enabled during the architecture search stage to avoid gradient
issues. However, it is not normal to use batch normalization in recurrent architectures
as the statistics are computed per batch, which does not consider the recurrent part of
the network. The statistics of all time steps are the same, which tend to be different.
Therefore, the first research question:

Research Question 1. How can batch normalization [28] influence the architecture
search? Moreover, how can the behaviour of the algorithm be influenced if we use
other normalization methods, for example, layer normalization [30] which is widely
used in RNN?

Previous work [64] showed that Bayesian learning approach could be used to de-
sign convolutional cells automatically. It assigns a probability distribution over neural
networks and uses Laplace approximation [40, 48] to perform the inference. Since
Laplace approximation requires computation of Hessian which costs an intensive com-
putation burden in large networks, they propose an efficient method to compute Hes-
sian. However, it is only applicable to convolutional layers. Inspired by [9] which
proposed an efficient method to compute the Hessian of fully connected layer, the next
research question is:

Research Question 2. Can this method be extended to recurrent layers to make clas-
sic Bayesian learning approach applicable to design recurrent architectures automati-
cally for language modeling task?

The classic Bayesian learning approach [40, 48] prevents overfitting and promotes
sparsity by specifying sparse priors. Additionally, as [15] has established that recurrent
neural network models with more parameters can learn to store more information, the
following research question rises:

Research Question 3. Can we generate novel recurrent architectures that can trade-
off between the performance and model size?

Thus, the contribution of this thesis is:

1. An efficient method to compute the Hessian of recurrent layers is proposed based
on earlier work [9].

2. research on how can normalization in the search space influence the perfor-
mance.

3. research on applying classic Bayesian learning approach to the problem of de-
signing recurrent architectures by automation.
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1.2. OUTLINE

1.2 Outline

This section provides an outline of the rest of the thesis. Chapter 2 introduces the
necessary background information for deep learning, the approaches used in neural
architecture search and Bayesian learning. Chapter 3 presents methodology used for
recurrent architectures. Chapter 4 presents an efficient computation of Hessian in re-
current neural network. Chapter 5 presents the details of experiments and results anal-
ysis. Chapter 6 concludes and suggests directions for future work.
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Chapter 2

Background

Before starting to investigate the research questions proposed in Section 1, it is nec-
essary to introduce background knowledge needed. Section 2.1 introduces some con-
cepts in deep learning. Section 2.2 introduces an overview of the language modeling
task. The next section presents existing methods of neural architecture search. Since
our approach is based on BayesNAS which employs Bayesian learning, Section 2.4
introduces necessary background knowledge for understanding Bayesian learning. Fi-
nally section 2.5 presents Laplace approximation, an approximate inference methods
that is widely used in Bayesian learning.

2.1 Deep Neural Network

Neural networks are composed of layers of connective units called artificial neurons
(Figure 2.1). Usually a neural network is referred to as a "shallow network" if it has
one input layer, one output layer and at most one hidden layer without recurrent con-
nections. If we increase the number of layers or connect the layers recursively, the
depth of the network is increased and this kind of neural network is referred to as
"deep neural network" (DNN). Depends on how layers are connected in the network,
there two kinds of deep neural network, Convolutional Neural Networks (CNN) and
Recurrent Neural Networks (RNN).

2.1.1 Convolutional Neural Network

Convolutional neural network is a methodology which is often used to perform com-
puter vision tasks, such as image classification [33, 24, 27] and object detection [21,
20, 54]. The design of CNN was inspired by how neurons of animals are connected.
A convolutional neural network is composed of several building blocks, such as con-
volutional layer, pooling layer and fully connected layer. Basically each convolutional
layer in the CNN performs an operation called convolution to the inputs with convolu-
tional kernels. In order to learn hierarchical representations of features from the data,
nonlinearity is introduced by passing features to non-linear activation function, such
as tanh and Relu. To reduce the dimensions of features, the pooling layer combines
multiple outputs of neurons of one layer into a single neuron of the next layer. In fully
connected layer, each neuron is connected to all neurons in another layer. Figure 2.2
shows a example of convolutional neural network.

4



2.1. DEEP NEURAL NETWORK

Figure 2.1: A simple neural network, consisting of an input layer, an output layer and two
hidden layers

Figure 2.2: Typical CNN architecture

2.1.2 Recurrent Neural Network

Deep neural network with recurrent connections are usually called recurrent neural
network. In RNN, neurons have at least one feedback loop, which are recurent cycles
over sequence (time). RNN are used to process sequential data because the recurrent
connection and hidden states work as the memory in the network, which makes them
applicable to tasks such as handwriting recognition [56] and speech recognition [35].

Model Architecture A simple RNN has three blocks, the input, hidden and output
layers. The input layer is a N-dimension vector which has N input units. The inputs to
the input layer are a sequence of vectors (...,xt−1,xt ,xt+1, ...) where t is the time step
and xt = (x1, ...,xN). The input units are connected to the M hidden units in the hidden
layer ht = (h1, ...,hM) with weight matrix WIH . The hidden layer works as the memory
of the network

ht = fH(WIHxt +WHHht−1 +bH) (2.1)

The output is computed as
yt = fO(WHOht +bO) (2.2)

5



CHAPTER 2. BACKGROUND

Equation 2.1 and Equation 2.2 show the non-linear state equations of RNN is iterable
through time. In each time step, the hidden layer predicts the output based on the input
vector and the information about the past hidden states of the network over many time
steps. Therefore, we can always replace an unrolled RNN over time with a feedforward
neural network as shown in Figure 2.3.

(a) Folded RNN (b) Unfolded RNN through time

Figure 2.3: An example of a simple RNN structure and its unfolded architecture throught
sequence t. Each arrow represents a fully conncetions of units between layers

2.1.3 Batch Normalization

Training a deep neural network is complicated. The hyper-parameters of a model need
to be tuned carefully, like the learning rate and the initial values of network parameters.
During the training of deep neural networks, the distribution of the inputs of each layer
can easily change because the inputs to each layer are affected by all its preceding
layers. The change in the distributions of internal nodes of a deep network is referred
as Internal Covariate Shift [28].

Internal covariate shift presents a problem that the layers need to continuously
adapt to the new distribution. Consider a network computing the loss l as:

l = F2(F1(x,θ1),θ2) (2.3)

where x is the input vector, F1 and F2 are transformations and θ1 and θ2 are parameters
to be learned. This can be viewed as if the outputs of the first layer u = F1(x,θ1) are
fed into sub-network. Therefore, the loss can be computed as:

l = F2(u,θ2) (2.4)

The input distribution properties that accelerate the training process apply to the train-
ing of sub-network. Therefore, if the distribution of the u is fixed, θ2 does not have
re-adjust to compensate for the change of the distribution of u.

Fixed-distribution of inputs has other positive consequences. Consider a layer with
sigmoid activation function z = sigmoid(Wu+b) where u is the input of this layer, W
and b are network parameters to be learned. The gradient flowing down to u tends to
be zero with Wu+b increasing, which may cause gradient vanishing problem and the
training process is slowed down. If the distribution of the inputs of layers could be
stable, the optimizer would be less likely to get stuck in this situation.

Batch normalization [28] is proposed to eliminate internal covariate shift and speed
up the training process. They first normalize each scalar feature independently, which

6



2.1. DEEP NEURAL NETWORK

means that they have zero mean and variance of 1. For a layer with d-dimensional
input x = (x(1), ...,x(d)), each dimension can be normalized by:

ˆx(k) =
x(k)−E[x(k)]√

Var[x(k)]
(2.5)

where the expectation and variance are computed over the training data set as shown
in [34]. However, such simple normalization can change what the layer can represent.
For example, if we normalize the inputs to a sigmoid function, then the output would
be bound to the linear region only. To make the transformation in the network can
represent the original transform. Thus for each activation x(k), two learnable parame-
ters are introduced, γ(k) and β(k). The output is the results of scaling and shifting the
normalized value:

y(k) = γ
(k)x̂(k)+β

(k) (2.6)

In practice, when using mini-batch stochastic optimization, this process can be
simplified. The mean and variance are estimated based on each mini-batch. Assume
that the size of a mini-batch B is m. Therefore, for x(k), we have m values:

B = {x(k)1 , ...,x(k)m } (2.7)

Since the normalization of each dimension is independent, we focus on this particu-
lar dimension and omit k for clarity. Therefore, B = {x1, ...,xm}. The algorithm is
presented in Algorithm 1.

Algorithm 1 Batch normalization
Input: Values of x over a mini-batch: B = x1...m; Parameters to be learned: γ, β

Output: {yi = BNγ,β(xi)}

µB ← 1
m

m
∑

i=1
xi

σ2
B ←

1
m

m
∑

i=1
(xi−µB)

2

x̂i← xi−µB√
σ2

B−ε

yi← γx̂i +β≡ BNγ,β(xi)

During inference, we do not want to use the statistics of each mini-batch. Instead
we use the normalization

x̂ =
x−E[x]√

Var[x]
(2.8)

over the entire dataset. The expectation and variance are over all training mini-batches
of size m:

E[x] = EB [µB ] (2.9)

and
Var[x] =

m
m−1

EB [γ
2
B ] (2.10)

where µB and γ2
B is the means and variances produced by each mini-batch respectively.

Batch normalization has several advantages by normalizing activations. It makes
the model less sensitive to the learning rate and scale of network parameters which

7



CHAPTER 2. BACKGROUND

may result in gradient explosion and vanishing. Also, since a training example is
seen in conjunction with other examples in the mini-batch, this effect promotes the
generalization of the model [28].

2.1.4 Layer Normalization

Though batch normalization reduces the training time by normalizing the inputs of
each layer, it has several limitations. The first is that batch normalization estimates
the mean and variance using mini-batch statistics. Since smaller mini-batch sizes in-
crease the variance of these estimates, we have to be careful about the batch size when
batch normalization is performed using SGD. Additionally, the recurrent activations of
each hidden layer will have different statistics, which makes it difficult to apply batch
normalization in recurrent neural network. This can be solved by storing the statis-
tics separately for each hidden layer. However, batch normalization requires running
averages of the summed input statistics [28]. It can be problem if a test sequence is
longer than any of the training sequences because the statistics of some time steps are
not estimated during training. Layer normalization [30] is a simple method to improve
the training speed of recurrent neural network models. It estimates the normalization
statistics from the summed inputs to a layer at the current time-step directly.

In a feedforward neural network, the changes in the output of one layer will cause
changes in the summed inputs of this layer. Thus the covariate shift can be reduced
by fixing the mean and variance of the summed inputs of a layer. In this case, batch
normalization is transposed into layer normalization [30]. Layer normalization com-
putes the mean and variance used for normalization from all of the summed inputs to
the neurons in a layer as follows:

µl =
1
H

H

∑
i=1

al
i (2.11)

σ
l =

√
1
H

H

∑
i=1

(al
i−µl)2 (2.12)

where H represents the number of hidden units in a layer.
In case of a standard RNN, the summed inputs to a recurrent layer can be computed

as:
at =WHHht−1 +WIHxt (2.13)

where xt is the current input and ht−1 is the previous hidden state. WHH is the the
recurrent hidden to hidden weights and WIH is the input to hidden weights. Then we
can normalize the recurrent layer using normalization terms similar to Equation 2.11
and Equation 2.12:

µt =
1
H

H

∑
i=1

at
i (2.14)

σ
t =

√
1
H

H

∑
i=1

(at
i−µt)2 (2.15)

In a standard RNN, the summed inputs of the recurrent layers tend to grow or
shrink at each time step. It leads to exploding and vanishing gradients which makes

8



2.2. LANGUAGE MODELING

it hard to train recurrent neural network models. In a layer normalized RNN, the
normalization terms makes it possible to re-scale all of the summed inputs to a layer.
Therefore, the recurrent neural network models can be more stable.

2.2 Language Modeling

In this section, we first presents an overview of the task of statistical language model-
ing. Then we discuss the application of recurrent neural network to language modeling
and some drawbacks of current RNN models.

2.2.1 Statistical language modeling

Statistical language modeling aims to estimate the probability distribution of various
linguistic units, such as words, sentences and whole documents [55]. The applications
of language modling include speech recognition [29], text generation [16] and machine
translation [11].

A traditional language modeling task is word-level, which is also our target task.
The goal is to model the probability that a given word appears next after a given se-
quence of words. The most common measure to evaluate language models is per-
plexity (PPL). It is the inverse of the geometric average probability assigned by the
model to each word in the test dataset. The training data of language modeling is often
taken from large and structured sets of texts, which are also know as corpora. The
Wikicorpus and the Brown corpus are two frequently used corpora.

N-gram model [29] is one of the earliest techniques to model the probability of
observing a word after several previous words. The N represents the number of previ-
ous words which are considered plus the next word in the sequence. Thus N - 1 is the
number of words that the model uses the predict the probability of the next word. The
probability is estimated as the number of times that the given sequence augmented with
the given word appears in the training divided by the number of times that the given
sequence is present in the training data. In practice, the non-zero probabilities are as-
signed to the words that do not appear in the training data to smooth the probability
distribution.

Some more models were developed later which estimated the probability based on
the incorporation of various features. Then neural network models found their way into
the language modeling domain with the work [6]. It used a feedforward neural network
to learn a vector which represents every word in a predefined vocabulary and predict
the next word in a sentence. The ability of neural networks project the vocabulary
into hidden layers can explain why neural networks can provide better estimates for
N-grams. And that is why neural networks has driven much of the recent interest in
the domain of language modeling.

The text documents in corpora need some preprocessing before they can be used
by neural network. A vocabulary V needs to be constructed, which contains all distinct
words in a corpus. It requires the splitting of the corpus into words. The word UNK is
often used to represent all words that are not in the vocabulary but in the test dataset.
Assume the label of UNK is w1 and the labels of all the other words w2, ...,wN . Thus
we have V = (w1,w2, ...,wN). Each word in the vocabulary is represented by a vector
of N components via function τ. For example, τ(w1) = (1,0, ...,0). Assume there are
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n words in the corpus. Then the corpus can be represented by a sequence of vectors,
D = (w1, ...,wn), by replacing each word by its corresponding coding vector.

2.2.2 Application of RNN to language modeling

Though FNN has show that neural networks can be used for language modeling, it
has one drawback that only a fixed number of words can be considered to predict the
next word. In other words, the structure of FNN lacks of memory. Only the words
that are presented by a fixed number of neurons are taken into account. All words
that are presented earlier are forgotten, even if they may be essential to determine
the next word. In this case, recurrent neural network was used to introduce memory
to overcome the limited fixed context length. The inputs of RNN are a sequence of
coding vectors of words from the vocabulary. The softmax can be used as the output
function to ensure that the outputs can be interpreted as the probabilities of apperance
of each word in the vocabulary V given inputs.

However, the standart RNN has several drawbacks:

1. Training time. Training RNN is known to be slow. And the size of vocabu-
lary V is very large for many language applications, which increases the real
complexity of training.

2. Short context length in practice. Although the context length can be unlimited
in theory, the range of context that is accessed in practice is limited due to the
vanishing and exploding gradient problem [26].

There are several methods to reduce the training time. One obvious way is to limit
the size of vocabulary V . It can be achieved by replacing the least frequent words with
unkown word UNK. However, a compromise has to be made between the performance
and training time. To increase the context size of RNN, we can use the long short-term
memory (LSTM) [26]. It extends the standart RNN by replacing each hidden unit by a
memory block. Each block contains self-connected memory cells and three gates, the
input, output and forget gates. They provide continuous analogues of write, read and
reset for the cells. Then the memory cells can store and access information over many
training examples.

2.3 Neural Architecture Search

Neural Architecture Search (NAS) a kind of algorithms which automate the manual
design of neural architectures [66, 50, 38], which is a subfield of Auto Machine Learn-
ing. We can denote NAS in three dimensions: search space, search strategy and perfor-
mance estimation strategy. Basically search space defines which kind of architectures
can be generated theoretically. Search strategy defines how to search for an architec-
ture in the search space. For a generated architecture, we need to estimate its perfor-
mance because the target is to find architectures with high performance on test data.
Figure 2.4 illustrates how NAS methods work [59].
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Figure 2.4: Abstract illustration of Neural Architecture Search methods

2.3.1 Search Space Design

Search space determines which architectures can be searched in principle. The settings
of search space have a strong influence on the search cost and the performance of the
learned architectures.

Chain-Structured Search Space The space of chain-structured neural networks is a
relatively basic search space as illustrated in Figure 2.5(a). We can consider the struc-
ture of the chain structure of the neural network as a neural network with n sequential
layers, where the output of each layer serves as the input of its successors. Therefore,
the architectures could be represented by: i) the maximum number of layers n; ii) types
of operations that can be performed at each layer; and iii) hyperparameters associated
with the operation.

Some previous works include [2] explore this search space. Their operations set
inclueds convolutions, pooling, linear transformations (dense layers) with activation,
and global average pooling. They introduce different hyperparameter settings such as
number of filters, kernel size, stride and pooling size. They also add constraints that
exclude certain architectures. For example, they do not consider architectures with
pooling as the first operation. Additionally, architectures with feature transformations
by fully connected layer before convolutions are also excluded.

Incorporating previous knowledge about hand-built architectures for some specific
tasks is widely used in recent NAS work ([67]; [12]; [66]). It allows to build more
complex networks with hand-crafted elements such as skip connections. Such set-
tings allow for higher degrees of freedom. Figure 2.5(b) shows an example of a more
complex search space with multiple branches and skip connections. [66] permits skip
connections between the ordered nodes of a chain-structured architecture. However,
only convolutions with different hyperparameters are included in the set of operations.
If nodes have multiple inputs, the combination operation is fixed as concatenation.

[60] uses summation instead of concatenation in their search space. Furthermore,
architectures are seperated into sequentially connected segments in their search space.
Each segment is a set of nodes with convolutions as their operation. Note that each
segment begins with a convolution and concludes with a max pooling. The maxi-
mum number of convolution operations is also fixed for each segment. [57] consider
a similar search space. Architectures are also structured by sequential segments. Each
segment has repeating patterns of operations. We can select operations and the number
of repetitions. Note that they allow segments to be different.
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Figure 2.5: An illustration of chain-structured search space. Each node in the graphs corre-
sponds to a layer in a neural network. Figure 2.5(a) is an element of a basic chain-structured
space. Each layer has single input and single output. Figure 2.5(b) shows an example of a
more complex search space with multiple branches and skip connections.

Cell Based Search Space Inspired by the fact that many hand-crafted architectures
consists of repeated motifs ([24]), [67] and [12] propose to search for such cells instead
of searching for the whole architectures. Such architectures often consist of smaller-
sized graphs that are stacked to form a larger architecture.

NASNet [67] is one of the first that uses cell based search space as shown in Figure
2.6. It learns two kinds of cells as shown in Figure 2.7(a) and Figure 2.7(b): a normal
cell which keeps the dimensionality of the input and a reduction which reduces the
spatial dimension. Then the final learned architecture is based on stacking these cells
in a predefined manner. They include concatenation as a possible merge operation.
However, in their experiments they find that architectures with summation operation
outperform those with concatenation operation in terms of accuracy. Therefore, [36]
fix the merge operation to summation. A similar search space is proposed by [63].
Graphs comprising of arbitrary connections between different nodes are defined as
cells. Also, they use fixed max-pooling layers instead of reduction cells for decreasing
feature dimensions. The instances of cells differ in the type of operations and their
input, which allow higher degrees of freedom than normal cells.

Cell based search space outperforms chain-structured search space in two main
aspects. The first is the search cost is significantly reduced. Compared with searching
for the whole architecture, the size of cell based search space can be comparably small.
Also, the transferability of architectures learned based on chain-structured search space
is weak. However we can easily transfer cells to other datasets by adapting the number
of cells used within a model.

Summary The key design choice of search space is how much prior knowledge from
human experts we should introduce. Introducing properties well-suited for specific
tasks can reduce the size of the search space and simplify the search process. For
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Figure 2.6: LEFT: structure of the NASNet search space where n normal cells followed by a
reduction cell. RIGHT: detailed view with the skip inputs. The 1*1 convolution is a special
operation which converts ‡(n) to match the shape of ‡(n+1).
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Figure 2.7: An illustration of cell-based search space. Figure 2.7(a) and Figure 2.7(b) show
an example of a normal cell and a reduction cell respectively. The final architecture is built by
stacking the cells sequentially

example, [12] and [67] incorporate modern design elements known from hand-crafted
architectures such as skip connections to build more complex neural networks. [12]
employs the high-level structure of well-known manually designed architectures, such
as DenseNet ([27]), and use their cells within these models. By utilizing such prior
knowledge, the search cost is reduced while achieving better performance.

However, this also introduces a human bias, which may prevent finding novel ar-
chitectural building blocks that go beyond the current human knowledge. Consider the
case when using cell-based search space. If how to connect the learned cells is decided
by human experts, the search for the cell could become overly simple if most of the

13



CHAPTER 2. BACKGROUND

complexity is already accounted for by the high-level architecture.

2.3.2 Search Strategy

Given a fixed search space, the search strategy defines how to explore it. There are
many different search strategies which can be used, including reinforcement learning
(RL), evolutionary methods and one-shot methods.

Reinforcement Learning Reinforcement Learning [31] is a family of algorithms to
solve the problem that an agent has to learn its behaviour based on rewards of its
interactions with the environment as shown in Figure 2.8. Formally, a reinforcement
learning consists of a set of environment states S, a set of agent’s behaviour B, a set of
reinforcement signals R, an input function I and a state transition function T . In each
step, the agent receives the indication i of the current state s. Then the agent learns
to choose an action a based on some algorithms. The action changes the state of the
environment. This transition is passed to the agent through a reinforcement signal r.

Figure 2.8: The standard reinforcement-learning model.

To frame neural architecture search as a reinforcement learning problem ([2]; [66];
[67]), the action space is considered to be identical to the search space. Therefore,
when the agent takes actions, a neural architecture is generated. The performance of
the learned architectures on unseen data can be used to estimate the reward of the
agent.

Different RL methods have different strategies on how to represent agents and how
to optimize them. [2] is one of the first to use RL-based algorithms for neural architec-
ture search. Their algorithm is a combination of Q-learning, ε-greedy, and experience
replay. The actions in their approach are the choice of different layers to add to an
architecture. Also we have the option to terminate building the architecture. After
initializing the action-value function, the agent samples a trajectory which comprises
of multiple decision steps, eventually leading to a terminal state. The algorithm then
trains the model corresponding to the trajectory and updates the action-value function
as defined in the Q-learning algorithm.

[66] is the first to employ policy gradient methods. It generates the architecture
description of the neural network by using a recurrent neural network (RNN) policy
and trains the RNN with reinforcement learning based on the expected accuracy of
the generated architecture on the validation dataset. Every action is sampled from the
probability distribution implied by a softmax operation and then fed into the next time
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step as input as shown in Figure 2.9. The RNN-controller in their approach samples
layers which are sequentially appended to construct the final network. Finally they
trained the network with the REINFORCE policy gradient algorithm and achieved very
competitive performance on the CIFAR-10 and Penn Treebank benchmarks. After that
NAS became a mainstream research topic in the machine learning community. In their
follow-up work of scalable image recognition, Proximal Policy Optimization (PPO)
is used. [2] generates architectures by sequentially sampling a layer’s type and its
corresponding hyperparameters with Q-learning.

Figure 2.9: The controller used by [66] to predict configuration of one layer

Despite different strategies of these approaches, they can be considered as sequen-
tial decisions which samples actions to generate a architecture sequentially. All the
previous decisions define an environment’s state. However, during this decission pro-
cess, there is no interaction with the environment and the agent can only obtain the
reward after the final decision action. One alternative view is framing NAS as the
sequential generation of a single action ([12]). The architecture is encoded into a
fixed-length representation by a bi-directional LSTM. And the actor controller make a
decision on which action to sample based on this representation.

Neuro-Evolutionary A neuro-evolutionary use evolutionary algorithms for generat-
ing the neural architecture. Evolutionary algorithms have a candidated pool of models,
a set of neural netowrk architectures. Each model is assigned a fitness based on its per-
formance. In every evolution step, some models with good fitness from the pooling are
sampled. By applying mutations to these parents, these models generate descendants.
Mutations are local operations including adding or removing a layer and generating
new settings of the hyperparameters of a layer. Then the descendants are trained and
evaluated based on their performance. The fitness is assigned. Models with poor fit-
ness will be removed from the pool. The framework is shown in Figure 2.10.

In the context of neural architecture search, the population consists of candidated
architectures. Several architectures are selected for mutation, which can generate new
architectures in the search space. These new architectures are evaluated then for fit-
ness. The process is repeated till convergency.

Tournament selection [22] is the most widely used parent selection method in neu-
ral architecture search. It first selects k individuals randomly. Then it iterates over
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Figure 2.10: A general framework for evolutionary algorithms

them in the descending order of their fitness while selecting individuals for further
steps with some high probability p.

[46] is the first approach which optimizes the neural architecture using evolution-
ary algorithms. They use evolutionary algorithms to generate neural architectures and
optimize weights with backpropagation. In recent work ([52]; [53]; [37]; [18]), evo-
lutionary algorithms are not used to optimize weights because the large size of pa-
rameters related to weights of neural networks. These neuro-evolutionary approaches
use evolutionary algorithms to generate neural architectures and use gradient-based
methods like SGD for optimizing weights.

[52] is one of the first to find CNN architectures for image classification based
on evolutionary algorithm. In the parent selection step, they sample a pair of archi-
tectures. The architecture with better fitness is mutated, evaluated and added to the
population. The other is removed. The set of mutations includes adding convolutions,
altering kernel size, number of channels, stride and learning rate, adding or removing
skip connections, removing convolutions, resetting weights, and a mutation that corre-
sponds to no change. Since no further domain constraints are enforced, architectures
with redundant components can be potentially sampled in this approach as shown in
Figure 2.11.

Figure 2.11: A possible architecture discovered by the algorithm described by [52]

[37] uses the hierarchically organized search space along with evolutionary algo-
rithm. Mutations modify the representations at every step. The population is initialized
with 200 trivial genotypes which are diversified by applying 1000 random mutations.
In their setting, mutations can add, alter and remove operations from the genotype.

[53] is one of the most significant works in the direction of using evolutionary al-
gorithms for architecture search. They select parents with tournament selection based
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on the NASNet search space in each iteration. Mutation includes a random change in
an operation or a connection in either a normal or a reduction cell as shown in Figure
2.12. Then the new architectures are trained for 25 epochs. They add a regularization
term to the objective function to make sure that generated architectures are not only
capable of reaching high validation accuracy once but every time.

Figure 2.12: Illustration of the two mutation types

One-Shot One-shot architecture search is another mainstream approach for NAS.
The essential idea of the one-shot algorithm is to treat all candidated architectures
as subgraphs of a supergraph ([10]; [5]; [50]; [38]). The weights of edges are shared
among different subgraphs if they have edges in common in the supergraph. Therefore,
only the supergraph needs to be trained because the weights of edges are shared among
candidated architectures. The generated architectures can be evaluated without any
separate training which could speed up performance estimation.

ENAS ([50]) uses a RNN controller to sample candidated architectures from the
search space and train the one-shot model based on approximate gradients obtained
through REINFORCE which is similar to [66]. DARTS ([38]) places a mixture of can-
didate operations on each edge of the supergraph. It proposes a method for continuous
relaxation of the search space. Then the weigths of all edges could be jointly trained
based on it.

Darts [38] propose a method based on differentiable loss function which makes all
parameters differentiable. Each node x(i) represents a feature map and each directed
edge (i, j) is associated with some operation o(i, j). Let O be a set of candidated op-
erations (e.g., convolution, max pooling, zero) that can be applied to xi. To make the
search space continuous, they relax the categorical choice of a particular operation to
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a softmax over all possible operations:

o(i, j)(x) = ∑
o∈O

exp(α(i, j)
o )

∑
o′∈O

exp(α(i, j)
o′ )

o(x) (2.16)

where the operation mixing weights for a pair of nodes (i, j) are parameterized by a
vector α of dimension |O|. The task of architecture search then reduces to learning
the set of continuous variables. At the end of search, a discrete architecture can be
obtained by replacing each mixed operation oi, j with the most likely operation (Figure
2.13):

o(i, j) = argmaxo∈Oα
(i, j)
o (2.17)

The network parameters and architecture parameters can be learned by minimizing
the loss on the training set and loss on the validation by gradient-based optimization
methods.

Figure 2.13: An overview of DARTS: (a) Operations on the edges are initially unknown. (b)
Continuous relaxation of the search space by placing a mixture of candidate operations on
each edge. (c) Joint optimization of the mixing probabilities and the network weights. (d)
Inducing the final architecture from the learned mixing probabilities.

However, one disadvantage is that all parameters must be kept in memory all the
time. Since the super-graph is large, this is a significant drawback. To overcome this
problem, [13] introduce update rules that keep only a part of the network in mem-
ory. They use binary gate a part of the path based on a learned probability. The
memory load is significantly reduced because we do not need to cash the entire over-
parameterized model.

Though one-shot algorithm greatly speeds up performance estimation of architec-
tures, one general limitation of one-shot NAS is that the architecture of the supergraph
actually restricts the search space of its subgraph. Therefore, the performance of one-
shot NAS relies on a good design of the search space. Moreover, the size of the super-
graph will be relatively small because the entire supergraph needs to be cashed in the
GPU memory during the architecture search process.
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Bayesian Approach Since this thesis is based on BayesNAS [64], which employs
Bayesian learning, a brief introduction of BayesNAS is presented. It treats neural
architecture search problem as a netowrk compression problem on the architecture pa-
rameters form an over-parameterized network. The main idea is to use Hierarchical
sparse priors to model the architecture parameters. BayesNAS ([64]) uses the priors
to model the dependency between a node and its predecessors and successors, which
is often disregarded by current NAS approaches. This is mainly the consequence of
improper zero operations. Consider the case that all operations from a node’s predeces-
sors are zero, which means that this node is disconnected with all the previous nodes.
However, there is the case that the child network still has other non-zero edges to keep
it connected as shown in Figure 2.14. For a complex search space, it would take extra
cost to safely check and remove such isolated nodes from the graph. For each wo

i j, they
introduce a variable, switch so

i j which has two states {ON, OFF}. Then they assign a
probability distribution to encode this logic, for example Gaussian distribution, over
wo′

i j . If sii′ is OFF, sii′ = 0, γo
jk will always be a small value close to zero. which means

that we have great confidence that the corresponding weight w jk is zero. Therefore,
the super-graph can be pruned based on γ. Bayesian approach shares the advantage of
Bayesian learning. It prevents overfitting and promotes sparsity by specifying sparse
priors.

Figure 2.14: An example of the problem caused by disregarding dependency. Left: The iso-
lated node 2 should be removed from the graph but there are still edges to keep it connected.
Right: Expected connected graph with no connection from node 2 to 3 and from node 2 to 4

2.3.3 Performance Estimation Strategy

The search strategy of NAS defines how to generate an architecture that maximizes the
evaluated performance. To guide these approaches, the performance of architectures
on unseen dataset needs to be estimated. We can always train architectures on training
dataset from scratch and report their performance on validataion dataset, which is the
simplest option. However, the computation cost can be expensive and the number of
architectures that can be explored will be limited. For example, the computation cost
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of NAS ([66]) is in the order of thousands of GPU days. Therefore, some recent work
focuses on methods that could estimate the performance without much cost.

Estimation Based on Lower Fidelities The computation cost of performance es-
timation can be reduced by validating architectures based on lower fidelities of the
actual performance after normal training. Low-fidelity approximations include shorter
training time ([67]), training on a subset of data ([32]), and on lower-resolution im-
ages ([14]). However, estimation based on lower fidelities can introduce bias because
the performance is typically underestimated. Even search strategies which ranks all
candidated architectures may not solve this problem. [62] indicates that the relative
ranking is not stable if the difference between the low-fidelity approximations and the
real evaluation is too big.

Estimation Based on Extrapolation Some recent works propose another possible
way of estimating an architecture’s performance based on extrapolation. [3] trains
a prediction network with initial learning curves. Then it will predict the converged
performance based on the learning curve for a predefined number of epochs. The
architectures which are predicted to perform poorly will be terminated to speed up the
estimation process. [36] trains the prediction network with architectural/cell properties
instead of learning curve and extrapolate to architectures/cells with larger size than
architectures during training.

Estimation Based on Weight Sharing Weight sharing is another promising approach
to speed up performance estimation. The main idea is to reuse weights between dif-
ferent architectures as shown in Figure 2.15. [50] formulates the NAS problem as
searching for subgraphs in a super directed acyclic graph. The weights corresponding
to each operation are shared between different subgraphs. This significantly speed up
the estimation process as we only need to train the weights of the supergraph. The gen-
erated architectures do not need to be trained because they can inherit trained weights
from the supergraph. However, weight sharing may also introduce biases into the ar-
chitecture search. Consider the case that there is an initail bias in exploring some parts
of the search space more than others. The weights of the supergraph will be better
adapted for these architectures. And in return the bias of the search to these parts of
the search space would be reinforced. This may lead to premature convergence of NAS
to a region of suboptimal architectures.

2.4 Bayesian Learning

Bayesian learning [40, 7, 48] is a particular set of approaches to probabilistic machine
learning. Bayesian learning treats model parameters as random variables. To define
a model, a generative process is provided describing how the data was created, which
also includes the known model parameters. The initial beliefs about parameters are
the distributions over possible values that the parameters might take [48, 7]. Data is
viewed as observations from the generative process. And the beliefs about parameters
will be updated based on observations, which means that a new distribution over the
parameters will be assigned. Bayesian learning uses Bayes’ theorem to determine the
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Figure 2.15: Example for weight sharing with only two operations in the chain-structured
search space. Each box has its own weights, every path is one architecture in the search space
(e.g. the red path). Thus, weights are shared across different architectures.

conditional probability of a hypotheses given some evidence or observations. In this
section, several key concepts related to Bayesian learning are explained.

2.4.1 Bayes’ Theorem

The main idea of Bayes’ theorem is that we can calculate the probability of an event
given prior knowledge of some conditions related to the event [7, 48]. Equation 2.18
states Bayes’ theorem mathematically.

P(A|B) = P(B|A)P(A)
P(B)

(2.18)

where A and B are events and P(B) 6= 0. P(A|B) and P(B|A) are the likelihood of a
event occuring when another event is true. P(A) and P(B) are often called marginal
likelihood, which represents the probabilities of observing A and B independently of
each other.

2.4.2 Bayesian Inference

Given Bayes’ theorem, we can computes the posterior probability based on a prior
probability and a likelihood function derived from observed data [40]. Assume that:

• x: a data point

• θ: the parameter of data distribution

• α: the hyperparameter of parameters’ distribution

• X: the set of observed data points, x1, ...,xn

• x̃: a new data point with distribution to be predicted
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Therefore, the posterior distribution can be seen as the distribution of parameter θ

after observing X, which is determined by Bayes’ theorem:

p(θ|X,α) =
p(θ,X,α)

p(X,α)
=

p(X|θ,α)p(θ,α)
p(X|α)p(α)

=
p(X|θ,α)p(θ|α)

p(X|α)
(2.19)

where p(X|α) =
∫

p(X|θ)p(θ|α)dθ.
Then we can predict the distribution of a new data point x̃, which is also known as

the posterior predictive distribution, by:

p(x̃|X,α) =
∫

p(x̃|θ)p(θ|X,α)dθ (2.20)

2.4.3 Evidence Framework

In most cases, the hyperparameter α in Equation 2.19 is unknown. However, they can
be set accoding to evidence framework [40]. Given the noise precision β, the evidence
framework works as follows. First, the parameters are estimated by:

p(X|α,β) =
∫

p(X|θ,β)p(θ|α)dθ (2.21)

Then the hyperparameters can be updated by:

βt =
N− γ

(Y−Xθ)>(Y−Xθ)
(2.22)

and

αt =
p(X|αt−1,βt−1)

2θ>θ+Trace(∑)
(2.23)

where N is the number of inputs, ∑ is the covariance of the input data, and γ is the
number of the ’well-determined’ coefficients, given by

γ = p(X|αt−1,βt−1)−αt−1Trace(∑) (2.24)

The derivation of Equation 2.22 to 2.24 is available in [40].

2.5 Approximate Inference Methods

In case of neural networks, Bayesian inference can be used to calculate the posterior
distribution P(θ|D) of the network parameters given the training data. This distribu-
tions can then answer predictive quires about unseen data by taking expections. Each
possible configuration of the parameters, weighted according to the posterior distri-
bution, makes a prediction about the unknown label given the test data. Thus taking
an expectation under the posterior distribution on parameters is equivalent to using an
ensemble of an uncountably infinite number of neural networks [8]. However, this is
not tractable in practice because of the large size of neural networks.

Several approaches have been proposed to find approximation to the posterior dis-
tribution on the parameters, e.g., the Laplace approximation [40], Hamiltonian Monte
Carlo [48] and variational inference [25, 23]. Among these methods, the Laplace
approximation is widely used because of its easy implementation. The Laplace ap-
proximation [40] is based on a second-order Taylor approximation of the log posterior
around the MAP estimate, which results in a Gaussian approximation to the posterior.
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2.5.1 Taylor Series

In mathematics a function can be represented by a Taylor series, which is an infinite
sum of terms that are calculated from the values of the function’s derivatives at a single
point [58]. The Taylor series of function f (x) that is infinitely differentiable at point a
is the series:

f (x) = f (a)+
f ′(a)
1!

(x−a)+
f ′′(a)

2!
(x−a)2 +

f ′′′(a)
3!

(x−a)3 + ... (2.25)

Then the function can be approximated by using a finite number of terms of Taylor
series [1]. In case of a second-order Taylor approximation, which is also know as a
quadratic approximation, we can get:

f (x) = f (a)+
f ′(a)
1!

(x−a)+
f ′′(a)

2!
(x−a)2 (2.26)

2.5.2 MAP

In Bayesian statistics, a maximum a posterior probability (MAP) estimate is an esti-
mate of an unknown quantity based on observed data [47]. Assume that X is the set of
observed data points, x1, ...,xn, and θ is the parameter of data distribution. According
to Bayes’ Theorem, the posterior distribution can be calculated by

p(θ|X) =
p(X|θ)p(θ)

p(X)
(2.27)

The method of maximum a posterior estimation then estimates θ [4]:

θ̂MAP(x) = argmax
θ

f (θ|x) = argmax
θ

p(X|θ)p(θ)
p(X)

(2.28)

Since the marginal likelihood p(X) is always positive and does not depend on θ, it
plays no role in the optimization. Therefore, we can rewrite Equation 2.27 as:

θ̂MAP(x) = argmax
θ

p(X|θ)p(θ) (2.29)

2.5.3 Laplace approximation

The Laplace approximation is a method of approximating Bayesian parameter estima-
tion [40]. It will find a Gaussian approximation to the conditional distribution of a set
of continuous variables.

Assume that an unnormalized probability density P∗(x) which achieves its maxi-
mum at a point x0. Its normalizing constant is:

ZP ≡
∫

P∗(x)dx (2.30)

If we Taylor-expand the logarithm of P∗(x) around its maximum point x0 where ∂

∂x lnP∗(x)|x=x0 =
0 and approximate P∗(x) using 2nd derivative, we can get:

lnP∗(x)' lnP∗(x0)−
c1

2
(x− x0)−

c2

2
(x− x0)

2 (2.31)
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where

c1 =−
∂

∂x
lnP∗(x)|x=x0 (2.32)

and

c2 =−
∂2

∂x2 lnP∗(x)|x=x0 (2.33)

Since x0 is a local maximum and ∂

∂x P∗(x)|x=x0 = 0, we can rewrite Equation 2.31 as:

lnP∗(x)' lnP∗(x0)−
c
2
(x− x0)

2 (2.34)

where

c =− ∂2

∂x2 lnP∗(x)|x=x0 (2.35)

We then approximate P∗(x) by an unnormalized Gaussian:

Q∗(x)≡ P∗(x0)exp{− c
2
(x− x0)

2} (2.36)

and approximate the normalizing constant ZP by the normalizing constant of this Gaus-
sian,

ZQ = P∗(x)

√
2π

c
(2.37)

Equation 2.30 to 2.37 can be generalized to approximate ZP for a density P∗(x)
over a K-dimensional space x. Assume A is the Hessian matrix, the matrix of the
second derivatives, of −lnP∗(x) at the maximum x0. And we can get:

Ai j =−
∂2

∂xi∂x j
lnP∗(x)|x=x0 (2.38)

Then Equation 2.31 can be generalized to:

lnP∗(x)' lnP∗(x0)−
1
2
(x−x0)

>A(x−x0) (2.39)

The normalizing constant can be approximated by:

Zp ' ZQ = P∗(x)
1√

det 1
2π

A

= P∗(x)
√

(2π)K

detA

(2.40)

Predictions can be made using the approximation Q∗

Q∗(x)≡ P∗(x0)exp{1
2
(x−x0)

>A(x−x0} (2.41)
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Chapter 3

BayesNAS for RNN

BayesNAS [64] is a promising method to significantly reduce search time. It employs
the classic Bayesian learning approach using hierarchical automatic relevance deter-
mination (HARD) priors. It can find candidated architectures by training the over-
parameterized network for only one epoch. However, this work is only able to design
convolutional cells for image classification. Since our goal is to extend BayesNAS to
the design of recurrent architectures, this section first describes how the search space
for RNN is designed. Then the details of the search strategy of BayesNAS are ex-
plained.

3.1 Search Space

The search space of neural architecture search defines what kind of neural architectures
could be learned based on a NAS approach. Specifically for recurrent neural network,
we search for a basic recurrent cell. The inputs of the learned cell are the input of
the current time step and output of the previous time step and the hidden state of the
current time step is generated based on the inputs. Therefore the learned cell could be
recursively connected to form a recurrent neural network.

3.1.1 Design Search Space as a DAG

[66] iterates over all of the possible graphs and search for a cell based on the reward
signal. We can consider this as searching for sub-graphs in a super-graph. Therefore,
the search space of NAS could be viewed as a directed acyclic graph (DAG) ([50];
[38]). The candidate architecture can be generated by sampling a sub-graph of the
DAG. The edges in the DAG represent the operations and the nodes represent the local
feature map.

We design our search space as followings. A recurrent cell is viewed as a directed
acyclic graph, which consists of an ordered sequence of N nodes. Each node xi is asso-
ciated with a feature map in the recurrent network and each edge ei, j represents a kind
of operations oi, j ∈ O which transforms the feature map xi. To control the information
flow in the graph, operations of all edges are associated with scaling scalars wo

i, j. The
input nodes are defined as the input of the current time step and the hidden state of the
previous time step. For the output of the recurrent cell, all the intermediate nodes are
averaged. The cell uses the average as the output. Since all the nodes are ordered, each
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intermediate node is connected with all of its predecessors. The intermediate node is
computed by

x j = ∑
i< j

∑
o∈O

wo
i, joi, j(W o

i, jxi) (3.1)

where W = {W o
i, j} are network parameters and w = {wo

i, j} are architecture parameters.
Figure 3.1 illustrates an example of how to design recurrent cell. The example recur-
rent cell has N = 4 nodes and two alternative operations. The two input nodes xt and ht

represents the input of the current time step and the hidden state of the previous time
step respectively. The first node, node 0, is obtained by linearly transforming xt and ht ,
summing the results then passing through a tanh activation function, which means that
x0 = tanh(xt ·Wx +ht ·Wh). Note that how to compute x0 is fixed. Then for each of the
intermediate nodes, node 1 to 3, the search strategy decides the index of its predecessor
to connect with and the kind of operation to apply. For example, Figure 3.2 shows a
learned cell with x1 = relu(x0 ·W relu

0,1 ), x2 = tanh(x0 ·W tanh
0,2 ), and x3 = relu(x1 ·W relu

1,3 ).

x_{t}

0

h_{t-1}

1

2

3 h_{t}

Figure 3.1: The DAG defines the search space of NAS. The very first two nodes xt and ht are
the input of the current time step and the output of the previous time step. The red and blue
arrows represent candidate operations.

x_{t}

0

h_{t-1}

1relu

2

tanh

3
relu

h_{t}

Figure 3.2: An example of the learned recurrent cell.

3.1.2 Recurrent Highway Network (RHN)

In a standard recurrent layer, assume xt is the inputs of the current time step and ht−1
is the hidden state of the previous time step. Then the current hidden state can be
computed by:

ht = fH(WIHxt +WHHht−1 +bH) (3.2)

Therefore, there is only one nonlinear transition function fH from one time step to
the next in a standard recurrent layer. However, in our search space as discussed in
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Section 3.1.1, each recurrent cell has more complex nonlinear transition functions.
In each time step, the depth of the step-to-step recurrent state transition is increased,
which is also known as the recurrence depth [65].

Compared to stacking recurrent layers, increasing the recurrence depth can add
significantly higher modeling power to an RNN as shown in Figure 3.3. Assume that
there are T time steps. Stacking d recurrent layers allows a maximum path length
of d + T − 1 between hidden states, while a recurrence depth of d enables a maxi-
mum path length of d×T . While this allows greater power and efficiency using larger
depths, it also explains why such architectures are much more difficult to train com-
pared to stacked RNNs. Deep networks suffer from what are commonly referred to
as the vanishing and exploding gradient problems [26], because the magnitude of the
gradients may shrink or explode exponentially during backpropagation.

Figure 3.3: Comparison of (a) stacked RNN with depth d and (b) Deep Transition RNN of
recurrence depth d, both operating on a sequence of T time steps. The longest path between
hidden states T time steps is d×T for Deep Transition RNNs.

In order to solve the gradient issues and augment the simple transformations be-
tween nodes, our setting is similar to the settings of ENAS ([50]) and DARTS ([38]).
Each operation in the DAG is enhanced with a highway bypass ([65]) as shown in
Figure 3.4. Highway connections enable easy training of very deep feedforward net-
works through the use of adaptive computation. Assume the output of node i is si. Let
h = σ(Whsi−1), c = sigmoid(Wcsi−1) be outputs of nonlinear transforms with associ-
ated weight matrices and σ is the activation function of the corresponding operation.
Therefore, the output of node i could be computed by:

si = c⊗h+(1− c)⊗ si−1 (3.3)
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For instance, instead of having x2 = tanh(x0 ·W tanh
0,2 ) as shown in the example from

Section 3.1.1, we have
x2 = c⊗h+(1− c)⊗ x0 (3.4)

where c = sigmoid(x ·W (c))0,2) and h = tanh(x ·W (h))0,2)

Figure 3.4: An illustration of enhancement of operation. si−1 and si are two nodes in the DAG,
which represents feature maps. σ is the activation function. Instead of applying operation σ

directly, each operation in the DAG is enhanced with a highway bypass.

3.2 Dependency

In this section, how to model the dependency between a node and its predecessors
and successors is stated. As shown in Figure 2.14, both the blue and red edges from
node 2 to 3 and from node 2 to 4 should be removed as a consequence. Therefore, the
following proposition is presented:

Proposition 1 There is no information flow from node j to node k under operation
o′ if and only if all the operations of all the predecessors of node j are zeros or the
corresponding scaling scalar wo′

j,k in Equation 3.1 is zero.

One possible expression to encode this proposition is wo′
j,k ∑o∈O ∑i< j wo

j,k. In order
to implement this expression, for each wo

i j, we introduce a variable, switch so
i j which

has two states {ON, OFF}. Assume that wo′
jk is redundant if so′

jk is OFF or all so
i j are

OFF, ∀i < j,o ∈ O. One possible solution is⋃
i< j

⋃
o∈O

{so
i j ∩ so′

jk} (3.5)

To encode set union and intersection, assume that s is a continous variable. If s = ∞,
the switch is ON and s = 0 for OFF. Then we can use addition and multiplication to
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represent set union and intersection respectively. For example, if s1 is ON and s2 is
OFF, then s1∪ s2 is ON and s1∩ s2 is OFF, which can be represented by s1+ s2 = ∞

and s1× s2 = 0 respectively.
An approach to encode this logic is to assign a probability distribution, for example

Gaussian distribution, over wo′
i j

p(wo′
jk) = N (wo′

jk|0,so′
jk),∑

i< j
p(wo

i j) = ∑
i< j

N (wo
i j|0,so

i j) (3.6)

Since wo
i j,∀i, j,o are independent with each other, the distribution over wo′

jk ∑i< j wo
i j is

p(wo′
jk ∑

i< j
wo

i j) = N (wo′
jk|0,so′

jk)∑
i< j

N (wo
i j|0,so

i j)

= N (wo′
jk|0,so′

jk)N (∑
i< j

so
i jw

o
i j

∑i< j so
i j
|0,so

i j)

= N (wo′
jk ∑

i< j

so
i jw

o
i j

∑i< j so
i j
|0,γo′

jk)

(3.7)

where

γ
o′
jk = (

1
∑i< j ∑o∈O so

i j
+

1
so′

jk
)−1 (3.8)

Since Equation 3.5 and Equation 3.7 are equivalent, we may find the redundant opera-
tions in a probabilistic manner by applying Bayesian methods.

In our search space, we exclude zero operations as candidate operations. This is
because zero operations should have higher priority than other possible operations.
Once zero operations are selected, all the non-zero operations should not be selected
after all. Instead a dummy node i′ is added between node i and node j. Only a single
identity operation is allowed. The associated weight wii′ is trainable and initialized to
1 as well as its switch sii′ . If s′ii if OFF, all the operations from i′ to j will be disabled.
Therefore Equation 3.8 can be rewritten as:

γ
o′
jk = (

1
∑i< j ∑o∈O(sii′+ so

i′ j)
−1 +

1
so′

jk
)−1 (3.9)

Equation 3.9 encode the logic of Equation 3.5. If sii′ is OFF, which means that sii′ = 0,
γo

jk will always be a small value close to zero. Therefore, we have great confidence
that the corresponding weight w jk is zero.

3.3 Search Strategy

The search strategy details how to explore the search space. Since our search strategy
is one-shot based, the objective becomes removing redunt edges. This section explains
how BayesNAS employ classic Bayesian learning to determine the uncertainty of pa-
rameter distribution.
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3.3.1 Bayesian Neural Network

We can easily apply Bayesian learning to the NAS problem ([64]). The likelihood for
the network weights and the noise precision σ−2 is

p(Y|W,w,X,σ2) =
N

∏
n=1

N (yn|Net(xn;W,w);σ
2) (3.10)

We have assigned a Gaussian prior distribution. In particular,

p(W|λ) = ∏
i< j

∏
o∈O

N (W o
i j|0,λ−1) (3.11)

p(w|s) = ∏
j<k

∏
o∈O

∏
o′∈O

N (wo′
jk ∑

i< j
wo

i j|0,γo′
jk) (3.12)

where γo′
jk is the variance of wo′

jk as defined in Equation 3.9 and σ−2, λ and s are hy-
perparameters. Hierarchical priors are employed on these variables using Gamma
priors on the inverse variances following Mackay’s evidence framework ([40]). Fol-
lowing [7], the hyper-prior for these hyperparameters can be chosen to be a gamma
distribution, i.e., p(λ) = Gam(λ|aλ,bλ), p(σ−2) = Gam(σ−2|aσ−2

,bσ−2
) and p(so

i j) =

Gam(so
i j|a

so
i j ,bso

i j). To make these priors flat, we fix a and b to zero, which means
that the priors are uniform for analysis and implementation. This formulation of prior
distribution is a type of hierarchically constructed automatic relevance determination
(HARD).

Then we can get the posterior distribution based on Bayes’ rule:

p(W,w,λ,s,σ2|D) =
p(Y|X,W,w,λ,s,σ2)p(W|λ)p(w|s)p(λ)p(γ)p(σ2)

p(Y|X)
(3.13)

In a NAS problem, we only focuse on the architecture parameters w, which means that
we can fix hyperparameters related to network parameters W. Particularly, λ is set to
the weight decay coefficient in SGD and σ2 is set to the regularization coefficient for
network parameters. In case of uniform hyperpriors, we only need to maximize the
term p(Y|λ,s,σ2) ([40], [7]):∫ ∫

p(Y|W,w,X,λ,s,σ2)p(W|λ)p(w|s)dWdw (3.14)

3.3.2 Laplace approximation

Since the quantity in Equation 3.14 is the marginal likelihood [48], we can use the
Laplace approximation to approximate the integral. However, we need to compute the
inverse Hessian of the log-likelihood in Equation 2.39 if we adopt Laplace approxi-
mation, which can cause intensive computation cost. For a k dimensional parameter
vector, computing the Hessian needs O(k2) evaluations of the log likelihood function.
Due to the large size of the practical neural networks, k can be very large. It presents
a significant computation cost, which makes it infeasible. We propose an efficient
method to approximate Hessian in RNN. The detailed approximation method is ex-
plained in Chapter 4.
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3.3.3 Optimization

The search strategy is summarized in Algorithm 2. The candidate architecture is de-
rived by:

1. Jointly train architecture parameters w and network weights W by minimizing
the loss function. The loss function has three components: the performance pre-
diction loss lpred , the regularization of network weights W and the regularization
of architecture parameters w:

L = lpred +λ‖W‖2
2 +λw ∑

i< j
∑
o∈O

∥∥ω
o
i j(t)w

o
i j

∥∥
1 (3.15)

where λ and λw are the regularization coefficients of network parameters and
architecture parameters respectively.

2. Freeze the architecture parameters w and compute corresponding hessian.

3. Update the variables associated with w. Equation 3.16 computes the convariance
of the posterior of the energy function over data. Equation 3.18 updates the
value of hyperparameter s, which represents the uncertainty of the corresponding
architecture parameter. However, the update rules for s does not consider the
dependency has been explained in Section 3.2. Therefore, based on the Gaussian
prior defined in Equation 3.8 and 3.9, the uncertainty could be computed in
Equation 3.19.

4. Prune the architecture. Since p(wo′
jk) in Equation 3.7 is Gaussian with zero mean

γo′
jk variance, the maximum information entropy of the distribution is 1

2 ln(2πeγo′
jk).

Therefore if γo′
jk ≤ 0.0585, the related link will be removed.

To make our generated architectures comparable with those in the existing work, for
each node, we retain the edge with the highest γ in the pruned graph, which means that
we select the operation of its prodecessor with the highest confidence that the operation
should not be removed.
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Algorithm 2 BayesNAS Algorithm
Initialization:

γ(0),ω(0),w(0) = 1, sparsity intensity λo
ω ∈ R+

Iteration:
for t = 1 to Tmax do

1. Update w and W by minimizing loss function
2. Compute Hessian for w
3. Update variables associated with w
while i < j < k,o,o′ ∈ O do

Co′
jk(t) = (

1
γo′

jk(t−1)
+Ho′

jk(t))
−1 (3.16)

ω
o′
jk(t) =

√
γo′

jk(t−1)−Co′
jk(t)

γo′
jk(t−1)

(3.17)

so′
jk(t) =

∣∣∣∣∣wo′
jk(t)

ωo′
jk(t)

∣∣∣∣∣ (3.18)

γ
o′
jk(t) = (

1
∑i< j ∑o∈O so

i j(t)
+

1
so′

jk(t)
)−1 (3.19)

end while
end for
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Efficient Hessian Computation

As shown in Equation 3.16, to make the algorithm work, we need Hessian of ar-
chitecture parameters. Although Hessian of weight matrix has been widely used in
second-order optimization technology, it is still not feasible to calculate explicit Hes-
sian directly because of the great computation cost. Inspired by the Hessian calculation
methods for Fully Connected (FC) layers as shown in [9], we propose a recursive and
efficient method to compute the Hessian of recurrent layer.

4.1 Hessian computation for fully connected layer

Previous work [9] proposed a recursive method to compute H in a fully connected
layer. The behaviour of fully connected layer can be formulated as:

ho
j =W o

i, jai, ai = σ(hi) (4.1)

where hi is the pre-activation value of node i and ai is the activation value of node i.
σ represents the element-wise activation function. W o

i, j is the weight matrix associated
with operation o between node i and node j. Therefore, the hessian H of W o

i, j can be
computed by:

Ho
i, j = ai · (ai)

>⊗Ho
j (4.2)

where ⊗ stands for Kronecker product.
The pre-activation Hessian Ho

j is known and could be used to compute the pre-
activation Hessian recursively for the previous layer:

Hi = Bi(W o
i, j)
>Ho

j W
o
i, jBi +Di (4.3)

where

Bi = diag(σ′(hi)), Di = diag(σ′′(hi)◦
∂L
∂ai

) (4.4)

It should be noted that diag() does not represent extracting the diagonal values of input
variable. Instead it means that Bi and Di are diagonal matrices, whose diagonal values
are the first and second derivatives of σ respectively. If we replace the original pre-
activation Hessian Ho

j and Hessian H with their diagonal values for recursive computa-
tion, the matrix multiplication could be reduced to vector multiplication, which means
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that the computation complexity could be significantly reduced. We could rewrite the
Hessian computation process as:

Ho
i, j = a2

i ⊗Ho
j (4.5)

Hi = B2
i ◦ (((W o

i, j)
>)2Ho

j )+Di (4.6)

where

Bi = σ
′(hi), Di = σ

′′(hi)◦
∂L
∂ai

(4.7)

4.2 Hessian computation for recurrent layer

A RNN cell could be unrolled over the time sequence. We denote ut , xt , and ot as the
input of the current time step, the hidden state of the current time step and the output
of the current time step respectively. The mathematical operation in a recurrent layer
can be formulated as:

xt = tanh(Wiut +Wxxt−1) (4.8)

ot = σ(Woxt) (4.9)

where Wi, Wx and Wo represent the weight matrix of the input, hidden state and output.
σ is the output activation function. Therefore, the Hessian computation at a certain
time step can refer to the approach for fully connected layer which has already been
explained.

The left main problem is how to conduct sequential Hessian calculations when
considering the influence of time sequence and the backward propagation through time
(BPTT) process. BPTT is a generalization of back-propagation for feed-forward net-
works. The standard BPTT method for learning RNN unfolds the recurrent neural
network in time and propagates the gradient backwards through time as shown in Fig-
ure 4.1. Assume θ is the set of network parameters and ht represents the hidden state
at time t. The gradient of ht is

∂L
∂θ

=
T

∑
t=1

∂Lt

∂θ
(4.10)

where the expansion of loss function gradients at time t is

∂Lt

∂θ
=

t

∑
k=1

(
∂Lt

∂ht

∂ht

∂hk

∂hk

∂θ
) (4.11)

∂hk
∂θ

describes how the parameters affect the loss at time step k. Also, in order to
transport the error from time step t to time step k, we have

∂ht

∂hk
=

t

∏
i=k+1

∂hi

∂hi−1
(4.12)
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Figure 4.1: An abstract illustration of BPTT process of RNN

How we compute Hessian is similar to the computation of gradient. Assume that
the input sequence length of a RNN cell is T and τ is the backward propagation time
horizon. Thus, the Hessian for Wo can be calculated as:

Ho =
1
T

T

∑
t=1

Ht
o (4.13)

where Hessian Ht
o = (xt)

2⊗Ht
o and Ht

o is the pre-activation Hessian of Wo at time step
t.

Next we compute the pre-activation Hessian for Wx. Then the Hessian Hx is com-
puted as:

Hx =
T

∑
t=1

t

∑
k=1

Ht,k
x (4.14)

Ht,k
x = (xk−1)

2⊗Ht,k
x (4.15)

where Ht,k
x and Ht,k

x represent the Hessian and the pre-activation Hessian transported
from time step t to time step k respectively. Therefore, we can compute Ht,bptt

x as:

Ht,k
x =

t

∏
bptt=k+1

B2 ◦ (((Wx)
>)2Hbptt,bptt−1

x ) (4.16)

where

B = σ
′(hbptt), D = σ

′′(hbptt)◦
∂L

∂xbptt
(4.17)

To avoid the gradient issues in recurrent neural network, at each time step t, we
compute the pre-activation Hessian Hx and Hessian Hx over a proper backward time
horizon τ. Therefore, we can rewrite Equation 4.14 as:

Hx =
1

T × τ

T

∑
t=1

t

∑
k=t−τ+1

Ht,k
x (4.18)

Similarly the Hessian of the input could be computed as:

Hi =
1

T × τ

T

∑
t=1

t

∑
k=t−τ+1

Ht,k
i (4.19)
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where Ht,k
i = (uk−1)

2⊗Ht,k
i . Ht,k

i can be computed as:

Ht,k
i =

t

∏
bptt=k+1

B2 ◦ (((Wi)
>)2Hbptt,bptt−1

i ) (4.20)

B = σ
′(hbptt), D = σ

′′(hbptt)◦
∂L

∂hbptt
(4.21)

4.3 Hessian computation for architecture parameters

Now we need to consider the computation of Hessian of architecture parameters. The
output from node i to node j under operation o can be computed as:

Bo
j = wo

i jBi (4.22)

where wo
i j is the architecture parameter and Bi = ∑o∈O Bo

i is the output from node i.
Since wo

i j is a scalar, inspired by [9], the Hessian of wo
i j can be computed as:

Ho
i j = E(B2

i H j) (4.23)

where E return the mean. The pre-activation Hessian of wo
i j can be computed as:

Hi = ∑
o∈O

(wo
i j)

2H j (4.24)
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Chapter 5

Experiments

In this section, the designed experiments which search for competitive novel RNN
architectures on datasets of language modelling are reported. Our settings are similar
to settings of [38]; [50]; [39].

5.1 Datasets

In the following, the datasets which are relevant for this work will be discussed. These
datasets were pre-splitted when we downloaded them.

5.1.1 Penn Treebank

The Penn Treebank ([41]) has long been a central data set for experimenting with
language modeling. It is a corpus consisting of over 4.5 million words of Ameri-
can English, which consists of 929k training words, 73k validation words, and 82k
test words. The data set was heavily preprocessed by [45]. Words were lower-cased,
numbers were replaced with N, newlines were replaced with < eos >, and all other
punctuation was removed. The vocabulary has 10k words. The rest of the tokens was
replaced by an < unk > token.

5.1.2 WikiText-2

WikiText-2 ([43]) is another benchmark dataset for language modelling. The PTB
was heavily preprocessed which means that it has many limitations and is unrealistic
for real language use. To overcome these limitations, WikiText-2 was constructed by
using articles extracted from Wikipedia which have been reviewed by humans. It is
broad in coverage and stable. The size of WikiText-2 is two times the size of the Penn
Treebank dataset. It has 2088k training words, 217k validation words, and 245k test
words. The vocabulary has more than 33k words.

5.2 Architecture Search

The set of operations includes four activation functions, tanh, relu, sigmoid and iden-
tity mapping, which follows [50], [66], and [38].
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The cell has 12 intermediate nodes. The first node, node 0, is obtained by adding
the results of linearly transforming the two input nodes and passing through a tanh
activation function. The rest of the cell is learned based on the search strategy. Each
operation is enhanced with highway connections([65]). The output of each node is
the sum of results of all operations of all its predecessors. And the final output of
the cell is the average of all intermediate nodes. Considering the gradient explosion
problem, batch normalization layer is always added after each node during architecture
search stage. Also in order to avoid scaling the output of each operation, the affine
parameters of batch normaliztion is not learnable, which means that γ = 1, β = 0. The
final recurrent neural network is a single cell without stacking.

Both the embedding and the hidden sizes are set to 300. Dropout is applied to
several layers([19]), 0.2 to word embeddings, 0.75 to the cell input, and 0.25 to all the
hidden nodes. Other training settings are identical to those in [44].

x_{t}
0

h_{t-1}

1relu

2identity

5identity

6
identity

3identity

4
relu

7tanh

h_{t}

8identity

(a) λ = 0.15

x_{t}
0

h_{t-1}

1sigmoid

3
tanh

2relu

5relu

6identity h_{t}

7identity

4relu

8relu

(b) λ = 0.17

Figure 5.1: The best 2 cells after training for 800 epochs
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Figure 5.2: The learned cell with fewer parameters (λ = 0.20)

5.3 Architecture Evaluation

To determine the architecture for final evolutation, the set of regularization coefficients
of architecture parameters λw (Equation 3.15) is set to {0.1,0.13,0.15,0.17,0.2}. For
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each λw value, we run the experiments four times with different random seeds because
the architecture learned can be initialization-sensitive (Figure 5.3). Therefore, there are
20 candidated architectures. For evaluation, we first train all candidates five times for
800 epochs. The best 2 cells are picked based on their average validation performance
obtained. The best 2 cells after training for 800 epochs are shown in Figure 5.1. To
evaluate the selected architectures, we train them for 2500 more epochs and report
their performance on the test dataset.

Figure 5.3: Search progress for recurrent cell on Penn TreeBank. For each λ, we run the
experiments four times with different initial seeds and report the mean and variance of the
performance.

Experimential details A single layer recurrent neural network is trained 3300 epochs
in total with batch size 64 using averaged SGD([51])(ASGD), with learning rate ηw =
10 and weight decay 8× 10−7. To speedup, we start with SGD and trigger ASGD
using the same protocol as in [44]. To ensure the model size is comparable with other
baselines, the sizes of both the embedding and the hidden layer are set to 850. We
apply variational dropout ([19]) of 0.1 to word embeddings, 0.75 to the cell input, 0.25
to the hidden nodes, and 0.75 to the output layer. Other training settings are identical
to those in [44]. For fair comparison, we do not finetune our model at the end of the
training, nor do we use any additional enhancements.

As we treat the architecture search problem as model compression and remove the
edge of operation o′ between node i and node j if γo′

i j ≤ 0.0585, our search strategy is
able to learn a light cell with acceptable performance decrease but with fewer param-
eters as shown in Figure 5.2. Two intermediate nodes are not connected with any of
their predecessors. Therefore, they are removed from the graph. One thing to be noted
is that grid search is not used for architecture search due to the limited time. Therefore,
the learned cells may not be optimal. It is likely for our search strategy to learn cells
with better performance or fewer parameters.
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5.4 Normalization

While recurrent architectures are simple and powerful models, it is actually hard to
train them properly. There are two widely known issues with properly training re-
current architectures like LSTM and GRU, the vanishing and the exploding gradient
problems [49]. These gradient problems can be alleviated by normalization. In the
previous work [66, 50, 38, 39], batch normalization is enabled in each node to pre-
vent gradient explosion. However, from the point of view of language modeling, batch
normalization is not applicable to recurrent architectures directly. On one hand, batch
normalization estimates the variance and mean of the inputs of each batch during train-
ing process and uses these estimation values when evaluating the model on validation
dataset during evaluation. Therefore, if the distribution of training data and validation
data is different, batch normalization can result in poor performance on unseen data.
On the other hand, since there are recurrent connections in the architecture, actually
we reuse the same batch normalization layer in all time steps, which means that we
use the same estimated variance and mean at every time step. However, they are more
likely to be different.

In order to get how different normalization methods influence the performance of
the learned cell, two normalization methods, batch normalization and layer normaliza-
tion, are selected. For each method, we can set parameters of the normalization layer
to learnable or non-learnable. If the parameters are not learnable, γ and β are fixed to
1 and 0 respectively. Otherwise they are learned by optimization algorithms. There-
fore, there are four kinds of normaliztion layer to test. Note that for each normalization
method, the same set of initialization seeds is used during the architecture search stage.
The normalization layer is removed during performance estimation stage.

Experimential details A single layer recurrent neural network is trained 50 epochs
in total with batch size 64 using SGD, with learning rate ηw = 10 and weight decay
8× 10−7. The sizes of both the embedding and the hidden layer are set to 850. We
apply variational dropout ([19]) of 0.1 to word embeddings, 0.75 to the cell input, 0.25
to the hidden nodes, and 0.75 to the output layer. Other training settings are identical to
those in [44]. The initialization seed during the search stage is reused here to initialize
network weights.

5.5 Transferability

In order to investigate the transferability of the cells learned by the search strategy
on Penn TreeBank, we train the recurrent cell on another dataset, Wiki-Text2 ([43]),
which has a larger data size compared with Penn TreeBank.

Experimential details The experiment hyperparameters are almost the same as in
Penn TreeBank. A single layer recurrent neural network is trained 3300 epochs in
total with batch size 64 using averaged SGD([51])(ASGD), with learning rate ηw =
10 and weight decay 5× 10−7. To speedup, we start with SGD and trigger ASGD
using the same protocol as in [44]. To ensure the model size is comparable with other
baselines, the sizes of both the embedding and the hidden layer are set to 700. we
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apply variational dropout ([19]) of 0.1 to word embeddings, 0.75 to the cell input, 0.25
to the hidden nodes, and 0.75 to the output layer. Other training settings are identical
to those in [44]. For fair comparison, we do not finetune our model at the end of the
training, nor do we use any additional enhancements.

5.6 Results Analysis

Table 5.1 presents the performance of learned cells generated by different normal-
ization methods. There is not much difference between the performance of batch
normalization and layer normalization. The normalization layer with non-learnable
parameters outperforms that with learnable parameters regardless of how the inputs
are normalized. This can be explained by the fact that the outputs of operations are
rescaled if the parameters are set to learnable.

Table 5.1: Performance of learned cells generated by different normalization methods (lower
perplexity(PPL) is better)

Architecture Valid PPL Parameters(M)
Batch Normalization (non-learnable) 80.4 ± 0.5 23

Batch Normalization (learnable) 82.5 ± 0.4 23
Layer Normalization (non-learnable) 80.7 ± 0.3 23

Layer Normalization (learnable) 82.3 ± 0.4 23

Table 5.2 presents the results of our learned cell and state-of-the-art. The best
model learned by our search strategy can achieve a validation perplexity around 59.62
and test perplexity around 57.20, which is very comparable with state-of-the-art. Our
automatically learned cell is superior to most of the architectures designed manually
except LSTM + SE [61].

Table 5.2: Comparison with state-of-the-art language models on PTB (lower perplexity(PPL)
is better)

Architecture Valid PPL Test PPL Parameters(M) Search Cost(GPU days)
Variational RHN [65] 67.9 65.4 23 -

LSTM [44] 60.7 58.8 24 -
LSTM + skip connections [42] 60.9 58.3 24 -

LSTM + 15 softmax experts [61] 58.1 56.0 22 -
NAS [66] - 64.0 25 104

ENAS(v2) [50] - 55.8 24 0.5
DARTS(1st) [38] 60.2 57.6 23 0.5
DARTS(2nd) [38] 58.1 55.7 23 1

BayesNAS (lambda = 0.17) 59.62 ± 0.53 57.20 ± 0.52 23 0.3
BayesNAS (lambda = 0.20) 60.56 ± 0.38 58.34 ± 0.33 20 0.3

Results in Table 5.3 show the competitive results of the learned cell on WT2 among
automatically architectures, although the transferability between Penn TreeBank and
WikiText-2 seems a bit weak. The performance of our learned cell is worse than most
manually designed architectures on WT2, which is not the case on PTB. This may be
because the learned cell is searched on a small dataset (PTB) while evaluate on a large
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dataset (WT2). If we search directly on WT2, we could get a better performance and
circumvent the issue of transferability.

Table 5.3: Comparison with state-of-the-art language models on WT2 (lower perplexity(PPL)
is better)

Architecture Valid PPL Test PPL Parameters(M) Search Cost(GPU days)
LSTM [44] 69.1 66.0 33 -

LSTM + skip connections [42] 69.1 65.9 24 -
LSTM + 15 softmax experts [61] 66.0 63.3 33 -

ENAS [50] (searched on PTB) 72.4 70.4 33 0.5
DARTS [38] (searched on PTB) 71.2 69.6 33 1

BayesNAS (lambda = 0.17) 72.5 ± 0.3 70.1 ± 0.2 33 0.3
BayesNAS (lambda = 0.20) 74.0 ± 0.1 71.4 ± 0.0 31 0.3

Currently most neural architecture search apporaches search on relatively small
datasets, such as CIFAR and PTB, then transfer the learned architectures to large-scale
datasets, like ImageNet and WT2, although the transferable ability may be a bit weak
and the overall results on large-sclae datasets are less strong. The obstacle of directly
searching on large-scale datasets is the huge search cost. To the best of our known,
we can achieve the lowest search cost compared with other neural architecture search
approaches (20 runs in 0.3 GPU days). Note that the code is not heavily optimized
and it is likey to achieve a lower search cost than reported. Our search strategy is
very efficient which makes searching directly on large-scale datasets possible. We will
explore this opportunity in our future work.
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Chapter 6

Conclusion

In this work, we propose an efficient gradient-based neural architecture search ap-
proach which employs the classic Bayesian learning approach. Our approach reduces
the search cost significantly. We get the candidate architecture which could achieve
competitive performance compared with state-of-the-art architectures by running only
one epoch.

Research Question 1. asks ’How can batch normalization influence the archi-
tecture search? Moreover, how can the behaviour of the algorithm be influenced if
we use other normalization method, for example, layer normalization which is widely
used in RNN?’ - We investigate this in Section 5.4 and find that Batch normalization
alleviates the gradient issues and help to stablize the architecture search process. To
achieve better performance, the parameters of batch normalization layer should not be
learnable to avoid rescaling the outputs of the candidate operations. However, we do
not see much difference between the performance of batch normalization and that of
layer normalization.

Research Question 2. - ’Can this method be extended to recurrent layers to make
classic Bayesian learning approach applicable to design recurrent architectures auto-
matically for language modeling task?’ - To employ Bayesian learning, we propose
an efficient method to compute the Hessian of recurrent layer. Then the posterior vari-
ance can be updated based on Laplace approximation which requires computation of
the inverse Hessian of log likelihood. Our approach is able to find architectures, which
can achieve competitive performance, with much lower search cost compared with
state-of-the-art.

Research Question 3. - ’ Can we generate novel recurrent architectures that can
trade-off between the performance and model size?’ - In our experiments, we find that
we can get more sparse architectures if we increase the regularization coefficient of ar-
chitecture parameters. Finally we discover an architecture with less model parameters
and competitive performance.

In conclusion, our algorithm is a promising method for neural architecture search
for recurrent architectures. The main contributions are presented below.
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6.1 Future Work

There are many directions to improve our NAS approach further. Future research can
focus on improving the efficiency or performance of NAS.

Perform Hessian Computation during Backpropagation The hessian computa-
tion in our implementation is not efficient. Currently to compute the hessian, all the
feature maps are cashed in the memory. However, it is possible to perform hessian
computation during backpropagation, which can further reduce the search cost and
memory used. If so, it may be possible to search directly on large datasets like WT2.
Then the transferability of the learned cell can be improved.

Design novel Search Space Our search space follows Darts and NAO [38, 39],
which could be viewed as a directed acyclic graph. Since the search space defines
what kind of neural architectures could be learned in principle, a different setup of
search space may improve the performance. For example, in our setup, the input of
each node is the sum of all outputs from all its predecessors. We can involve more
combination methods, like element-wise multiplication. Inspired by the construction
of the LSTM cell, we can also introduce memory state as another input to the cell.
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