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Abstract

To equip new counsellors at a Dutch child helpline with the needed counselling skills, the helpline uses role-playing, a form
of learning through simulation in which one counsellor-in-training portrays a child seeking help and the other portrays a
counsellor. However, this process is time-intensive and logistically challenging-issues that a conversational agent could help
address. In this paper, we propose an initial design for a computer agent that acts as a child help-seeker to be used in a
role-play setting. Our agent, Lilobot, is based on a Belief-Desire-Intention (BDI) model to simulate the reasoning process of
a child who is being bullied at school. Through interaction with Lilobot, counsellors-in-training can practise the Five Phase
Model, a conversation strategy that underpins the helpline’s counselling principle of keeping conversations child-centred.
We compared a training session with Lilobot to a text-based training, inviting experienced counsellors from the Dutch child
helpline to participate in both sessions. We conducted pre- and post-measurement comparisons for both training sessions.
Contrary to our expectations, the results show a decrease in counselling self-efficacy at post-measurement, particularly in
Lilobot’s condition. Still, the counsellors’ qualitative feedback indicated that, with further development and refinements,
they believed Lilobot could potentially serve as a useful supplementary tool for training new helpline counsellors. Our work
also highlights three future research directions for training simulators in this domain: integrating emotions into the model,
providing guided feedback to the counsellor, and incorporating Large Language Models (LLMs) into the conversations.

Keywords Conversational agent - Chatbot - Training - Child counselling - BDI - Education

Introduction and logistically difficult to arrange. For instance, multiple

trainees and trainers need to be physically present at the same

The Dutch Kindertelefoon is one of many child helplines
worldwide that provide a safe, low-threshold, and accessi-
ble platform for young people seeking social advice and
emotional support [15]. Children can reach out to the
helpline through telephone or chat services regarding diverse
issues, including family, relationships, sexuality, and abuse
[40]. Supporting children in this manner takes practice in
applying various counselling theories and conversational
strategies. Typically, these are practised through role-play
sessions where one counsellor-in-training (hereafter referred
to as trainee) acts as a counsellor, and another portrays a
child, which is useful in many settings [11, 25]. For skills
acquisition, the opportunity for repeated role-playing with
feedback is critical [29]. This, however, is time-intensive
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location for maximum effect. Using an interactive computer
agent could prove useful to overcome these limitations [35],
as it provides a safe, affordable, and accessible environment
[13, 30].

In this paper, we present a conversational agent that simu-
lates a child help-seeker for training new counsellors at child
helplines. Through interaction with the agent, a trainee could
learn to apply the Five Phase Model [38], a conversation
strategy often used by helplines. The conversational strat-
egy supports the dynamics of a conversation while ensuring
that the conversation remains child-centred. The Five Phase
Model starts by (1) building rapport with the child, (2) clarify-
ing the child’s story, (3) setting the session’s goal, (4) working
toward the goal, and finally (5) rounding off the conversation,
with each phase having guidelines to move the conversation
forward successfully. As pointed out earlier, conversational
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agents designed for training communication skills can pro-
vide a safe learning environment, facilitate the development
of communication skills [21], and enhance students’ self-
efficacy [37]. Such agents include Bruijnes’ virtual crime sus-
pect for training interrogation skills [6] and virtual patients
in the medical domain [7, 9]. However, limited work has
been done using agents to train new helpline counsellors.
An exception is the work of Demasi et al. [10], who pro-
posed a conversational agent for training suicide prevention
hotline counsellors. They found differences in evaluation
between counsellors and crowdsourced workers, with coun-
sellors rating the agent’s dialogue as less coherent, useful, and
consistent. This highlights the importance of clearly defining
and involving the target group in agent evaluations.

Design of Conversation Simulator

To explore the potential of using a conversational agent as
a learning tool, we took a conversation about bullying as a
scenario for trainees to learn how to apply the Five Phase
Model. We developed Lilobot, a conversational agent, i.e.,
chatbot, that simulates a child who is being physically bul-
lied at school and reaches out to a children’s helpline via
their chat-based textual interface (Fig. 7). This agent mim-
ics the interactions of such interfaces. Lilobot was intended
to be gender-neutral. We designed Lilobot’s simulated child
help-seeker scenario together with experts from the helpline,
ensuring the agent exhibits behaviours associated with vic-
tims of school bullying such as low self-esteem and loneliness
[3], social anxiety [19], and poor academic performance [12].
The trainee’s objective is to counsel Lilobot according to the
Five Phase Model so that Lilobot is encouraged to seek help
from people in its network, such as parents or teachers (a con-
fidant). We set the initial beliefs and desires held by Lilobot in
a way that requires trainees to apply the Five Phase Model to
complete the conversation successfully. For that, we inten-
tionally included beliefs that defied common expectations,
like Lilobot suggesting the helpline contact the school. As
the helpline should not do this, it allows trainees to expe-
rience the benefits of following guidelines and what could
happen if, for example, they spend too little time clarifying
the child’s story.

Lilobot Thinking

Lilobot’s ‘thinking’ process is based on a Belief-Desire-
Intention (BDI) computational model which forms the foun-
dation of its decision-making. In simple terms, Lilobot holds
various beliefs about itself and the world which are affected
by the trainee’s input during the conversation. The beliefs
function as parameters on an interval scale ranging from 0
to 1 that can be set at the start, and these values can increase
or decrease during conversation based on the trainee’s input.

@ Springer

By varying the initial parameter settings, trainees can practice
with different configurations of Lilobot, who holds different
beliefs and desires and, therefore, reacts differently in a con-
versation. For convenience, we worked with one fixed initial
parameter setting, which formed its beliefs and desires, i.e.,
the conversational goals it wanted to achieve. Its beliefs and
desires determine its intention, which is the desire that is
most prominent at the point in the conversation. Through
this intention, Lilobot decides on an appropriate response to
the trainee, i.e., an action it selects from its knowledge base.
Lilobot’s desires represent the child’s goals held at a specific
moment in the conversation. The intentions align with how
children might respond if a counsellor follows or deviates
from these phases.

Let us illustrate the interactions between Lilobot and
a trainee through a scenario depicted in Fig. 1. The sce-
nario ends in an undesired outcome as the trainee rushes
through the second phase instead of asking questions to
explore the problem and also showing empathy. When the
trainee types their input, Lilobot uses its Natural Language
Understanding (NLU) model to classify it. In line 1, the
input is recognised as a greeting to initiate the conversa-
tion, which increases Lilobot’s belief (B04) that the helpline
can be trusted. Lilobot’s current desire (D1: Lilobot wants
to talk about its problem) remains unchanged as the belief
value thresholds for the subsequent desire have not been met.
Therefore, Lilobot proceeds with the next action (A1) linked
to the desire D1, which is to introduce the problem. When
the trainee expresses empathy towards the child’s situation
(line 4), Lilobot’s belief that the trainee understands it (B0O5)
increases. As a result, Lilobot provides more information
about the problem (action A2; linked to D1). When asked
about its goal, Lilobot increases its belief that the trainee
asks about its wish (B12), consequently shifting its desire
to D3, which expresses its wish for the helpline to get the
bullies out of school. Lilobot then responds with its goal
beyond the scope of this conversation (line 7) and responds
with a goal that the helpline cannot fulfil-asking the helpline
to contact its school (line 8; A5). As mentioned earlier, this
is a rather uncommon request, but we included it to show
the importance of adhering to the Five Phase Model. The
trainee makes another mistake by rejecting the request to
call the school, without suggesting what the child can do
instead (line 9). Thus, Lilobot’s beliefs about the trainee’s
ability to solve the problem (BO7 and B08) decrease. As the
trainee rushes through the second phase, Lilobot’s beliefs
that the trainee understands its story (B05) and is interested
in it (B06) decreases. Therefore, Lilobot begins to doubt the
trainee’s ability to help, subsequently shifting its desire to D2,
which is to end the conversation. Consequently, Lilobot exe-
cutes its action by saying “Bye!” (A4; linked to D2). Tables
1, 2, and 3 respectively show lists of all beliefs, desires, and
actions that Lilobot holds.
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Fig.1 Sample conversation Line | Dialogue Lilobot BDI reasoning
with Lilobot and corresponding 0 Initial intention: desire D1
BDI reasoning. In this scenario, 1 | Trainee: Hello! Trainee’s intent:
the trainee rushes through the "request_ chitchat_ greeting"
second phase of the Five Phase Belief B04+= 0.1
Model, resulting in Lilobot Keep desire D1 as intention
leaving the conversation later 2 | Lilobot: Hello, I am Lilobot
on. Lilobot’s beliefs, desires, 3 | Lilobot: I am being bullied at school. Execute action Al
and intentions are listed in 4 | Trainee: How annoying! Trainee’s intent:
Tables l, 2, and 3, respectively "ack_ bu”ying_ e’rnpathy"
Belief B05 += 0.1
Keep desire D1 as intention
5 | Lilobot: I'm being called names, kicked, and Execute action A2
so on. It actually started very inno-
cently but it’s getting worse and
worse.
6 | Trainee: What do you hope will change with Trainee’s intent:
this conversation? "request_ goal what"
Belief B12 = 1
Adopt desire D3 as intention
7 | Lilobot: That they stop.
8 | Lilobot: Could you call my school? Execute action A5
9 | Trainee: Unfortunately, I cannot do that. Trainee’s intent:
"inform_ goal_negative"
Belief B07 -= 0.1
Belief B08 -= 0.2
Adopt desire D5 as intention
10 | Lilobot: Bummer!
11 | Trainee: Is there anyone you can talk to Trainee’s intent:
about this? "request_ confidant _who"
Belief B16 =1
Adopt desire D2 as intention
12 | Lilobot: Bye! Execute action A4
Another feature of the agent is that it can initiate a conver- Evaluation
sation if the trainee has not sent any messages for 10 seconds.
In such cases, Lilobot responds with a message related to ~ Method

its current desire. To achieve this, Lilobot retrieves the next
incomplete action that is linked to the desire and uses that as
a response. This behaviour is demonstrated in lines 3 and 5
of the dialogue (Fig. 1), where Lilobot discusses the issue of
bullying.

As giving feedback is critical for skills acquisition [29],
the training tool provides a transcript of the conversation and
Lilobot’s starting and ending beliefs after the conversation
(shown in Table 1). The feedback also indicates the rele-
vance of each belief to the phases of the Five Phase Model.
Moreover, it shows how beliefs change during the conver-
sation, with a positive number indicating that Lilobot held a
more desirable belief at the end of the conversation than at
the start, from the helpline’s perspective.

Lilobot’s Architecture

To provide a comprehensive understanding of the Lilobot
agent’s design, Fig. 2 displays the architecture of the sys-
tem. It includes seven main components explained in Table 4
below.

The experiment had a within-subject design with two condi-
tions: text-based intervention as a simple text explaining the
Five Phase Model, and the conversational agent (Lilobot), our
interaction-based intervention. We evaluated Lilobot using
four measures: (1) trainees’ self-efficacy in applying the Five
Phase Model, (2) their perceived usefulness of the learning
tool, (3) system usability, and (4) the conversation’s out-
come (i.e., Lilobot’s end belief values). We also collected
qualitative data through five open-ended questions to gain
insight into the participants’ experiences. In total, we invited
39 counselling volunteers from the Dutch child helpline to
participate in the experiment through email. We used a coun-
terbalanced design to control for order effects. For this, we
split participants into two groups, where each group experi-
enced both interventions but in reverse order. After excluding
11 participants for not completing the questionnaires, we had
a total of 28 helpline counsellors with varying years of coun-
selling experience ranging from 0 to 16 years (M = 3.54
years, SD = 3.95). We asked the participants to complete all
questionnaires through the Qualtrics platform. Seven partic-
ipants did not complete all self-efficacy questions. For six of
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Izr'::fee:satliB:IlliaelfaslgoefntthIiilobot and b Belief Phase A
their relation to the Five Phase About self
Model phases . . .

BO1 Lilobot thinks it is in control All 0
B02 Lilobot thinks it is competent to solve the problem 4 0
B03 Lilobot feels connected to the child helpline All 0
About the child helpline trainee
B0O4 Lilobot thinks the trainee can be trusted 2 0.1
BO5 Lilobot thinks the trainee understands it All 0.1
BO6 Lilobot thinks the trainee is interested in its story 2 0
BO7 Lilobot thinks the trainee can help it 3 —0.1
BO8 Lilobot thinks the trainee can solve its problem 3 —-0.2
B09 Lilobot thinks it and the trainee will be able to reach a solution 4 0
B10 Lilobot thinks the trainee is going to solve its problem 4 0
About conversation
B11 Lilobot thinks it has talked about its situation 2 0
B12 Lilobot thinks the trainee is asking about its wish 3 1
B13 Lilobot thinks the trainee is asking about a positive wish 3 0
B14 Lilobot feels safe in the conversation All 0
B15 Lilobot thinks the trainee wants to end the conversation 5 0
About confidant
B16 Lilobot thinks the trainee is asking about a confidant 4 1
B17 Lilobot thinks its teacher can help it 4 0
The sample feedback shows belief value differences (A) between the end and start of the conversation in
Fig. 1
Igrt:\lleerzsatiDoens;e::g(::i:}filobot and b Desire name Phase
the corresponding phase of the D1 Lilobot wants to talk to about its problem Phase 2
Five Phase Model
D2 Lilobot wants to end the conversation Phase 5
D3 Lilobot wants the trainee to get the bullies out of school Phase 3
D4 Lilobot wants to talk to its teacher about its problem Phase 4
D5 Lilobot wants to work with the trainee to find a solution Phase 3
a3 Lot i
fﬁ{;z;{f;ding desire, mentioned Al Lilobot introduces the problem D1
A2 Lilobot provides more details about the problem D1
A3 Lilobot talks about the emotional impact of the problem D1
A4 Lilobot says goodbye D2
AS Lilobot asks the trainee to call the school to get the bullies out D3
A6 Lilobot asks how teacher can help it D4
A7 Lilobot expresses concern about the bullying getting worse D4
A8 Lilobot asks the trainee what to tell its teacher D4

@ Springer
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Fig.2 Architecture of Lilobot

them, we calculated the average score based on the items they
had answered, and one was excluded from the self-efficacy
analysis as this person had not provided any responses. As for
the outcome of the conversation, we calculated the average
belief values held by the agent at the end of a session.

We requested the participants to complete the experiment
in one sitting, taking about an hour. They signed an informed
consent form and completed a pre-training questionnaire
about their counselling experience at the helpline and initial
counselling self-efficacy measurements. This was followed
by the two training interventions. After each intervention,
participants completed questionnaires on their counselling
self-efficacy, inspired by established measures [1, 26], and
checked by supervisors at the children’s helpline. The ques-
tionnaire included eight items ranging from -5 ‘strongly

Table4 Components of Lilobot

disagree’, 0 ‘neutral’ to +5 ‘strongly agree’, for which we
analysed the mean. During the intervention with Lilobot,
participants engaged with the agent in three consecutive ses-
sions, each lasting approximately 15 minutes. The goal of the
first and third sessions was to counsel Lilobot according to the
Five Phase Model, while the second session allowed partic-
ipants to explore the agent. After each session with Lilobot,
the agent provided feedback based on the BDI status of the
simulated child help-seeker. Upon completing the study, par-
ticipants rated Lilobot’s perceived usefulness on eight items
ranging from -5 ‘negative’ to +5 ‘positive’, with 0 indicating
neutral. These items, adapted from previous research [17, 27,
39], were analysed separately. The participants also filled out
the usability questionnaire, which was a Dutch version of the
System Usability Scale (SUS) questionnaire [5] containing

Component Description

Intent recognition

Reasoning engine

The agent first classifies the trainee’s raw text message input using a pre-trained NLU model. This intent classification
is then sent to the BDI model to reason about.

Based on the trainee’s intent that it receives, the reasoning engine updates the beliefs, desires, and actions of the agent.

It is responsible for selecting an intention for the agent, based on a defined set of rules.

This is a mapping of values that determines by how much a desire or belief is updated given a trainee’s intent and the

‘We modelled 17 beliefs (shown in Table 1) as statements that have a value ranging from O to 1 (weak to strong). These

beliefs are split into subgroups - those about the conversation, the child helpline (trainee), the people in the child’s

We designed five desires that the agent could seek to accomplish during a conversation with a trainee (Table 2).

Desires have state values that indicate whether they are active or not. Similar to beliefs, these are updated during the

Rules
resulting intention.
Beliefs
network (confidant), and the simulated child.
Desires
conversation.
Intentions
conversation.
Actions

An intention is a desire marked active and is currently being pursued by the agent. They are updated throughout the

For each desire, we defined an action or a sequence of actions that the agent executes to achieve the desire (Table 3).

Each action has a binary value indicating whether or not it has been completed.

Response delivery

This component of the NLU model returns the response from the BDI model to the trainee.

@ Springer
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ten items [20, 41]. Each item was rated on a 5-point scale
from O ‘strongly disagree’ to 4 ‘strongly agree’. To calcu-
late an interpretive score out of 100, we reversed the score
of four reverse wording questionnaire items and summed
the scores of all ten items, then multiplied the score by 2.5.
For the analysis, we conducted a repeated measures ANOVA
on the self-efficacy data to evaluate the main effect and an
interaction effect of the two independent variables - the train-
ing intervention and the time of measurement (e.g., before
or after the specific training). For the remaining analyses,
we used a one-sample Wilcoxon signed-rank for perceived
usefulness and a paired sample ¢-test on the conversational
outcome.

We analysed the responses to the three open questions
through a thematic analysis [4], and used double-coding to
check the reliability of the themes. The first author, with a
background in computer science and artificial intelligence,
identified the themes and the related coding scheme, which
a second coder, a computer science graduate student, used to
code responses independently. Beforehand, the second coder
was trained on synthetic data generated by ChatGPT. The
inter-reliability between the two coders showed a substan-
tial level of agreement for the first (Cohen’s ¥ = 0.63) and
third (Cohen’s « = 0.68) qualitative questions, and moderate
agreement for the second (Cohen’s x = 0.52), according to
Landis and Koch [23]'. The coders discussed cases of dis-
agreements to reach a consensus.

The experiment was approved by the TU Delft Human
Ethics Research Committee (HREC reference number: 1622),
and its design was pre-registered on the Open Science Frame-
work (OSF) ahead of data collection?. All statistical analyses
were done using R software (version 4.1.2). The question-
naires, dataset and the analysis R-script are available online
through the 4TU research data repository.>

Results
Quantitative Results

The analysis revealed no significant main effect on coun-
selling self-efficacy based on the type of intervention (F (1,
78) = 0.2, p = .65). However, we observed a significant
main effect at different times of measurement (F (1, 78) =
17.32, p < .001), where post-counselling self-efficacy (M
= 2.16, SD = 2.39) was lower than pre-counselling self-
efficacy (M = 3.4, SD = 1.44). The analysis also found a
significant two-way interaction effect (F (1, 78) = 6.52, p =

! Note that McHugh [31] would categorize the agreement for the first
and third questions as moderate, and for the second as weak.

2 https://osf.io/hkxzc

3 https://data.4tu.nl/datasets/7b024697-659a-47ad-95a4-
0497bf52b432

@ Springer

.01) between these two variables. A follow-up simple effect
analysis revealed a significant difference (¢#(78) = 4.75, p <
.001) in counselling self-efficacy before (M = 3.72, SD =
0.93) and after (M = 1.71, SD = 2.61) training for the con-
versational agent intervention, but no significant effect was
found (¢(78) = 1.14, p = .26) in the text intervention across
the two time points of measurement (Fig. 3).

In our analysis of Lilobot’s perceived usefulness, partic-
ipants’ ratings deviated from the neutral zero in two out of
the eight items. Specifically, mean ratings were negative for
participants’ self-efficacy concerning the Five Phase Model
(M =-1.06, SD =1.71 Z =-1.98, p =.02), and the useful-
ness of conversational agents as a learning tool (M =-1.62,
SD =2.56, Z =-2.29, p = .01). For usability, we report an
average score of 67 (SD = 6.44), which can be interpreted as
“ok” based on an adjective rating scale for the SUS question-
naire by Bangor et al. [2]. For the conversational outcome, a
paired sample 7-test showed no significant difference in the
model’s conversational outcome (#(25)=-1.72, p =.1) of the
first session interacting with Lilobot (M = 6.36, SD = 1.36)
compared to the third session (M = 6.68, SD = 1.24).

Qualitative Results

The analysis identified two main themes for the question
“What was the best thing about your experience using
Lilobot?”: the conversation with Lilobot and the learning
experience obtained from the interaction. Some participants
liked that the conversation realistically simulated a child’s
language style and behaviour (n = 4, 14%). Others appre-
ciated the fast response time of the agent (n = 6, 21%).
Regarding learning, participants indicated that through their
experience with Lilobot, they could reflect on what they
said and the Five Phase Model (n = 4, 14%) and see
how their actions affected the agent’s behaviour (n = 2,
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Fig.3 Comparing participants’ counselling self-efficacy across the text
and conversational agent training interventions before and after training
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7%). Participants also noted the opportunity for self-directed
learning with Lilobot as they did not have to depend on the
involvement of other participants to role-play (n = 3, 10%).
Figure 4 shows a thematic map of these responses.

Figure 5 shows a thematic map of participants’ responses
to the question “What was the worst thing about your expe-
rience using Lilobot?”. The most common theme identified
was issues related to Lilobot’s understanding which made
it difficult to hold a natural conversation (n = 22, 79%).
Participants indicated that Lilobot did not understand their
utterances or gave no response to questions they posed
to the agent. Others also mentioned they received repeti-
tive answers (n = 4, 14%), had difficulties understanding
Lilobot’s use of emoticons (n = 2, 7%) and found the seg-
mentation of utterances demotivating (n = 1, 4%).

We also asked the participants about the feedback given
by Lilobot. Eight out of the 28 stated they did not receive
any feedback. Some participants found it insightful to see
Lilobot’s reasoning process and how their actions influenced
the agent’s responses (n =9, 32%). On the other hand, some
participants noted the feedback was of little value to them (n
=2, 7%), as they could not proceed in the scenario. Figure 6
shows a thematic map of participants’ responses to this ques-
tion.

The final question was about which group of users the par-
ticipants were likely to recommend Lilobot to. The options

Conversation

included counsellors-in-training (n = 17, 61%), novice coun-
sellors (n = 3, 11%), experienced counsellors (n = 3,
11%), and supervisors of the helpline (n = 0, 0%). For the
counsellors-in-training at the helpline, one reason given was
that it would allow them to experiment and gain familiarity
with the conversation model without real-life consequences
if they did something wrong. Other participants suggested
that the conversational agent might be more suited for expe-
rienced counsellors, who already understand how children
behave and could use it as an opportunity to revise question-
answering techniques and how they relate to the phases of
the conversation model.

Discussion and Conclusion

The experience with the conversational agent led to a
decrease in the trainees’ self-efficacy. This might mean that
interaction with the agent needs improvement, or that our
participants scaled down their initial overestimation of their
self-efficacy. As the participants were experienced counsel-
lors, a Dunning-Kruger cognitive bias, i.e., overestimation
caused by limited experience, seems less likely at play here
[22]. Moreover, participants might have focused specifi-
cally on self-efficacy towards counselling an agent (Lilobot),
instead of indicating their counselling self-efficacy toward

It makes you feel like you're talking to a real child, complete
with emoticons and not always correct sentence structure.

Realism (4) /

~—

The fact that Lilobot responds immediately is super handy!
( \ Then | don't have to wait long or hope that the child will

Timing (6)

"What was the best thing about your
experience using Lilobot?"

respond.
/

~——

| thought it was funny to see the processed in the feedback
form. It is a more abstract example of what also happens in a
human brain during a conversation. | can keep that in mind
when talking to children. It taught me to stand still.

.
Insight (2) ;

—»
i | liked being able to practise whenever | want to. You are not
e ™ dependent on another trainee to act out a situation and

practise your reactions.
Learning »|  Self-directed (3) /
J . J
| had to think extra hard about what | wanted to ask, so that
Ly Reflection (4) made me focus more on the five phase model.

/

Fig.4 Thematic map of participants’ most liked features about their experience of using Lilobot
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i think Lilobot needs to learn a lot to have a conversation that
feels natural. There are so many nuances in conversations. The
interpretation of Lilobot is sometimes positive while a child
would feel differently.

\

I got stuck in every conversation. I couldn't get through. He
kept repeating the same sentences.

\

The emoticons, it took me a conversation and a half before I
understood their function and I didn't always understand the
reason

\

Very confusing because you can't go back to previous answers
either.

\

e N
Not being able to
» converse naturally
(22)
o
~ ™
.| Repetitive answers
- (4)
\ _J
e A
> Emoticons (2)
"What was the worst thing about - J
your experience using Lilobot?"
e A
» Backtracking (1)
\ J
e N
»[  Segmentation (1)
\§ _J

I sometimes had to type 5 sentences (with enters) before there
was a response at all. Here, my motivation decreased and I
even ended the conversation once.

\

Fig.5 Thematic map of participants’ least liked features about their experience of using Lilobot

) S
Reflective (1)

A 4

N

)
[

"What did you think about the
feedback you got from Lilobot?"

A 4

It has taught me to think about effects such as - a child
could feel more empowered because of this and could doubt

more because of that.

Its nice that theintention is clear. Clear overview of what
is expected based on Lilobot's answers.

The feedback was clear and shows what you can still improve

nsightful (9)

)

Unclear (1)

\ 4

e

)

\ 4

No added value (2)

| N

)

No feedback (8)

A 4

[ o

The feedback was not very clear to me, because you can't ask

questions about it.

I think I could have used the feedback better after a full
onversation with the bot which unfortunately I didn't have

Fig.6 Thematic map of participants’ positive and negative remarks on feedback from Lilobot

@ Springer




Journal of Medical Systems (2025) 49:5

Page 9 of 11 5

any child. Still, lower self-efficacy could be beneficial, as
Nissen-Lie et al. [33] found that therapists with higher
self-doubt produce better therapeutic outcomes, potentially
indicating a higher quality of counselling in this evaluation.

Participants perceived the usefulness of this agent as a
learning tool as negative. However, from the open question-
naires, an extensive group was still positive about using the
conversational agent as an additional learning opportunity
for trainees, e.g., to apply theoretical knowledge in a chat
situation, though not in Lilobot’s current form. They noted
Lilobot’s understanding of questions needed improvement,
and the responses needed more variability. This issue was
caused by Lilobot misclassifying or not recognising utter-
ances, which was apparent when participants used complex
sentence structures (e.g., paraphrases) and when they delved
deeper into Lilobot’s story. This was due to the limited knowl-
edge captured in the agent’s knowledge base and the lack
of segmentation of user input. On the other hand, some
participants thought the conversational agent might hinder
trainees from developing their own counselling style, given
the agent’s simplistic question-and-answering style. All these
issues arose due to the agent’s limitation of assigning only
single, not multiple, classifications to a trainee’s input. Antic-
ipating some problems, we instructed participants at the start
of the experiment to separate their thoughts into separate
input turns. Reflecting on the feedback, including instruc-
tions for trainees on improving their performance based on
the agent’s BDI status would be more helpful than just report-
ing the BDI changes. Trainees need to recognise and locate
their mistakes, understand and analyse them appropriately,
and then take some corrective action [8, 32]. This is sup-
ported by Salmi et al. [36] work on support systems for
counsellors, where they argue that counsellors value short,
actionable information that is highly accurate to the situation
and preferably given by someone with expertise.

Furthermore, various helpline conversational strategies
clashed in our setting, such as the Five Phase Model and
Setting Limits on children’s inappropriate behaviour in a con-
versation. Designers need to be aware of this. For example,
we observed a common pattern where Lilobot repeatedly
mentioned not being able to understand the question, or per-
sisting in its request to have the trainee call the school. In
these cases, the trainee would end the conversation, as they
are trained to set boundaries and encourage the child to reach
out again when they are ready to cooperate. This raises the
question of whether strategies like the Five Phase Model can
be practised independently of other counselling strategies or
whether this issue mainly arises with more experienced coun-
sellors who have been exposed to multiple strategies. On the
other hand, we should be cautious about generalising the
findings from the experienced counsellors to new trainees,
as they might experience Lilobot differently.

Future Research Directions

We built the BDI-based conversational agent to simulate a
child help seeker and engage trainees to adhere to the Five
Phase Model and its underlying guidelines. The majority of
the participants, however, reported a decrease in self-efficacy.
Despite the tool not being ready in its current form, we believe
the results warrant further research because of its potential.
From our findings, we see four directions for future research.
Firstly, understanding emotions is a key part of counselling
sessions [24], which justifies research into incorporating
emotional aspects into this BDI model [28]. This would sim-
ulate the interplay between the trainee’s inputs on the child’s
emotions and the influence of the child’s emotional intensity
on their behaviour. Emotions were successfully incorporated
with BDI in other contexts [16, 34]. Secondly, enriching the
training system with real-time feedback, providing guidance
and feedback during interactions, might be worthwhile. Cur-
rently, the system only provides a feedback summary post-
session. Thirdly, expanding Lilobot to include a wider variety
of cases would prepare trainees for the range of topics chil-
dren might seek advice on, such as relationships, sexuality,
and study issues [40]. Lastly, Lilobot’s reasoning was built
on a rule-based model. With the advent of Large Language
Models (LLMs) [18], a future outlook might be to incorporate
such models in this setting to improve response generation.

Appendix
A Lilobot’s Chat Interface

® Chat with Lilobot

Do you want to tell me something?

I'm bullied at school :(

they hit me for being ugly and for
talking and walking strangely.
Yesterday they beat me up again

How annoying!

I sometimes go to school witha
stomach ache. When | come home
I'm always very sad about it.

>

A 4

Fig. 7 A modified screenshot of Lilobot’s interface, with messages
translated from the original Dutch text
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