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Two fluid model simulations based on our recently introduced kinetic theory of granular flow (KTGF)
for rough spheres and rough walls, are validated for the first time for full three-dimensional (3D) bub-
bling fluidized beds. The validation is performed by comparing with experimental data from Magnetic
Particle Tracking and more detailed Discrete Particle Model simulations. The effect of adding a third
dimension is investigated by comparing pseudo-2D and full 3D bubbling fluidized beds containing
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Nomenclature

Roman symbols
v particle mean translational velocity, m/s
P pressure, Pa
F force, N
T torque, Nm
I moment of inertia, kg�m2

g gravitational acceleration, m/s2

t time, s
V mean contact velocity, m/s
m particle mass, kg
n particle number density, m�3

e normal restitution coefficient
Re Reynolds numer

Greek symbols
e volume fraction
q density, kg/m3

s stress tensor, Pa
bA interphase momentum exchange coefficient, kg/(m3s)
H granular temperature, m2/s2

j thermal conductivity, kg/(m�s)
c energy dissipation rate, J/(m3s)
l friction coefficient

b tangential restitution coefficient
k granular temperature ratio
h contact angle
r particle diameter, m
x particle rotational velocity, rad/s
d overlap, m
g damping coefficient, kg/s

Abbreviations and subscripts
TFM Two Fluid Model
DPM Discrete Particle Model
KTGF kinetic theory of granular flow
2D two dimension
3D three dimension
BC boundary condition
MPT Magnetic Particle Tracking
i in the i direction
t translation
r rotation
p particle
w wall
s solid
g gas
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Keywords:
Fluidization
Frictional collision
Rough particles
Magnetic Particle Tracking
Two-Fluid Model
Discrete Particle Model
inelastic rough particles. Spatial distributions of key hydrodynamic data as well as energy balances in
the fluidized bed are compared. In the pseudo-2D bed, on comparison with the KTGF derived by
Jenkins and Zhang, we find that the present KTGF improves the prediction of bed hydrodynamics. In
the full 3D bed, particles are more homogeneously distributed in comparison with the pseudo-2D
bed due to a decrease of the frictional effect from the front and back walls. The new model results
are in good agreement with experimental data and discrete particle simulations for the time-
averaged bed hydrodynamics.

� 2017 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Gas-solid fluidized beds are widely used in the chemical, petro-
chemical and metallurgical industries owing to their solids mobil-
ity and high heat and mass transfer rates resulting from intensive
contact between the gas and the solid particles. To improve and
scale up existing processes, it is of utmost importance to under-
stand the hydrodynamics of such gas-solid fluidized beds. How-
ever, the collection of detailed experimental data is challenging,
costly and becomes rather complicated for large scale three-
dimensional (3D) systems because of the lack of optical access. In
addition, large scale computational simulations of fluidized beds
are often limited to 2D or pseudo-2D systems because of the high
computational costs associated with large 3D beds. Fortunately,
with the increasing availability of computational power and more
efficient numerical schemes, simulations of 3D fluidized beds have
become possible. The aim of this paper is to compare prediction of
a recently developed computational model for rough sphere flu-
idization with experiments on 3D dense bubbling fluidized beds,
and to highlight differences between pseudo-2D and full 3D beds.

Eulerian-Lagrangian and fully Eulerian models are widely used
to simulate gas-solid flows. In these models, the gas phase is
described by the volume-averaged Navier-Stokes equations. In
the Eulerian-Lagrangian Discrete Particle Model (DPM) (Tsuji
et al., 1993; Hoomans et al., 1996; Xu and Yu, 1997) individual par-
ticles are tracked in the computational domain where the particle’s
motion is described by the Newtonian equations of motion. The
DPM can account for direct particle-particle interactions in a fun-
damental and detailed manner. However, due to CPU constraints,
only a limited number of particles (O(106)) can be treated simulta-
neously. To reach larger scales, fully Eulerian models are preferred:
the Two-Fluid Model (TFM) is better suited for the simulation of
large scale gas-fluidized beds. In this approach the solid phase is
treated as a second continuum, inter-penetrating with the contin-
uous gas phase. Constitutive equations are solved using additional
closure equations for the particle phase (Kuipers et al., 1992). This
approach has emerged as a very promising tool because of its com-
putational efficiency. The challenge here is to establish an accurate
rheological description of the solid phase, which in most modern
TFM simulations is based on kinetic theory of granular flow (KTGF).

The most widely used KTGF models (Ding and Gidaspow, 1990;
Nieuwland et al., 1996) have been derived for dilute flows of
slightly inelastic, frictionless spheres. In reality, however, granular
materials are mostly frictional. The roughness of the granular
materials has been reported to have a significant effect on stresses
at least in the quasi-static regime (Sun and Sundaresan, 2011).
Besides, according to Yang et al. (2017a), the particle surface fric-
tion has a strong effect on the solids flow patterns and distribution.
From literature, attempts to quantify the friction effect have been
somewhat limited. Yang et al. (2016a) derived a kinetic theory of
granular flow for frictional spheres in dense systems which
includes the effects of particle rotation and friction explicitly.
Moreover, this theory has been validated by Yang et al. (2016b)
for a pseudo-2D dense gas-solid bubbling fluidized bed.

http://creativecommons.org/licenses/by/4.0/
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Experiments by Sommerfeld and Huber (1999) and numerical
simulations by e.g. Lan et al. (2012) and Loha et al. (2013) have
revealed the importance of wall boundary conditions (BCs) in
determining the characteristics of granular flows. However, there
is no consensus on the formulation of the BCs. Moreover, the phys-
ical meaning of the coefficients appearing in these formulations is
not always clear. In fast granular flows, a rapid succession of
almost instantaneous collisions between particles and a wall cause
random fluctuations of the particle velocities, which determine the
amount of momentum and fluctuation energy transferred through
the walls (Louge, 1994). Yang et al. (2017b) derived new BCs for
collisional granular flows of spheres at flat frictional walls. They
characterized the influence of a frictional wall by physically mea-
surable quantities: the normal and tangential restitution coeffi-
cients and a friction coefficient. Their framework accounts for
both rotational and translational granular temperature. They per-
formed simulations of a bubbling pseudo-2D fluidized bed using
these new BCs, and showed that the new BCs are better capable
of predicting solids axial velocity profiles and solids distribution
near the walls. The most noticeable effect is a better agreement
of the rotational granular temperature in comparison with that
results obtained from DPM simulations.

Even though numerical simulations can be used to generate a
detailed understanding of flow structures in fluidized beds, valida-
tion of the models using advanced and detailed experiments are
still crucial. Due to the opaqueness of dense 3D fluidized beds,
non-optical techniques must be used like Electrical Resistance
Tomography, Electrical Capacitance Tomography, Positron Emis-
sion Particle Tracking, Magnetic Resonance Imaging, and Magnetic
Particle Tracking (MPT). In particular, MPT has emerged as a
promising tool to investigate the hydrodynamics of fluidized beds
due to its long-term stability, safety, and relatively low costs (Mohs
et al., 2009). The method uses a magnetic tracer particle, which fol-
lows the bulk particle flow and whose magnetic field is continu-
ously detected by multiple magnetic field sensors located outside
the bed. This allows the reconstruction of the instantaneous posi-
tion and orientation of the magnetic tracer. Based on statistical
analysis of the tracer trajectory, characteristic measures of the bulk
particle flow, such as the average particle velocity and particle cir-
culation pattern, can be determined as a function of the operating
conditions. The application of MPT in fluidization was initiated by
Mohs et al. (2009) for the study of a spouted bed. Recently, MPT
was improved by Buist et al. (2015) for use in dense granular flows
prevailing in bubbling fluidized beds.

The bed geometry plays an important role with respect to the
observed flow characteristics. Inspection of the open literature
reveals that most combined experimental and simulation research
is restricted to 2D or pseudo-2D systems. In such systems particle
motion is very much confined by the front and back walls. The Two
Fluid Model has been extensively used and validated in literature
for such 2D systems (Cammarata et al., 2003; Lindborg et al.,
2007). So far, the flow characteristics achieved for 3D fluidized
beds were mostly compared with 2D or pseudo 2D systems, but
the validity of such a comparison is questionable. It has been
shown that 2D beds may yield significantly different results com-
pared to 3D beds (Cranfield and Geldart, 1974). Therefore, special
caution is needed when thin columns are utilized to investigate
hydrodynamics of fluidized beds. Besides, there has been relatively
little 3D numerical work (Wang et al., 2010; Verma et al., 2013,
2014; Bakshi et al., 2015; Fede et al., 2016).

The present study focuses on validation of the KTGF model for
rough spheres (Yang et al., 2016a) and the corresponding BCs for
rough walls (Yang et al., 2017b), for the first time in a 3D setting.
The validation will be done by comparing the model results with
experimental MPT measurements in a 3D bed. It is important to
make the right choice for the particles. Although the impact prop-
erties of spherical particles of different materials are known
(Lorenz et al., 1997), there are a number of limitations related to
the choice of the magnetic tracer: the tracer necessarily has a high
mass density and can interact with the bulk particles if they are
paramagnetic. For this reason, for the bulk particles we used stain-
less steel 316 which is non-magnetisable. It also has a quite rough
surface, making inclusion of friction effects essential. A systematic
quantitative comparison between TFM simulations, DPM simula-
tions and MPT experiments is carried out in both a pseudo-2D
and a 3D bubbling fluidized bed with a square cross-section. We
investigate the effect of different inlet gas velocities on the bed
hydrodynamics, comparing time- and space- averaged quantities
such as particle velocity, particle flux, particle circulation patterns
and particle distribution. The aim of this comparison is to quantify
the level of agreement between simulations and experiments con-
cerning the particulate phase. Further, a careful comparison is
made between the present model and the effective model by
Jenkins and Zhang (2002) (which we label as ”old TFM”).

The paper is organized as follows. Section 2 gives a short over-
view of the numerical approach. The experimental setup is
described in Section 3. Detailed model comparison and validation
are presented in Section 4. Unexpectedly, the results obtained in
the present work seem to indicate that, despite the reasonable
agreement reached in the particle phase, the TFM model overpre-
dicts the bubble size. Furthermore, results from both simulations
and experiments confirm that there exists a significant difference
between a 3D bed and a pseudo-2D bed.

2. Numerical methodology

2.1. Two fluid model

In the TFM both gas and particle phases are treated as fully
inter-penetrating continua. The continuity equations excluding
chemical reactions for both phases are given by

@

@t
ekqkð Þ þ r � ekqkvkð Þ ¼ 0 ð1Þ

where e; q, and v represent the local volume fraction, density and
velocity, whereas the subscript k denotes the gas (k ¼ g) or solid
(k ¼ s) phase. The corresponding momentum equations are given by

@ egqgvg

� �
@t

þr � egqgvgvg

� �
¼ �egrPg �r � egsg

� �þ egqgg

� bA vg � vs
� � ð2Þ

@ esqsvsð Þ
@t

þr � esqsvsvsð Þ ¼ �esrPg �rPs �r � esssð Þ
þ esqsgþ bA vg � vs

� � ð3Þ
where P is the hydrodynamic pressure, s is the shear stress tensor,
and g is the gravitational acceleration. The terms egrPg and esrPg

denote the buoyancy forces due to the gas pressure gradient. Note
that closures for the solids stress tensor and the solids pressures
are computed from the work of Yang et al. (2016a). Since the inter-
nal angular momentum changes of the particles are coupled to the
particle flow field, the stress tensor contains anti-symmetric com-
ponents which are associated with a rotational viscosity. This rota-
tional viscosity is a consequence of the intrinsic spin of the
particles: when particles collide with each other, the momentum
transfer due to tangential collisions will be biased when the (aver-
age) particle velocity field is rotating, i.e. when there is a non-zero
rate of rotation rvs � ðrvsÞT . Meanwhile, the gas phase stress ten-
sor is similar to the one for single phase fluid flow. Finally, the gas-
solid drag force, expressed through the interphase momentum
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transfer coefficient bA, plays a significant role in the fluidization pro-
cess. Hence, we applied the combined Ergun (1952) and Wen and
Yu (1966) drag model given by

bA ¼ 150 e2s lg

egr2 þ 1:75 esqg

r jvg � vsj; if eg 6 0:8

3
4Cd

esqg

r jvg � vsj; if eg > 0:8

8<
: ð4Þ

where the single sphere drag coefficient is given by

Cd ¼
24
Re 1þ 0:15Re0:687
� �

; if Re 6 1000

0:44; if Re > 1000

(
ð5Þ

where Re ¼ qgegrjvg � vsj=lg represents the particle Reynolds
number for a particle of diameter rmoving through a gas of viscos-
ity lg .

The KTGF for rough spheres by Yang et al. (2016a) leads to clo-
sure relations for the rheological properties of the particulate
phase, which are explicitly expressed in terms of the friction coef-
ficient. To describe the solids phase rheology thoroughly, an extra
energy balance equation for the rotational granular temperature
was derived. Thus, separate transport equations for the transla-
tional and rotational fluctuating kinetic energy need to be solved:

3
2

@ esqsHtð Þ
@t

þr � esqsvsHtð Þ
� �

¼ �rvs

: PsIþ esssð Þ þ esr � jtrHtð Þ
� ct � 3bAHt ð6Þ

3
2

@ esqsHrð Þ
@t

þr � esqsvsHrð Þ
� �

¼ esr � jrrHrð Þ � cr ð7Þ

The first term on the RHS of Eq. (6) is the production of translational
fluctuating energy due to work done by the particle against the
solids stress and pressure. The second term is the diffusion of fluc-
tuating energy. The third term is the dissipation of fluctuating
energy due to inelastic particle collisions. The last term represents
the dissipation of energy by fluid drag, which also tends to reduce
the particle velocity fluctuations. In the rotational energy fluctua-
tion Eq. (7), only a diffusion term and a collisional source/sink term
are present on the RHS. We note that a production term related to
the average rotational velocity is not included here because in the
development of the KTGF we assumed that the average rotational
velocity of the particles is very small in the bulk, so we effectively
set it to zero (the average rotational velocity near the walls can
be non-zero as described next). Interested readers can refer to
Yang et al. (2016a) for more details on the derivation of these clo-
sures. Also note that we have neglected the effects of rotational
hydrodynamic torque for the large dense spherical particles inves-
tigated in this work. Buist et al. (2015) showed that this torque
has a negligible effect on the rotational velocity profiles for spheres
of the size and density used in this work.

In addition to the above bulk equations, boundary conditions
(BCs) need to be specified for the gas and solid phase velocities
and solid granular temperatures at the confining wall. For the gas
phase, a no-slip wall boundary condition is used for all side walls
(left, right, front and back side of the rectangular domain). A uni-
form gas velocity is specified at the bottom inlet, while atmo-
spheric pressure (101,325 Pa) is prescribed at the top outlet. For
the solid phase, a partial slip boundary condition is used for the
side walls. We applied the relations derived by Yang et al.
(2017b) for the solids velocity gradient and translational and rota-
tional energy dissipation rate per unit area. In developing these
boundary conditions, a distinction was made between sliding and
sticking collisions, and particle rotation was included. A correlation
was used, obtained from DPM simulations, that links the local
solids velocity to the local average angular velocity of solid parti-
cles near the walls (Yang et al., 2017b). So contrary to the bulk
regions, particles near the walls are allowed to have a non-zero
average angular velocity. Depending on whether sliding or sticking
motion is dominant, this leads to a sink or source term for the rota-
tional granular temperature.

Specifically, the boundary conditions for the solids velocity at a
flat frictional wall have the form

� lt þ lr

� � @v s;i

@n
¼ lwesqsð1þ ewÞg0 cot hc

HtV iffiffiffiffiffiffiffiffiffiffiffiffi
2pHt

p maxðA1;A2Þ ð8Þ

where n is the direction perpendicular to the wall whereas v s;i rep-
resents the i-component of the local average solids velocity tangen-
tial to the wall. Similarly, Vi is the i-component of the local average
contact slip velocity. Note that the difference between the average
contact slip velocity component Vi and average (center-of-mass)
velocity component vs;i is determined by the average angular veloc-
ity of the particles near the wall, for which we use the abovemen-
tioned correlation from Yang et al. (2017b). lw is the coefficient
of friction with the wall and ew is the coefficient of normal restitu-
tion with the wall. g0 is the radial distribution function, which we
obtain from Ma and Ahmadi (1986). lt and lr are the shear and
rotational contributions to the viscosity based on the KTGF of
Yang et al. (2016a). A1 and A2 are functions of the three measurable
wall collision parameters, the rotational and translational granular
temperatures, and the slip velocity. They are expressed as

A1 ¼ 1

2 1þ X2
� �þ

Y2 1� X2
� �

8X2 1þ X2
� �2 þ

4X2 � Y2
� �

arctanX

8X3

A2 ¼
ffiffiffiffi
p

p
2Y

erf Yð Þ �
X2e�Y2

2Y2 � 1
� �
4Y2 � X2 ffiffiffiffi

p
p

8Y3 erf Yð Þ

where the abbreviations are, respectively, X ¼ ffiffiffiffiffiffiffiffiffiffiffiffi
1þ k

p
cot h; Y ¼ffiffiffiffiffiffi

V2
t

2Ht

q
cot h, with cot h ¼ � 2

7
1þbw

lwð1þewÞ ; Vt the magnitude of the tangen-

tial slip velocity, and k ¼ 5Hr
2Ht

. Here ew; bw, and lw are the normal
coefficient of restitution, tangential coefficient of restitution, and
friction coefficient, respectively, between a particle and the wall.

The boundary conditions for the fluxes of translational and rota-
tional fluctuation energy at a flat frictional wall obey the following
expressions:

�jt
@Ht

@n
¼ 1þ kð Þ 1þ ewð Þlwesqsg0 cot hHt

ffiffiffiffiffiffiffiffiffi
2Ht

p

r

�min B1 � V2
t A1

2 1þ kð ÞHt
;
V2

t B2 � A2ð Þ
2 1þ kð ÞHt

" #

þ 1þ ewð Þesqsg0Ht

ffiffiffiffiffiffiffi
Ht

2p

r

� l2
w 1þ ewð Þ2� epew

2þ epew
1� e�

Y2

1þX2

1þ X2

0
@

1
A� 1þ ew

2
4

3
5 ð9Þ

�jr
@Hr

@n
¼ 5

4
1þ ewð Þ2l2

wesqsg0Ht
2� epew
2þ epew

ffiffiffiffiffiffiffiffiffi
2Ht

p

r
1� e�

Y2

1þX2

1þ X2

0
@

1
A
ð10Þ

where jt and jr are the thermal conductivities from the KTGF of
Yang et al. (2016a). ep is the coefficient of restitution for a binary
particle-particle collision. B1 and B2 are expressed as
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B1 ¼
2X2 1þ X2

� �
þ Y2 X2 � Y2 þ 3

� �
4X2 1þ X2

� �2

þ
3Y4 1þ 7X4

� �
96X4 1þ X2

� �3 þ
8X2 2X2 þ Y2

� �
� Y4

32X5 arctanX

B2 ¼
ffiffiffiffi
p

p
2Y

erf Yð Þ þ X2 ffiffiffiffi
p

p

8Y3 erf Yð Þ

þ 3� 2Y2

4Y2 X2e�Y2 þ X4 ffiffiffiffi
p

p

64Y5 erf Yð Þ

We will compare the TFM simulation results based on this new
rheology and new BCs with TFM simulation results based on an
effective model for the particulate phase rheology (a simpler model
that does not explicitly include particle rotation) (Jenkins and
Zhang, 2002) which use partial slip BCs by Sinclair and Jackson
(1989) with a specularity coefficient of 0.2. For all TFM simulations
(both old and new) the frictional stress model by Srivastava and
Sundaresan is used to take into account frictional stresses prevail-
ing in the bulk at high solids volume fractions (Sinclair and Jackson,
1989). All simulation settings are specified in Table 1.

2.2. Discrete particle model

In the DPM, the gas phase is described in the same way as in
TFM (Eqs. (1) and (2)). However the solid phase is treated in much
more detail. The motion of every particle is computed using the
Newtonian equation of motion.The translational and rotational
motion of each particle is described as:

ma
d2ra
dt2

¼ Fext;a þ Fc;a ð11Þ

Ia
dxa

dt
¼ Ta ð12Þ

where ma; ra, and va are particle mass, position, and velocity, and
Ia; xa, and Ta are the particle moment of inertia, angular velocity,
and torque around the center-of-mass of particle a. The external
forces acting on particle a include gravity, buoyancy and drag
forces:

Fext;a ¼ mag� VarPg þ VabA

1� eg
vg � va
� � ð13Þ
Table 1
Simulation settings. Note that in this work, x; y, and z coordinates are taken in the
width, depth and height direction, respectively.

Parameters DPM TFM

Density and diameter q ¼ 8000 kg=m3;r=3 mm –
Initial bed height 0.15 m –
Domain size

(width � depth � height)
0:15 � 0:015 (0.15 for 3D) � 1:0 m –

Grid number
(width � depth � height)

15 � 2 (15 for 3D) �90 –

Particle-particle collision ep ¼ 0:93; bp ¼ 0:40; lp ¼ 0:13 –
Particle-wall collision en ¼ 0:91; bw ¼ 0:33; lw ¼ 0:15 –
Minimum fluidization velocity 3.75 m/s (2D), 2.55 m/s (3D) –
Particle spring stiffness 21,000 N/m –
Drag relation Ergun (1952) and Wen and Yu

(1966)
–

Frictional stress model – Sinclair
and
Jackson
(1989)

Flow solver time step 10�4 s 10�4 s
Particle solver time step 8:0� 10�6 s –

Simulation time 35 s 35 s
where Vp is the particle volume. The gas velocity vg , gas fraction eg
and interphase momentum transfer coefficient bA are all evaluated
at the location of particle a by trilinear interpolation of the Eulerian
fields. We adopt a three-dimensional soft sphere model from
Cundall and Strack (1979) to calculate the total contact force on
particle a. In this model, each particle in contact with particle a
exerts a force which is decomposed into a normal and a tangential
spring-dashpot force:

Fcontact;a ¼
X

b2contactlist
Fn;ab þ Ft;ab

� � ð14Þ

Fn;ab ¼ �kndnnab � gnvab ð15Þ

Ft;ab ¼
�ktdt � gtvab;t ; sticking
�ljFn;abjtab; sliding

	
ð16Þ

where kn; nab; dn; dt ; gn; gt; vab are, respectively, the spring stiff-
ness in the normal direction, the normal unit vector, the overlap
in the normal direction, the overlap vector in the tangential direc-
tion, the damping coefficients in the normal and tangential direc-
tion, and the relative velocity between the particle surfaces at the
contact point. We refer to Deen et al. (2007) for details on the
DPM model. Similar to the TFM model, in the present work we do
not consider a hydrodynamic torque due to particle rotation in a
fluid because this torque may be neglected for spheres of this size
and density (Buist et al., 2015).
3. Experimental setup

3.1. Single particle impact

As mentioned before, stainless steel 316 is used for the MPT
measurements. Unfortunately, the collision parameters between
spheres of this material and the plexiglass wall material are still
unknown. Therefore, in this work, the particle-wall contact param-
eters were obtained experimentally following the procedure
described in Gorham and Kharaz (2000). Fig. 1 illustrates the
experimental setup which is used in this work. A spherical particle
of stainless steel 316 (r ¼ 3 mm) falls under the influence of grav-
ity onto an inclined, thick plexiglass plate (thickness = 20 mm). A
high speed camera (LaVision Imager pro HS) with a frequency of
4000 frames per second is used to record the movement of the par-
ticle. Knowing the frame rate of the camera and the distance
between two frames gives the velocity of the particle. The normal
restitution coefficient en is calculated as the ratio of the normal
Fig. 1. A schematic of the impact apparatus.



Fig. 2. Variation of coefficients of restitution with different impact angles for
stainless steel 316 beads impacting on a plexiglass plate.

Fig. 3. Measurements of effective (center-of-mass) tangential coefficient of resti-
tution et versus ð1þ enÞ cot h for stainless steel 316 beads impacting on a plexiglass
plate.

Fig. 4. Snapshot of the 3D fluidized bed in the MPT setup with 24 triaxis AMR
sensors, arranged on 4 rings (at different vertical heights z) with 6 sensors each.

Table 2
Experimental settings. Note that in this work, x; y, and z coordinates are taken in the
width, depth and height direction, respectively.

Fluidized bed
Width 0.15 m
Depth 0.15 m (3D), 0.015 m (2D)
Height 1.0 m
Porous plate 3.0 mm thick
Average pore size 10 lm
Mass flow rate controller 500 m3/h

MPT sensor array
Sensor type tri-axis AMR
Sensor number 72
Frequency 1000 Hz

Particles
Particle size 3 mm
Density 8000 kg/m3

Magnetic marker size 3 mm
Marker density 8000 kg/m3

Marker magnetic moment 0.014 Am2
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component of the rebound velocity to the normal component of
the velocity before the impact. Meanwhile, we obtained the effec-
tive (center-of-mass) tangential restitution coefficient et at differ-
ent inclinations of the plate (from 10 to 60 degrees) through the
ratio of rebound tangential velocity to the impact tangential veloc-
ity. This coefficient can be related to the tangential restitution coef-
ficient of the contact patch, b, as explained in Kharaz et al. (2001).
However, we note that in our fluidized bed simulations, the value
of b has a negligible influence on the bed hydrodynamics according
to Zhao et al. (2015). The most important contact parameters are
therefore the normal restitution coefficient and the friction
coefficient.

The results are shown in Fig. 2. The solid squares represent val-
ues for the normal restitution coefficient. These values vary
between 0.88 and 0.93 over a range of impact angles (see Fig. 1)
from 0� to 60� with an overall average of 0.91. We therefore use
en ¼ 0:91 in all our simulations. The effective tangential restitution
coefficient reaches a minimum at an impact angle of 30�, and then
increases towards 1. These findings are similar to the ones reported
by Kharaz et al. (2001) for their study of aluminium oxide spheres
impacting on a soda-lime glass plate. They derived a relation
between the effective tangential restitution coefficient, the normal
restitution coefficient, coefficient of friction l, and the contact
angle for a rigid body in the sliding regime, which is

et ¼ 1� lw 1þ enð Þ cot h ð17Þ
Fig. 3 shows the plot of the effective tangential restitution coef-

ficient et versus ð1þ enÞ cot h in the sliding regime (impact angle
from 30 to 60 degrees). The slope of the nearly straight line repre-
sents the value of the wall friction coefficient; lw ¼ 0:12. However,
we need to take into account that during the fluidization experi-
ments, the particles and especially the wall surfaces could have



Fig. 5. Experimental error on marker position as a function of magnetic moment for
the old setup (black squares) and for the new setup (red circles). (For interpretation
of the references to color in this figure legend, the reader is referred to the web
version of this article.)

Fig. 6. Time-averaged (10–35 s) solids flux patterns (arrows) and solids volume fraction
(left) and TFM simulations (right) of the pseudo-2D bed, at superficial gas velocities Ug ¼
to color in this figure legend, the reader is referred to the web version of this article.)
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elastic deformation, which may increase surface roughness due to
particle-particle and particle-wall collisions (Sommerfeld and
Huber, 1999). Thus the coefficient of friction obtained in the
impact experiments represents a minimum value; we have used
0.15 for the friction coefficient between particles and the walls in
our simulations.

3.2. Magnetic Particle Tracking setup

Both a 3D fluidized bed and a pseudo-2D fluidized bed are used
to validate the KTGF for bulk rheology and BCs for frictional
spheres.

The 3D fluidized bed has dimensions of 0.15 � 0.15 � 1.0 m
(W � D � H), which is sufficiently small to fit inside the rig embed-
ding the 3D MPT sensor array. The four side walls of the fluidized
bed are made of plexiglass. The porous distributor plate is made of
bronze and has an average pore size of 10 lm and a thickness of
3 mm. Fig. 4 shows a snapshot of the 3D MPT setup, with the
bed located at the center. The 3D sensor array has four rings of
six tri-axis AMR sensors, resulting in 72 independent signals. The
distribution (colors, colorbar is for solids volume) obtained from DPM simulations
1:5Umf (top row) and Ug ¼ 2:0Umf (bottom row). (For interpretation of the references



Fig. 7. Time-averaged (10–35 s) particle axial velocity as a function of lateral (x) position, obtained from MPT experiments (black squares) and simulations (DPM: red circles;
new TFM: blue up triangles; old TFM: magenta down triangles) of the pseudo-2D bed, at heights 0.05, 0.1, 0.15 and 0.2 m, for a superficial gas velocity Ug ¼ 1:5Umf . (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Time-averaged (10–35 s) axial solid flux as a function of lateral (x) position, obtained from MPT experiments (black squares) and simulations (DPM: red circles; new
TFM: blue up triangles; old TFM: magenta down triangles) of the pseudo-2D bed, at heights 0.05, 0.1, 0.15 and 0.2 m, for a superficial gas velocity Ug ¼ 1:5Umf . (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 9. Time-averaged (10–35 s) particle axial velocity as a function of lateral (x) position, obtained from MPT experiments (black squares) and simulations (DPM: red circles;
new TFM: blue up triangles; old TFM: magenta down triangles) of the pseudo-2D bed, at heights 0.05, 0.1, 0.15 and 0.2 m, for a superficial gas velocity Ug ¼ 2:0Umf . (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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diameter of each sensor array ring is 0.26 m. During our experi-
ments on the 3D fluidized bed we have used both an older 3D sen-
sor array and a newer more accurate 3D sensor array, both
provided by Matesy GmbH. We will compare the accuracy of the
two sensor arrays in this section.

The pseudo-2D bed has the same height and width as the 3D
bed, but a much smaller depth of 0.015 m. The same 2D-MPT as
in Buist et al. (2015) is used here for measurements in the
pseudo-2D bed. The distance between the measuring domain and
the sensors is maintained at less than 2 cm during our
experiments.

To ensure the collection (in a statistical sense) of sufficient
data, experiments are carried out for 2.5–3.0 h. The averaged
bed dynamics are inferred from the motion of the tracer. The
principle of the MPT measurement technique can be found in
Buist et al. (2015). We follow the same procedure to filter data
and post-processing steps. An overview of all settings and prop-
erties is listed in Table 2.
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It is known that the experimental error of the marker position
increases with decreasing magnetic moment of the marker. We
determined this experimental error for our experimental setup
by placing 5 magnets of different magnetic moment and size in
the center of the sensor array. Using sequential quadratic program-
ming (SQP) algorithms, the measurement error was determined
Fig. 10. Time-averaged (10–35 s) axial solid flux as a function of lateral (x) position, obta
TFM: blue up triangles; old TFM: magenta down triangles) of the pseudo-2D bed, at
interpretation of the references to color in this figure legend, the reader is referred to th
from the standard deviation of the data positions in x- and y--
direction. Fig. 5 shows that, for the same magnetic moment, the
error is generally smaller in the newer 3D MPT setup. This implies
that the new setup is more accurate, especially for the magnetic
marker (I = 0.014 mA2) used in our experiments, where the error
is less than one particle diameter.
ined from MPT experiments (black squares) and simulations (DPM: red circles; new
heights 0.05, 0.1, 0.15 and 0.2 m, for a superficial gas velocity Ug ¼ 2:0Umf . (For
e web version of this article.)



248 L. Yang et al. / Chemical Engineering Science 174 (2017) 238–258
4. Results and discussion

4.1. Pseudo-2D system

From the pressure drop in the pseudo-2D bed, we found that
the minimum fluidization velocity is 3.91 m/s in the experiments.
The minimum fluidization velocity is 3.75 m/s in the simulations
using the Ergun/Wen and Yu (Ergun, 1952; Wen and Yu, 1966)
drag law. This small mismatch between the minimum fluidization
velocity in the experiment and the simulation is mainly due to the
particle property (e.g. particle size distribution and density) and
the experimental rig. To enable a fair comparison, in our analysis
we adopt the same Ug/Umf in both experiment and simulation,
respectively.

The time-averaged solids volume fraction esh i and solids flux
patterns esvsh i in the DPM and TFM simulations are compared in
Fig. 6. For both runs, an averaging time of 25 s is used (after allow-
ing 10 s to reach steady state), which is sufficiently large to obtain
relatively stable results independent of the exact averaging time.
Fig. 11. Profiles of the time-averaged (10–35 s) granular temperatures for a superficia
temperature; bottom row: rotational granular temperature. Left column: DPM simulatio
The DPM simulations show dense zones of solids close to the side
walls and at the bottom of the bed. This type of solids volume frac-
tion distribution reveals that bubbles are mostly formed at the bot-
tom and move towards the center. On the other hand, animations
of the porosity patterns indicate that in TFM simulations more
bubbles than in DPM are generated at the bottom of the bed and
larger bubbles are formed (due to coalescence) in the center of
the bed. Therefore, the TFM simulations produce slightly more
dilute zones in the lower part of the bed and more dilute zones
in the center, and consequently larger dense zones near the side
walls in comparison with DPM simulations. Besides, the very low
solids concentration at the top of the bed from both DPM and
TFM simulations indicates the bursting of bubbles. With increasing
superficial gas velocity, in both DPM and TFM simulations bubble
coalescence is enhanced and more pronounced vertical motion of
bubbles occurs, leading to a more dilute zone in the center of the
bed.

The TFM and DPM simulations show very similar solids flux
patterns. The particles move laterally close to the distributor, flow
l gas velocity Ug ¼ 2:0Umf in the pseudo-2D bed. Top row: translational granular
ns; right column: TFM simulations.
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upwards in regions of more intense bubble activity and downwards
in regions of lesser bubble activity. Consequently, a pronounced
global solids circulation pattern with two symmetric vortices in
the middle of the bed is formed. The height of the dense zone and
Fig. 12. Instantaneous snapshots of the gas volume fraction (porosity) obtained fr
vertical size of the vortices grow upon increasing the superficial
gas velocity. This was also observed by Lindborg et al. (2007).

Fig. 7 compares the profiles of time-averaged particle axial
velocity v s;z


 �
at different heights obtained from the experiment
om simulations for a superficial gas velocity of 1.5 Umf in the pseudo-2D bed.
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and the numerical simulations at Ug ¼ 1:5Umf . Overall, the parti-
cles ascend in the center and descend near the side walls due to
the preferred path of the rising bubbles. Note that rough wall
BCs are employed also at the bottom wall in our TFM simulations,
which probably hinders particle upwards motion close to the dis-
tributor. Additionally, in the dense bottom region, long-term and
Fig. 13. (a) Comparison of time-averaged (10–35 s) equivalent bubble diameter at diff
Ug ¼ 1:5Umf .

Fig. 14. Profiles of the time-averaged (10–35 s) and laterally averaged solids volume frac
velocities in the pseudo-2D bed.

Table 3
Time averaged result of contributions to the mechanical energy for particles in the pseud
gravitational potential energy Epot and rotational granular energy Erotgran . The translationa
averaged velocities, and a granular energy Egran , based on the particle fluctuating velocitie

Cases Etot Ekin Epot

Ug = 1.5Umf

DPM 2.30 0.207(8.99%) 2.09(90.87%)
TFM 2.157 0.163(7.56%) 1.99(92.26%)
Old TFM 2.148 0.128(5.96%) 2.02(94.04%)
Ug = 2.0Umf

DPM 2.973 0.357(12.01%) 2.61(87.8%)
TFM 2.738 0.304(11.10%) 2.43(88.75%)
Old TFM 2.762 0.162(5.87%) 2.60(94.13%)
multi-particle collisions are dominant (Buist et al., 2016), which
are not accounted for in the TFM simulations. As a consequence,
the new TFM simulations underpredict the particle velocity in
the center at the lower height of 0.05 m (Fig. 7a), but produce good
agreement near the wall and in the annulus. At all other heights, a
good match is obtained among the new TFM, DPM simulations and
erent heights. (b) Comparison of time-averaged bubble count at different heights.

tion versus height from simulations and experiment at two different superficial gas

o-2D bed (10–35 s). The total energy Etot consists of translational kinetic energy Ekin ,
l kinetic energy is further subdivided into a convective energy Econv , based on cell-
s within a cell.

Econv Egran Erotgran

0.193(8.39%) 0.0137(0.6%) 0.0031(0.13%)
0.153(7.09%) 0.01(0.46%) 0.0039(0.18%)
0.102(4.75%) 0.026(1.21%) –

0.33(11.1%) 0.027(0.91%) 0.0059(0.20%)
0.29(10.59%) 0.014(0.51%) 0.0035(0.13%)
0.124(4.49%) 0.038(1.38%) –
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MPT experiments in the bulk. In contrast, the old TFM obtains good
agreement with the MPT experiments and DPM simulations in the
lower part of the bed, but underpredicts the particle axial velocity
in the upper parts of the bed. In the dense wall region, DPM over-
estimates the downward solid velocity. This deviation between
MPT experiments and DPM simulation was also reported by
Buist et al. (2015) for a bubbling bed. The present TFM simulations
are in excellent agreement with the experiments.

Fig. 8 shows the particle axial solid flux esvs;z

 �

at different
heights obtained from the experiment and numerical simulations
at Ug ¼ 1:5Umf . Compared to the previous figure, this also takes
into account in the time average the amount of particles that move
with a certain axial velocity at a certain location and time. At all
heights, an upward solids flux is obtained in the center and a
downward solids flux near the side walls. Consistent with our ear-
lier observation, the upward solids flux close to the distributor is
Fig. 15. Time-averaged (10–35 s) solids flux patterns (arrows) and solids volume fraction
vertical plane of DPM simulations (left) and TFM simulations (right) of the 3D bed, at s
interpretation of the references to color in this figure legend, the reader is referred to th
underestimated in the new TFM simulations as a consequence of
the use of rough wall BCs at the bottom. Small bubbles are gener-
ated close to the distributor and side walls, which carry particles in
their wakes, producing voids filled by downward flowing particles.
Due to the coalescence of these bubbles, the amount of downward
solids flux increases with increasing bed height, particularly in the
near wall region. As bubbles move up in the bed center, particles
flow vertically upward at higher axial area (0.05–0.15 m), which
indicates an increase in upward solids flux. The number of particles
close to the freeboard region is so limited that a lower upward
solids flux is observed at the height of 0.2 m. All results corre-
sponds well to the results in Fig. 6. Overall, the new TFM, the old
TFM and DPM simulations are all in good agreement with the
experiment.

Fig. 9 is the equivalent of Fig. 7, but for a higher superficial gas
velocity Ug ¼ 2:0Umf . In general, at these higher velocities, the axial
distribution (colors, colorbar is for solids volume fraction) obtained from the central
uperficial gas velocities Ug ¼ 1:5Umf (top row) and Ug ¼ 2:3Umf (bottom row). (For
e web version of this article.)



Fig. 16. Time-averaged (10–35 s) axial solid flux in the central vertical plane as a function of lateral (x) positions, obtained from MPT experiments (black squares) and
simulations (DPM: red circles; new TFM: blue up triangles) of the 3D bed, at heights 0.1 m, 0.15 m, 0.2 m and 0.25 m, for a superficial gas velocity Ug ¼ 1:5Umf . (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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velocities from the new TFM simulations agree well with the
results from DPM and the experiment. Unfortunately, the old
TFM based on Jenkins and Zhang (2002) underpredicts the particle
axial velocity in the center at all heights, and underestimates the
amount of particle slip with the side walls. A similar underestima-
tion of the particle axial velocity is reported in the work of Lu and
Gidaspow (2003). Particle friction leads to the formation of more
heterogeneous structures because for rough particles more energy
is dissipated during particle-particle and particle-wall collisions.
Jenkins and Zhang (2002) introduced an effective restitution coef-
ficient to account for the effect of particle friction on the energy
dissipation in case the coefficient of friction is small. Even though
their model is simple, it fails to predict the fluidized particle beha-
viour for these inelastic frictional spheres.

Fig. 10 is the equivalent of Fig. 8, but for the higher superficial
gas velocity of Ug ¼ 2:0Umf . At all heights, the new TFM simula-
tions obtain a better match with the DPM simulations than the
old TFM simulations. The MPT predictions are sometimes deviating
from the DPM simulations, especially at 0.1 m and 0.15 m height. It
is important to note that measurements of the bulk particle flow in
MPT are based on a statistical analysis of the marker trajectory.
Consequently, the MPT experiment can only provide information
on the product esh i vs;z


 �
. In contrast, esv s;z


 �
is measured in the

simulations. It is clear that these measurements are not necessarily
the same if there exist (positive or negative) correlations between
fluctuations in es and fluctuations in v s;z. Thus, for this part we
should focus on the comparison among simulations. Taking the
detailed DPM model to provide the ground truth, the new TFM
achieves a significant improvement compared to the old TFM.

In summary, from Figs. 7 until 10 it is evident that the new TFM
simulations agree better with DPM simulations and with MPT
experiments (when referring to the axial velocity) than the old
TFM at higher superficial gas velocity. This better agreement could
be due to an overall decrease in solids volume fraction at higher
gas velocity, associated with more binary collisions andmore chao-
tic flow, making the assumptions of KTGF models better applicable.
This confirms that the new TFM can be used to predict the effect of
particle friction on gas-fluidized bed hydrodynamics.

Fig. 11 shows the time-averaged translational and rotational
granular temperature from DPM and TFM simulations at
Ug ¼ 2:0Umf . In the DPM simulations we observe that lower values
of translational and rotational granular temperature exist near the
walls, and higher granular temperatures in the center of the bed.
Our TFM simulations confirm this semi-quantitatively, where the
agreement is better for the translational temperature than for the
rotational temperature. According to the work of Yang et al.
(2017b), the flux of pseudothermal energy to the wall depends
on the competition between a source term due to the transfer of
kinetic energy from particle flow to velocity fluctuations induced
by wall roughness, and a sink term representing dissipation by



Fig. 17. Time-averaged (10–35 s) axial solid flux in the central vertical plane as a function of lateral (x) positions, obtained from MPT experiments (black squares) and
simulations (DPM: red circles; new TFM: blue up triangles) of the 3D bed, at heights 0.05 m, 0.1 m, 0.15 m, 0.2 m and 0.25 m, for a superficial gas velocity Ug ¼ 2:3Umf . (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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inelastic particle-wall collisions. In this case, the wall serves as a
sink term. Also, as can be seen from Fig. 7, in most cases, the
DPM simulations predict relatively larger particle velocity gradi-
ents close to the wall. Consequently, the flow shear rate is
increased near the wall. All of these contribute to strong particle
fluctuation motion, which explains the reason for higher granular
temperature in that region. Fig. 11 (c) and (d) show that higher
rotational granular temperature is obtained from DPM simulation.
Further improvement for the rotational granular temperature
prediction is needed.
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Fig. 12 shows instantaneous snapshots of the gas volume frac-
tion (porosity) from DPM and both new and old TFM simulations
for an inlet gas velocity of 1.5Umf. As indicated before, small bub-
bles are formed at the bottom of the bed, grow in size in the center
due to coalescence, and burst through the bed surface. After this,
the bed collapses rapidly and small new bubbles re-expand the
bed again (Pain et al., 2001). Because of inclusion of particle friction
and rotation, our new TFM model predicts a significantly more
heterogeneous and stretched structure than the old TFM model,
in agreement with the DPM simulations. Moreover, the fluidization
in the new TFM simulations seems to be more of the slugging kind,
also in agreement with the predictions from DPM simulations.

The time-averaged bubble size and bubble count are presented
in Fig. 13 as a function of height at Ug ¼ 1:5Umf . Note that the
equivalent bubble diameter is evaluated using the bubble area A,
i.e. De ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
4A=p

p
. A porosity of 0.8 is used to define the bubble
Fig. 18. Profiles of the time-averaged (10–35 s) translational granular temperature in t
Ug ¼ 1:5Umf ; bottom row: Ug ¼ 2:3Umf .
boundary. Moreover, we exclude bubbles in contact with the free-
board region to avoid ambiguity. Fig. 13(a) shows that the equiva-
lent bubble size increases with increasing bed height, in agreement
with Fig. 12. As shown in Fig. 13(b), a large number of bubbles
appear near the bottom, and a deceasing number of bubbles with
increasing bed height reveals bubble coalescence. The old TFM
simulations predict larger and fewer bubbles than the DPM simu-
lations and new TFM simulations. This is consistent with Fig. 12,
where the particle friction (present in the DPM and new TFM sim-
ulations) leads to stronger heterogeneous structures, and therefore
a higher number of bubbles.

Fig. 14 shows the laterally averaged solids volume fraction as a
function of height from simulations and experiment at Ug ¼ 1:5Umf

and Ug ¼ 2:0Umf . For the different superficial gas velocities qualita-
tively similar contour shapes are obtained from the DPM and TFM
simulations. The maximum solids concentration is observed at the
he central vertical plane in DPM (left column) and TFM (right column). Top row:
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bottom in DPM simulations. In TFM simulations and MPT experi-
ment the solids concentration peaks at a height between 0.1 and
0.15 m. Close to the bed bottom (height<0.1), the particle concen-
tration in TFM simulations is lower than that in DPM simulations,
while in the height range 0.1–0.22 m the reverse is true. These
observations correspond well to Fig. 6. At higher gas superficial
gas velocity, bubble coalescence is accelerated, thus larger bubbles
are formed through the bed center and higher solids concentra-
tions are observed at lower superficial gas velocities.

Finally, in Table 3 we compare the particulate phase energy
budgets for the TFM and DPM simulations as described in Yang
et al. (2016b). Detailed expressions for the mechanical energy bal-
ance can be found in Goldschmidt et al. (2004). In the present
work, we distinguish between translational kinetic energy Ekin,
rotational granular energy Erotgran, and gravitational potential
energy Epot. The translational kinetic energy is further subdivided
into a convective contribution Econv and translational granular
energy Egran. Generally, from Table 3 we find that the energy distri-
bution in the new TFM is closer to DPM simulations in comparison
with the energy distribution obtained from the old TFM. Clearly,
most of the energy is in the form of potential energy. The contribu-
tions of rotational energy in both models is small. It is evident that
the amount of convective kinetic energy for the new TFM is in bet-
ter agreement with the DPM data in comparison with the convec-
tive energy contribution in the old TFM to a large extent.

4.2. 3D system

For the 3D bed, we found that the minimum fluidization veloc-
ity is 2.6 m/s in the experiments. The minimum fluidization veloc-
ity is 2.72 m/s in the simulations using the Ergun/Wen and Yu
(Ergun, 1952; Wen and Yu, 1966) drag law. As for the 2D bed, this
small difference between the minimum fluidization velocity in the
experiment and the simulation exists due to the slightly polydis-
perse particle size distribution and small differences in the exper-
imental rig. As a consequence of the significant friction with the
front and back walls in the 2D bed, there exists a difference in
the minimum fluidization velocity between a 2D and 3D bed. Here,
we also adopted the same ratio Ug/Umf to enable comparison with
MPT experiments.

The time-averaged solids volume fraction and solids flux pat-
tern in the DPM and TFM simulations are compared in Fig. 15. At
low fluidization velocity of 1:5Umf , both models predict a rather
Fig. 19. Profiles of the time-averaged (10–35 s) and laterally averaged solids volume frac
velocities in the 3D bed.
homogeneous solids distribution, where a slightly higher solids
concentration is observed in the DPM simulation. With increasing
superficial gas velocity, bubble coalescence and lateral bubble
movement become more pronounced in both the DPM and TFM
simulations, which results in a low solids fraction near the central
position at the bottom. When these results are compared with
those from Fig. 6, it can be observed that particles are more homo-
geneously distributed in a 3D system in comparison with a pseudo-
2D system. In the latter case, the frictional effects from the front
and back walls substantially affect the movement of bubbles and
particles.

Overall, our TFM and DPM simulations show very similar
macroscopic flux patterns with an upward flux in the center and
downward flux close to the side walls. At high fluidization velocity,
the global solids circulation pattern becomes more pronounced.

Fig. 16 shows the time-averaged particle axial flux at four cross-
sections above the distributor obtained from experiment and sim-
ulations, at a superficial gas velocity of Ug ¼ 1:5Umf . In general, in
the height range from 0.08 to 0.2 m, the DPM and (new) TFMmod-
els predict strong upward flux in the center and downward flux
near the wall. As mentioned before, the rough wall BCs at the bot-
tom influence the upward flux in the lower part of the bed, which
is also observed in the bed center in Fig. 8(b). Nevertheless, the
present two-fluid model simulations are in good agreement with
the DPM simulation results at the other three heights. At the top
of the bed, according to Laverman et al. (2008), the uncertainty
in experimental measurement might be relatively high because
the solids particles rain down from the top of the bubbles where
the data accuracy is low. Comparison among Fig. 8(b)–(d) and
Fig. 16(a)–(c) indicates that the magnitude of solids flux in the
3D system is smaller in comparison with the pseudo-2D system.

Fig. 17 is the equivalent of Fig. 16, but for a higher superficial
gas velocity Ug ¼ 2:3Umf . In the higher part of the bed (> 0:05
m), the new TFM simulations show a stronger good quantitative
agreement with the DPM simulations and MPT experiments. How-
ever, the old TFM simulations underestimate the downward parti-
cle axial flux close to the wall. In the bulk, both TFM simulations
predict a similar upward flux profile. At this higher gas velocity a
stronger solids upward and downward flux is predicted in compar-
ison with the one observed in Fig. 16 at the same height. In com-
parison with the pseudo-2D system, we found both TFM
simulations obtain better agreement with the DPM simulations
and MPT experiments, which implies that the particle surface
tion versus height from simulations and experiment at two different superficial gas
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friction exhibts less influence on bed hydrodynamics for the 3D
system.

Fig. 18 shows the time-averaged translational granular temper-
ature from DPM and TFM simulations at Ug ¼ 1:5Umf and
Ug ¼ 2:3Umf . On comparison with Fig. 15, it becomes clear that
both DPM and TFM models produce a high granular temperature
in the dilute areas with dilute particle concentration and visa versa.
Furthermore, a higher fluidization velocity enhances the particle
velocity fluctuations in both models. Fig. 15 shows that the TFM
simulations predict a slightly more homogeneous particle distribu-
tion than the DPM simulations in the lower part of the bed, which
leads to lower granular temperatures. Still, as mentioned in the
work of Yang et al. (2017b), the new TFM improves the agreement
with DPM simulations in simulations of rough spheres and rough
walls.
Fig. 20. Snapshots of three-dimensional bubble contours obtained from simulations with
Top row: DPM simulations; bottom row: TFM simulations.
Fig. 19 shows the laterally averaged solids volume fraction as a
function of height from simulations and experiment at Ug ¼ 1:5Umf

and Ug ¼ 2:3Umf . Most particles stay near the bottom of the bed
due to gravity, which is in agreement with Fig. 15. At heights less
than 0.12 m, the simulated particle concentration from TFM is
lower than that from DPM simulation. Nevertheless, TFM simula-
tions predict excellent agreement with the results from DPM sim-
ulation in the upper part of the bed (height > 0.12 m). It is
interesting to notice that the agreement between TFM and DPM
simulations becomes better in the full 3D system in comparison
with the pseudo-2D system (Fig. 15). This is probably related to
the fact that in the pseudo-2D system particle bridges can form
between the front and back wall. The effects of such bridges are
not explicitly modelled in the TFM simulations.

Fig. 20 shows snapshots of the three-dimensional bubble con-
tours obtained from simulations at a superficial gas velocity of
inlet gas velocity of 1.5 Umf . A porosity of 0.8 is used to define the bubble boundary.



Fig. 21. Comparison of time-averaged (10–35 s) equivalent bubble diameter in the
bed center at different heights in the 3D bed, Ug ¼ 1:5Umf .
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1.5Umf . Bubbles are first generated close to the bottom of the bed,
and move towards the bed center. Finally, these bubbles coalesce
near the top of the bed. As a consequence, bubbles at the top are
always larger than those close to the bottom of the bed (Pain
et al., 2001). This is confirmed in Fig. 21, where we show the equiv-
alent bubble diameter as a function of height (based on the volume
of the bubble defined by a porosity contour value of 0.8). Fig. 21
reveals that the new TFM model slightly underpredicts the bubble
size close to the bottom while it is reversed near the freeboard
region. Nevertheless, the agreement between the TFM and DPM
models is reasonable. Comparison between Figs. 21 and 13 shows
that there is a difference in the dependence of bubble diameter
with increasing bed height between the 3D and pseudo-2D beds,
especially close to the freeboard. This difference could arise from
the additional freedom for bubble interaction in the 3D bed where
bubbles are able to move freely in the horizontal plane instead of
being restricted to essentially one direction (Geldart, 1970).

5. Conclusions

In this work we validated a new KTGF model for rough spheres
and rough walls for the first time using a full 3D system. The model
is validated by comparing TFM simulations that employ this KTGF
model with MPT experiments and more detailed DPM simulations
of the same dense gas-solid fluidized beds. To quantify the effect of
the third dimension, we investigated both a pseudo-2D and a 3D
configuration.

In the pseudo-2D bed, we compared the new TFM model with a
TFM model based on a simpler kinetic theory derived by Jenkins
and Zhang (2002). Through comparison with the DPM simulations
and MPT experiments, we conclude that the new KTGF model
improves the predictions for fluidized beds of inelastic rough par-
ticles. The energy distribution from the new TFM is closer to that
predicted in the DPM simulations in comparison with the TFM
based on Jenkins and Zhang’s model. In particular, Jenkins and
Zhang’s model underpredicts the particle axial velocity in the bed
center and predicts a lower particle velocity close to the side walls,
especially at high superficial gas velocity. Because of particle fric-
tion, larger densely packed zones are obtained from simulations
using DPM and the new TFM.

In a full 3D bed, the particles are more homogeneously dis-
tributed than in a pseudo-2D system. This is attributed to frictional
effects from the front and back walls, which substantially affect the
movement of bubbles and particles. The present TFM model
obtains excellent agreement with experiment and discrete particle
simulation for the prediction of particle axial flux.

We recommend that further validation of the new TFM be car-
ried out for Geldart A and B type particles. Additionally, since
industrial fluidized beds are generally large and cylindrical in
shape, validation of the new TFM model in a cylindrical bed is also
necessary.
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