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Machine learn¡ng for mental health
diagnosis: tackling contributory
injustice and epistemic oppression

Giorgia Pozzi @,' Michiel De Proost @ 
2

INTRODUCTION
In their contribution, Ugar and Maleler
shed light on an often overlooked but
crucial aspect of the ethical development
of machine learning (ML) systems to
support the diagnosis of mental health
disorders. The authors restrain their focus
on pointing to the danger of misdiag-
nosing mental health pathologies that do
not qualify as such within sub-Saharan
African communities and argue for the
need to include population-specific values
in these technologies' design. However, an

analysis of the nature of the harm caused

to said populations once their values
remain unrecognised is not offered.

Building on Ugar and Malele's consider-
ations, we add a furcher perspective to their
analysis by showing the need to design
considering intended values to ¿void the
occurrence of epistemic injustices.2 First,
v/e argue that failing to acknowledge the
hermeneutical offerings of the populations
interacting with these systems can qualify
as contributory injustice.3 Second, we
show that this form of injustice paves the
way to patterns of epistemic oppression
that need scrutin¡ particularly given the
epistemic authority these systems tend to
increasingly acquire.

CONTRIBUTORY INJUSTICE IN ML FOR

MENTAL HEALTH SUPPORT

Dotson's concept of contributory injus-
tice3 points out that in the case of
blind spots in collectively shared epis-
temic resources, people in marginalised
social positions often develop epistemic
resources to make sense of their experi-
ences and realiry which knowers from
dominant social positions do not acknowl-
edge. More precisel¡ this form of injustice
arises if knowers in dominant social posi-
tions willfully ignore alternative epistemic
resources despite the awareness thar these

could be relevant to a certain epistemic
goal, thus perpetuating the preponderance
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of dominant ones. 'Síe argue that the
examples that Ugar and Malele discuss in
their article can be captured as an illustra-
tion of Dotson's concept. 'While rùTestern

understandings of mental health are often
the standard approach that underlies the
design of ML technologies, this is far from
being the only approach to make sense

of such experiences as 'the South African
cases of ukuthwasa, ukufa kwabantu and
ufufunyane' indicate.l (p 4).

The discussion of Ugar and Malele exem-
plifies that different epistemic resources,
in terms of interpretations, are available
to refer to mental diversiry beyond the
standard biomedical approach. This has

important effects not only on epistemic
practices within healthcare encounters
but also on a structural level. Síe can
consider ML systems as epistemic author-
itative entities that, by their presence and
use, influence and shape the epistemic
resources that are collectively available in
society. They have the potential to support
specific epistemic âttitudes in the general
public and mental health professionals
that, for instance, favour 'Western inter-
pretations of psychosis that would be clas-

sified as biological dysfunction and neglect
others. Alternative interpretations and
understandings of mental health condi-
tions may remain unaccounted for.

The use of ML can, thereb¡ undermine
non-1ù(/estern users' epistemic agenc¡ rein-
forcing the marginalisation of epistemic
resources of non-dominant social groups,

thus perpetuating contributory injustice.
Let us also poinr out that the contributory
injustice we hint towards does not imply
that epistemic agents lacþ the resources

to make sense of their experience (as with
hermeneutical forms of injustice).2 The
issue is rather in their articulations of lived
experience, which'fail to gain appropriate
uptake according to the biased hermeneu-
tical resources used by the perceiver.s' (p

34) In the case of interest, the bias amounts
to the tacit and wrongful assumption of
homogeneity in understanding mental
health conditions across populations that
often underlie the design of ML systems.

This assumption undermines the need

to consider and acknowledge the role of
individuals as producers of local knowl-
edge and the value of varied epistemic
resources, thus excludjng pertinent epis-
temic offerings.

TACKLING EPISTEMIC OPPRESSION

Contributory injustice can become
so pervasive that it risks propagating
epistemic oppression. In its most
general definition, epistemic oppres-
sion pertains to practices oÍ systematic
exclusion that hinder the contribution
to centrâl epistemic activities such as

knowledge production.a The diagnostic
process in mental healthcare is intrin-
sically epistemic since it strongly influ-
ences patients' self-understanding and
contributes to the pool of knowledge
they hoid about themselves. Imposing
an understanding of health and disease
incompatible with patients' collective
values pertaining to their embeddedness
in a particular social contexf can hamper
these epistemic activities. The introduc-
tion of ML systems disregarding the
target population's epistemic offerings
risks systematising the exclusion of their
hermeneutical resources. A misalign-
ment can emerge between the concepts
available to the target population to
make sense of their lived experiences
and those pertaining co rhe ML system.
This means that the problem will not
remain at the level of an occasional
lack of recognition; this misrecognition
rather becomes encoded in the system,
which will, by design, not be able to
pick up on conceptions of mental health
conditions that do not qualify as patho-
logical within a particular community.

These considerations thus hint at complex
issues in which power dynamics, social iden-
tities and the normative weight of relevant
concepts such as health and disease inter-
sect. Add¡essing and amending epistemic
injustice and oppression in ML for mental
health diagnosis is far more challenging than
one account cân accommodate. A catchall
theory of epistemic injustice is, hence, an

unrealisric expectation within the scope of
this commentary. However, effective open
conceptual sffuctur€s can aid in reducing the
perpetuation of contributory injustice and
the epistemic oppression that often accom-
panies it. Medina, for instance, describes a

connection between social imaginaries, poor
epistemic habits, active ignorance and'meta-
blindness'-the lack of actively searching'for
more alternatives than those noticed' and
engaging rhose alternatives.s 1p 78). This
insensitivity to the limits of one's instituted
social imaginaries fosters and maintains poor
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epistemic habits and vices, such as epistemic
laziness, closed-mindedness and epistemic
arrogance. Medina encourâges seeking
'epistemic friction' and 'to remain open
to epistemic counrerpoinrs'.s 1p ZS¡. Wittr
our conffibution, we hope to have shown
the imponance of including these critical
approaches in the design processes of ML
systems for mental health support to avoid
sustaining forms of epistemic injustice and
oppression.
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