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On an integration rule for products of barycentric
coordinates over simplexes in RnI

F.j. Vermolen, A. Segal1

Delft Institute of Applied Mathematics, Delft University of Technology, Delft, The Netherlands

Abstract

In finite-element computations, one often needs to calculate integrals of products of

powers of monomials over simplexes. In this manuscript, we prove a generalisation of

the exact integration formula that was reported and proved for two-dimensional sim-

plexes by Holand & Bell in 1969. We extend the proof to n-dimensional simplexes

and to simplexes on d-dimensional manifolds in n-dimensional space. The results are

used to develop finite-element and boundary-element simulation tools. The proofs of

the theorems are based on mathematical induction and coordinate mappings.

Keywords: barycentric coordinates, integration rule, factorisations, finite element

methods

2010 MSC: 00-01, 99-00

1. Introduction

Finite-element methods are based on a weak form of a partial differential equa-

tion. The solution of the (initial) boundary value problem in consideration, which is

a (partial) differential equation with (initial and) boundary conditions, is written in

terms of a linear combination of a chosen set of basis functions. The resulting system5

of equations contains integrals over factorisations of these basis functions. Since the

finite-element method further contains the division of the domain into elements, the

integrals over basis functions need to be processed over the elements, after which an

assembly step follows. In many cases, these elements have a triangular shape, or a

tetrahedral shape in two and three dimensions, respectively. Of course different shapes10

of elements are also possible. The finite-element basis functions are smooth over the
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elements, however, they may have a discontinuity in their (higher-order) derivatives or

even be discontinuous across the element boundaries, depending on the partial differen-

tiation one is working with. How finite-element methods work can be read in textbooks

written by Bræss [2], Brenner and Scott [3], Atkinson and Han [1], Strang & Fix [12],15

Zienkiewics [15], Quarteroni [13] or in Van Kan et al. [14], to mention a few. In

most classical (nodal) finite-element methods, the basis functions are often expressed

as combinations of piecewise linear functions over the domain of computation. In the

elements, the linear functions are represented by the so-called barycentric coordinates,

which are defined as follows:20

Definition 1.1. Given a simplex sn inRn with vertices x1, . . . , xn+1, then the barycentric

coordinates λi(x), i ∈ {1, . . . , n + 1} are linear on sn and satisfy λi(x j) = δi j.

Therewith it is often necessary to compute integrals with integrands that consist of

factorisations of linear functions over triangles in R2 or tetrahedra in R3 or simplexes

in Rn. In spaces with dimensionality two, the so-called integration formula that was25

derived in Holand & Bell [6] is used. Holand & Bell proved the assertion in their work

and in Brenner & Scott [3] the proof of the two-dimensional version is asked for in an

exercise. However, for dimensionalities higher than three, the proof of the relation has

not been reported in the literature as far as we know.

In the last decades, financial mathematics has gained a lot popularity in the numer-30

ical analysis community. Since some mathematical models from finance involve the

solution of partial differential equations with high dimensionality, where the ’curse of

dimensionality’ is experienced, the need for higher dimensional finite-element methods

has increased, see [10, 9] for instance. With the increase in computational power, these

higher dimensional finite elements have become feasible from a computational point of35

view. To this extent, higher dimensional (exact) integration rules with a mathematical

basis that facilitate the necessary integration of finite element functions over simplexes

has become more important. Next to the increase of dimensionality of present day cal-

culations, finite element techniques over surfaces have gained a lot of popularity in the

communities of mathematical biology and electro-magnetics. In many of the models40

that are common in mathematical biology, see [4, 7] for instance, one wants to under-
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stand the development of certain patterns on moving surfaces. Although finite-element

methods are more and more enriched with isogeometric analysis (IGA) [8], classical

finite elements remain popular and hence integration over triangles on surfaces in R3

remains important. Therefore, integration over simplexes on (moving) manifolds in45

higher-dimensional spaces can and will be common. In this manuscript, we derive

the main results in terms of exact computation for simplexes in Rn and for simplexes

on d-dimensional manifolds in Rn. The main results are often used to derive Newton-

Cotes type integration formulas over internal and boundary elements. The proof is con-

structed via a sequence of several lemmas, where we first consider the one-dimensional50

case, and then we extend the proof to higher dimensionality through mathematical in-

duction. We also base the proof of the final result on a coordinate transformation from

a generic simplex to a unit simplex. Finally, we extend the proof so that simplexes on

d-dimensional manifolds in an n-dimensional space can be dealt with.

2. Integration over simplexes55

In this paper, we deal with (non-degenerate) simplexes in Rn that are denoted by sn.

The coordinates of the vertices of simplex sn are represented by x j, for j ∈ {1, . . . , n+1}.

Next to the coordinates of the vertices, we denote the vectors in Rn pointing from the

origin to point x j by the column vector ~x j. The vertices of simplex sn can have any

coordinates in Rn. We also use the unit simplex in Rn, denoted by s̃n with vertices on60

the coordinate axes on a distance of one from the origin, as well as the last vertex being

on the origin.

Next we deal with simplexes whose vertices are points that are located on a d-

dimensional manifold in Rn where d < n, these simplexes are denoted by bsd. This

notation has been chosen since in an n-dimensional framework integration over mani-65

folds is usually done in order to incorporate natural boundary conditions.

For the one-dimensional case, we drop the coordinate and vector notation, and

there we simply use x1 and x2 to denote the vertices of the line-segment. First, the

1D-case is consideblack, which is necessary for the proof of the generalised results in

n dimensions. Subsequently, the extension to Rn is carried out.70
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2.1. The 1D-case: Integration over a line segment

The one-dimensional case is given since it is needed in the mathematical induction-

based proof of the general n-dimensional version of the theorem. We start with the unit

interval.

Lemma 2.1. Let s̃1 = (0, 1), be a line segment in R, and m1, m2 ∈ N, then75

∫
s̃1

(1 − t)m1 tm2 dt =

2∏
j=1

m j!

(1 +

2∑
j=1

m j)!

(1)

Proof. We proceed by integration by parts:∫
s̃1

(1 − t)m1 tm2 dt =
1

m2 + 1
[(1 − t)m1 tm2+1]1

0 +
m1

m2 + 1

∫
s̃1

(1 − t)m1−1tm2+1dt =

m1

m2 + 1

∫
s̃1

(1 − t)m1−1tm2+1dt.

(2)

In the above expression, the boundary term vanishes since s̃1 = (0, 1). Carrying out

integration by parts recurrently, combined with the vanishing boundary terms, gives∫
s̃1

(1 − t)m1 tm2 dt =
m1!

(m2 + 1) . . . (m2 + m1)

∫
s̃1

tm2+m1 dt =

m1!
(m2 + 1) . . . (m2 + m1)(m1 + m2 + 1)

=
m1!m2!

(m1 + m2 + 1)!
.

(3)

This proves Lemma 2.1. �

Subsequently using a coordinate transformation, we arrive at the following result80

for a line-segment in Rn:

Theorem 2.1. Let s1 be a line-segment in Rnwith vertices x1 and x2 and suppose that

λ1(x) and λ2(x) are the barycentric coordinates on s1 with m1, m2 ∈ N, then

∫
s1

λm1
1 λm2

2 dΓ =

||x2 − x1||

2∏
j=1

m j!

(1 +

2∑
j=1

m j)!

(4)
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Proof. We use the coordinate transformation x(t) = x1 + t(x2 − x1), hence to this end,

we get dΓ = ||x′(t)||dt = ||x2 − x1||dt and λ1(x(t)) = 1− t and λ2(x(t)) = t, and therewith85

we get ∫
s1

λm1
1 λm2

2 dΓ = ||x2 − x1||

∫ 1

0
(1 − t)m1 tm2 dt =

||x2 − x1|| · m1!m2!
(1 + m1 + m2)!

. (5)

In the last equality, we used Lemma 2.1. This proves Theorem 2.1. �

Remark 2.1. Upon using any two points, say x1 and x2 (x1 < x2) in R, with corre-

sponding barycentric coordinates λ1(x) and λ2(x), Theorem 2.1 gives∫
s1

λm1
1 λm2

2 dx = (x2 − x1)
m1!m2!

(m1 + m2 + 1)!
, for m1, m2 ∈ N. (6)

2.2. The nD-case: Integration over simplexes in Rn
90

First, we consider integration over a unit simplex in Rn:

Lemma 2.2. We define s̃n as the unit simplex in Rn with vertices that have coordinates

x j = (0, . . . , 0, 1, 0, . . . , 0), where the one is positioned on the j-th position, j ∈

{1, . . . , n}, and xn+1 is located on the origin. Let λ j(t) = t j for j ∈ {1, . . . , n} and

λn+1(t) = 1 −
n∑

j=1

t j (note that the barycentric coordinates are a partition of unity), and95

m j ∈ N for j ∈ {1, . . . , n + 1}, then

∫
s̃n

n+1∏
j=1

λ
m j

j dΩn =

n+1∏
j=1

m j!

(n +

n+1∑
j=1

m j)!

. (7)

Proof. We proceed by mathematical induction. For n = 1, we proved Lemma 2.1,

which exactly gives equation (7). Suppose that equation (7) holds for n − 1, that is

in Rn−1 (starting at n = 2) then the equation should hold for n, that is in Rn. Hence,

equation (7) becomes100

∫
s̃n−1

n∏
j=1

λ
m j

j dΩn−1 =

n∏
j=1

m j!

(n − 1 +

n∑
j=1

m j)!

. (8)
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The above equation is referblack to as the Induction Hypothesis. For the unit simplex

s̃n, we have λ j = t j for j ∈ {1, . . . , n}, and λn+1 = 1 −
n∑

j=1

t j. The unit simplex s̃n is

described by 0 < t1 < 1, 0 < t2 < 1 − t1, . . . , 0 < tn−1 < 1 −
n−2∑
j=1

t j, 0 < tn < 1 −
n−1∑
j=1

t j.

Further let dΩn be a hyper-volume element in Rn, then∫
s̃n

n+1∏
j=1

λ
m j

j dΩn =

∫
s̃n−1

∫ 1−
∑n−1

j=1 t j

0
(1 −

n∑
j=1

t j)mn+1 tmn
n

n−1∏
j=1

tm j

j dtndΩn−1. (9)

Carrying out integration by parts over the inner integral, yields105 ∫
s̃n

n+1∏
j=1

λ
m j

j dΩn =

∫
s̃n−1

[
1

mn + 1
(1 −

n∑
j=1

t j)mn+1 tmn+1
n ]

1−
∑n−1

j=1 t j

0

n−1∏
j=1

tm j

j dΩn−1

+

∫
s̃n−1

mn+1

mn + 1

∫ 1−
∑n−1

j=1 t j

0
tmn+1
n (1 −

n∑
j=1

t j)mn+1−1dtn

n−1∏
j=1

tm j

j dΩn−1.

(10)

The boundary term in the above expression vanishes since it is zero on tn = 0 and on

tn = 1−
∑n−1

j=1 t j. Next, we proceed in the same way as in the proof of Lemma 2.1, where

the inner integration over tn is carried out recurrently, to arrive at∫
s̃n

n+1∏
j=1

λ
m j

j dΩn =
mn+1!mn!

(mn + mn+1 + 1)!

∫
s̃n−1

n−1∏
j=1

tm j

j (1 −
n−1∑
j=1

t j)mn+mn+1+1dΩn−1. (11)

Via the induction hypothesis, equation (8), and by observing that simplex s̃n−1 is de-

scribed by 0 < t1 < 1, 0 < t2 < 1 − t1, . . . , 0 < tn−1 < 1 −
n−2∑
j=1

t j, with λ j = t j for110

j ∈ {1, . . . , n − 1} and λn = 1 −
n−1∑
j=1

t j, we arrive at

∫
s̃n

n+1∏
j=1

λ
m j

j dΩn =
mn+1!mn!

(mn + mn+1 + 1)!
·

(mn + mn+1 + 1)!
∏n−1

j=1 m j!

(n − 1 + m1 + . . . + mn−1 + mn + mn+1 + 1)!

=

n+1∏
j=1

m j!

(n +

n+1∑
j=1

m j)!

.

(12)

This proves Lemma 2.2. �
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Before we give and prove the generalisation of Lemma 2.2 by the use of a coordi-

nate mapping, we state and prove the following equation that we need for the coordinate

transformation:115

Lemma 2.3. Let ~x1, . . . , ~xn and ~xn+1 be column vectors pointing from the origin to the

non-overlapping points x1, . . . , xn and xn+1 in Rn,respectively, then

det
(
~x1 − ~xn+1 . . . ~xn − ~xn+1

)
= det


1 ~x T

1

. . . . . .

1 ~x T
n+1

 ,
where ~x T

i denotes the row counterpart of the column vector ~xi (hence the transpose).

Proof. Since the value of a determinant does not change under addition of a multiple

of a row to another row, it follows that if one subtracts the last row from each row in the

right-hand side of the above equation in Lemma 2.3, then the value of the determinant

does not change. From developing the determinant from the first column, and noting120

that the value of the determinant does not change under transposing of the matrix, the

lemma follows immediately. �

Note that the above determinant gives the volume of the hyperparallelepiped with

vertices x1, . . . , xn+1. Next we state and prove the generalisation of Lemma 2.2:

Theorem 2.2. We define sn as a simplex in Rn with vertices that have coordinates x j,125

for j ∈ {1, . . . , n + 1}. Let λ j(x) be the barycentric coordinates on sn, and m j ∈ N for

j ∈ {1, . . . , n + 1}, then

∫
sn

n+1∏
j=1

λ
m j

j dΩn =

|∆sn |

n+1∏
j=1

m j!

(n +

n+1∑
j=1

m j)!

, where ∆sn = det



1 ~x T
1

1 ~x T
2

... ...

1 ~x T
n+1


. (13)

Proof. We use the following parametrisation

x(t1, t2, . . . , tn) =

n∑
j=1

t jx j + (1 −
n∑

j=1

t j)xn+1.
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Then the hypersimplex sn transforms into the unit simplex s̃n, defined by 0 < t1 < 1,

0 < t2 < 1− t1, . . . , 0 < tn < 1−
∑n−1

j=1 t j, and the Jacobian matrix of the transformation

becomes

J =

(
~x1 − ~xn+1 . . . ~xn − ~xn+1

)
Then the integral becomes∫

sn

n+1∏
j=1

λ
m j

j dΩn = |det
(
~x1 − ~xn+1 . . . ~xn − ~xn+1

)
| ·

∫
s̃n

(1 −
n∑

j=1

t j)mn+1

n∏
j=1

tm j

j dΩn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
det



1 ~x T
1

1 ~x T
2

... ...

1 ~x T
n+1



∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
·

∫
s̃n

(1 −
n∑

j=1

t j)mn+1

n∏
j=1

tm j

j dΩn = |∆sn |

∫
s̃n

(1 −
n∑

j=1

t j)mn+1

n∏
j=1

tm j

j dΩn

= |∆sn |

n+1∏
j=1

m j!

(n +

n+1∑
j=1

m j)!

.

(14)

In the second equality above, Lemma 2.3 was used and in the second last equality we

used Lemma 2.2. Therewith Theorem 2.2 has been proved. �130

We note that the proof of the two-dimensional version can be found in [6], see

page 84. Holand & Bell also base their proof on a coordinate transformation to a unit

simplex (or triangle). Brenner and Scott [3] consider the proof of the two-dimensional

version on page 92 in an exercise. In this exercise, it is also asked to give the three-

dimensional version (without a proof). Bræss [2] and Van Kan et al. [14] give the135

two-dimensional version without the proof, where it should be noted that Van Kan et

al. [14] also give the extension to n-dimensional spaces, though the proof is not given.

Epstein [5] sketched some elements of the proof of Lemma 2.2 on a website, however,

the proof did not appear in any refereed journal as far as we know and further the proof

was not extended to Theorem 2.2. In the next subsection, we extend the theorem and140

proof to a simplex on a d-dimensional manifold in an n-dimensional space.
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3. Integration over simplexes on manifold in Rn

We quote our last result, which should be considered as a generalisation of Theorem

2.1, for the integration over a simplex on a d-dimensional manifold in an n-dimensional

space Rn (0 < d < n):145

Theorem 3.1. We define bsd as a simplex on a d-dimensional manifold in Rn with

vertices x j, m j ∈ N. Let λ j(x) be the barycentric coordinates on bsd for j ∈ {1, . . . , d +

1}, then

∫
bsd

d+1∏
j=1

λ
m j

j dS d =
√
|det(JT J)|

d+1∏
j=1

m j!

(d +

d+1∑
j=1

m j)!

, (15)

where

J =

(
~x1 − ~xd+1 . . . ~xd − ~xd+1

)
∈ Mn×d(R).

Proof. Considering a simplex on a d-dimensional manifold in Rn, we introduce the

transformation

x(t1, . . . , td) =

d∑
j=1

t jx j + (1 −
d∑

j=1

t j)xd+1.

Then the Jacobian matrix, J, is given by

J =

(
~x1 − ~xd+1 . . . ~x1 − ~xd+1,

)
which is an n × d matrix, and since it is not square, the metric is given by

√
|det(JT J)|,

see Spivak [11]. Further, λ j(x(t1, . . . , td)) = t j for j ∈ {1, . . . , d} and λd+1(x(t1, . . . , td)) =150

1 −
d∑

j=1

t j on the unit simplex b̃sd. Then, it follows that

∫
bsd

d+1∏
j=1

λ
m j

j dS d =

∫
b̃sd

√
|det(JT J)|(1 −

d∑
j=1

t j)md+1

d∏
j=1

tm j

j dS d =

√
|det(JT J)|

∫
b̃sd

(1 −
d∑

j=1

t j)md+1

d∏
j=1

tm j

j dS d =
√
|det(JT J)|

d+1∏
j=1

m j!

(d +

d+1∑
j=1

m j)!

.

(16)
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Here we used Lemma 2.2 in the last step. This proves Theorem 3.1. �

4. Discussion and conclusions

We proved the generalised version of Holand & Bell’s Integration rule, both for

generic simplexes in Rn and for generic simplices on d-dimensional manifolds in Rn.155

We note that Lemma 2.2 was also proved for the n-dimensional unit simplex by David

Epstein on the math overflow website in 2015, see [5]. However in the literature, the

proof for the generalisation to simplexes in Rn, and for the extension to d-dimensional

simplexes in Rn, seems to be lacking. Possible reasons for the lack of such a proof

in the literature, is its being straightforward or that many authors use Gauss-like nu-160

merical quadrature rules to approximate the integrals that are to be determined for

the element matrices and vectors in the finite-element formalisms. Since this rule can

be used to develop discretisation matrices without additional error in n-dimensional

finite-element problems, and since it is found in many finite-element books as an un-

proved theorem, we decided to publish it. The results from this paper can be used165

to derive Newton-Cotes integration rules for the approximation of integrals over sim-

plexes that are needed for the construction of higher dimensional finite-element meth-

ods. Theorem 3.1 allows the generalisation to simplexes on d-dimensional manifolds

in n-dimensional space, which can be used to compute discretisation matrices over sur-

face elements that either originate from natural boundary conditions or from surface170

(boundary) element methods. Currently, finite-element methods are being used more

and more often in higher dimensional problems and also on manifolds. Herewith these

integration rules for high dimensionality and on manifolds become more practical. Fi-

nally, note that formally Theorem 2.1 can be seen as a particular case of Theorem 3.1.

We decided to state it explicitly in the manuscript because this type of integral often has175

to be dealt with when dealing with natural boundary conditions in 2-and 3-dimensional

finite-element methods.

Acknowledgement: The authors thank one of the referees for his or her careful reading

and for notifying us regarding some notational sloppiness.
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