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A low-density ocean inside Titan inferred 
from Cassini data

Sander Goossens    1 , Bob van Noort    2,3,4,5, Alfonso Mateo    4,6, 
Erwan Mazarico    1 & Wouter van der Wal    4

The Cassini mission has provided measurements of the gravity of several 
moons of Saturn as well as an estimate of the tidal response, which is 
expressed as the degree 2 Love number k2 of its largest moon, Titan. 
The first estimates of Titan’s Love number were larger than pre-Cassini 
expectations. Interior modelling suggested it may be explained with a 
dense ocean, but the interpretation remains unclear. We analysed Cassini 
tracking data to determine Titan’s gravity field and its Love number. Our 
gravity results are consistent with earlier studies, but we find a lower Love 
number for Titan of k2 = 0.375 ± 0.06. This lower value follows from an 
elaborate investigation of the tidal effects. We show that a dense ocean is 
not implied by the obtained Love number; instead, a water or ammonia 
ocean is more probable. A lower density ocean can increase the likeliness of 
contact between the silicate core and ocean, which can leach minerals into 
the ocean and could promote its habitability.

The Cassini mission explored Saturn and its icy moons for more than 
a decade. Among its many instruments, Cassini carried a radio sci-
ence subsystem that enabled Earth-based radiometric tracking of 
the spacecraft by the Deep Space Network. These data were used to 
determine the gravity field and interior structure of several of Saturn’s 
moons1–4 as well as those of Saturn itself5. Cassini data were also used 
to determine Titan’s tidal response6, expressed as its degree 2 poten-
tial Love number k2. This dimensionless parameter describes how the 
gravitational field of a self-gravitating body changes in response to 
forcing by the gravitational field of a disturbing body, which in this case  
is Saturn.

To explain the presence of methane on the surface of Titan, ther-
mal modelling of its interior predicted that it could contain an internal 
ocean7. Additional modelling suggested that an ammonia-rich liquid 
layer may be present under an icy shell8–10 and that Cassini may be able 
to detect such a subsurface ocean from measurements of Titan’s Love 
number11,12. Knowledge of the composition of the ocean, as expressed, 
for example, in its density, is important as it influences melting curves 
and interior temperature profiles. This in turn influences the interior 

layering and possible contact between the ocean and its silicate core, 
which has implications for habitability10,13,14.

Initially, Titan’s gravity field, without k2, was estimated up to spher-
ical harmonic degree and order 3 from four fly-bys1. Adding two more 
fly-bys allowed k2 to be estimated, resulting in values of k2 = 0.589 ± 0.15 
and k2 = 0.637 ± 0.224 using two different processing strategies6. These 
values confirmed the presence of a global ocean. Yet, although a dense 
ocean could account for the estimated k2 range (which was larger than 
expected10), a water or ammonia-based ocean with a thin shell (gen-
erally considered to be less than 100 km), as favoured by evolution 
models, is consistent only with the lower end of this k2 range6.

Subsequent analyses using refined interior modelling, some with 
additional data from, for example, Titan’s obliquity15 or shape16, found 
that only models with a dense ocean could satisfy the k2 constraint17–19. 
Models of Titan’s interior consistent with the moon’s mean density, 
polar moment of inertia factor and obliquity, were also consistent only 
with the lower end of the k2 estimate; it was argued that the higher k2 
value could be matched by a denser ocean or mushy lower ice layers, 
but their existence was not supported by evidence13.
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Because the J2/C2,2 ratio differs from the hydrostatic value and 
considering its large uncertainty, non-hydrostatic contributions may 
be present, which would affect the inertia factor estimate24 and may 
also affect the librations25. Following earlier analysis3, we can account 
for this to some extent by assuming a hydrostatic and non-hydrostatic 
part for each coefficient. Doing so we can find the hydrostatic part of 
the total coefficient by minimizing the root mean square (RMS) of the 
differences between the total and hydrostatic coefficients for both J2 
and C2,2, where the hydrostatic parts have direct expressions dependent 
on the fluid Love number26, which is the Love number that characterizes 
the long-term rotational and tidal distortions, in the limit that the excit-
ing period goes to infinity. This results in a slightly higher moment of 
inertia factor C/(MR2) = 0.354 ± 0.01 when using the hydrostatic parts 
of the coefficients.

The tides raised on Titan by Saturn change Titan’s degree 2 gravity 
field, and this effect, modelled with the Love number k2, can be esti-
mated directly using the response to a tidal potential or through time 
variations in the degree 2 coefficients; the results of both methods are 
identical (see Discussion and ‘Modelling the tidal effects’ in Methods 
for more details). Fly-bys of Titan dedicated to gravity occurred at 
different mean anomalies of Titan in its orbit around Saturn (see the 
fly-by characteristics in Supplementary Table 2), which increases the 
observability of the tides3. We iterated gravity solutions, gradually 
expanding the maximum spherical harmonic degree (‘Data analysis’ in 
Methods). We estimated k2 for different expansions and based our final 
result on a series of degree and order 5 fields. We found the mean and 
standard deviation of all these solutions k2 = 0.375 ± 0.06, and extreme 
values of 0.25 and 0.49. The higher values were found with low expan-
sion degrees and when weighting the data uniformly (‘Data analysis’ 
in Methods), but the solutions for k2 are generally in the 0.3–0.4 range. 
Each separate solution has a formal error close to 0.13; as indicated, our 
quoted error is from the spread in solutions, which was half the formal 
error of the individual solutions.

Discussion
Fly-bys have only a limited sensitivity to the gravity field coefficients, 
due to their limited spatial coverage (Fig. 1 and Supplementary Fig. 1 for 
Titan and Supplementary Fig. 2 for Enceladus), but at least the J2 and C2,2 
terms should be determined well for both moons: these terms are by 
far the largest (due to rotational and tidal forces), and the ground track 
coverage for the moons is such that both terms should be determined 
well (there are high- and low-inclination tracks). For both Enceladus 

Analysis of the entire set of ten Titan fly-bys resulted in a Love num-
ber k2 = 0.616 ± 0.067 (ref. 3), close to the earlier results. Interpretation 
of the Love number remained unclear: the high value could indicate a 
high-density ocean, a partially viscous response of the deeper regions 
of the moon or a dynamic contribution to the tidal response, such as 
non-resonant dynamic tides3. An accurate determination of the Love 
number is, thus, crucial for determining the existence of an ocean and 
being able to place constraints on its composition.

Results
We have processed Cassini radiometric tracking data with different 
tools and analysis methods from earlier efforts (‘Data analysis’ in  
Methods). We determined gravity field models for Enceladus and Titan, 
including Titan’s Love number. Our solutions for both moons are listed 
in Supplementary Table 1. We discuss results for Enceladus as valida-
tion of our processing.

Enceladus’s gravity
Following earlier work20, we determined a degree and order 2 field 
for Enceladus, together with the zonal term J3 (gravity is expressed in 
spherical harmonics of degree n and order m with coefficients Cn,m and 
Sn,m, and Jn = −Cn,0). The terms that are well determined (that is, with 
relatively small uncertainties) are J2 and C2,2. The zonal term J3 has a 
formal error slightly larger than half of the coefficient value. The values 
of C2,1, S2,1 and S2,2 are relatively large. These coefficients are related to 
Enceladus’s orientation, as they would be zero in a principal axis sys-
tem. With only three fly-bys, our solutions are not sensitive to these. 
When we constrain them to be small, the other coefficients are not 
substantially affected.

We found the ratio J2/C2,2 = 3.30 ± 0.27 (errors are 1σ unless indi-
cated otherwise), which is very close to the hydrostatic equilibrium 
expectation of 10/3. We used the Darwin–Radau relationship21 to deter-
mine Enceladus’s polar moment of inertia factor C/(MR2), where C is 
the polar moment of inertia, M the mass and R the radius (252 km). We 
found that C/(MR2) = 0.345 ± 0.01, which suggests differentiation of 
the moon with a rocky core at its centre.

Titan’s gravity and tides
For Titan, we estimated values for the full degree and order 5 field and 
its Love number, similar to earlier work3. We show Titan’s radial accelera-
tions in Fig. 1. Several of the larger anomalies are below ground tracks, 
yet the stronger negative gravity anomaly in 60°–120° E and 30°–90° N 
is not, and it is, thus, much more uncertain, as confirmed by the map 
of anomaly errors (Supplementary Fig. 1).

We show the power in the gravity field in Fig. 2, together with 
the power per degree of the formal errors. The power in our solution 
increases for degrees 4 and 5, compared to degrees 2 and 3. This may be 
due to gaps in the geographical coverage of the fly-bys (Fig. 1), resulting 
in not enough resolution to estimate a full degree and order 5 field. This 
could indicate the need for constraints, but we decided not to apply 
constraints on the gravity coefficients (‘Data analysis’ in Methods). 
The degree 2 and order 1 coefficients are small due to better coverage, 
which indicates a better sensitivity than we found for Enceladus and 
agreement with the rotational model we used for Titan in our analysis22.

As for Enceladus, the J2 and C2,2 coefficients are the coefficients that 
are determined best. Note that the relative errors for these coefficients 
are smaller for Enceladus than for Titan, despite having many fewer 
fly-bys, which is probably due to the larger values of the coefficients. For 
Titan, we found the ratio J2/C2,2 = 3.21 ± 0.72. This is slightly lower than 
the hydrostatic ratio but within 1σ. Using the Darwin–Radau relation-
ship, we found a polar moment of inertia ratio C/(MR2) = 0.348 ± 0.03 
(where we used a radius of 2,575 km for Titan). This also indicates that 
Titan is differentiated. Such a moment of inertia factor can also be 
consistent with a fully differentiated interior consisting of an icy shell 
over a low-density core23.
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Fig. 1 | Titan’s gravity expressed as radial accelerations. The ground tracks of 
the fly-bys used in the determination of the gravity field model are indicated in 
black for altitudes less than 9,000 km. We set the coefficients C2,0 and C2,2 to zero 
for this map.
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and Titan, we found good agreement with earlier analyses1,3,20 for these 
coefficients. For Enceladus, our J2 is slightly smaller and C2,2 is slightly 
higher, resulting in a smaller J2/C2,2 ratio, but the ratio is consistent 
within 1σ. Our J3 term is larger (in an absolute sense), but it also has a 
relatively large error. For Titan, our J2/C2,2 ratio is very close to that from 
earlier analyses1,3, whereas our individual coefficients are slightly differ-
ent (see Supplementary Table 1 for a comparison with earlier results). 
They are generally consistent within 1σ and, thus, not significantly 
different. These results, together with good levels of fit to the data 
(the close-approach signal in the tracking data residuals disappears 
after gravity estimation; see ‘Data analysis’ in Methods), indicate the 
validity of our processing and provide confidence in our solutions.

Our reported errors are higher than those from earlier results 
using the same data. This may partly be because we used 10 s of data 
instead of 60 s: shorter count intervals in general increase the intrin-
sic noise although thermal noise is deemed minor for Cassini27. We 
also used a different data weighting scheme, and we applied variance 
component estimation (VCE) in our estimation, where each fly-by is a 
statistical set for which a weight factor is determined (‘Data analysis’ in 
Methods). The formal errors from our solutions were, thus, calibrated 
such that the formal statistics match the observed statistics (variations 
in the data residuals from cyclically randomizing the statistical sets), 
resulting in higher formal errors for the gravity coefficients (Fig. 2). 
The error for degree 2 was larger when we estimated k2. This was due 
to correlations between k2 and the degree 2 gravity terms (‘Modelling 
the tidal effects’ in Methods).

As stated earlier, the power in the degree 4 and 5 terms of Titan’s 
field is larger than that of earlier analysis3, which found the spectrum 
to follow a power law (Kaula rule) of 10−5/n2 (with n the spherical har-
monic degree). The higher-degree expansions did not significantly 
affect the lower-degree coefficients; our k2 estimate was only slightly 
affected. We noticed that the fit to the data did not improve much when 
we estimated a degree and order 4 or 5 field compared to a degree and 
order 3 field (Supplementary Fig. 3), which indicates that the solutions 
are probably not sensitive to a full 5 by 5 field. We estimated the full 
degree and order 5 field nonetheless to prevent possible aliasing of an 
additional signal into the lower-degree terms. We did not constrain the 
gravity parameters to follow a Kaula rule as the knowledge of the gravity 
fields of icy bodies is currently too limited to make definite statements 
about the expected power spectrum28. The higher-degree terms were 

not determined well; for several, the formal error was larger than the 
coefficient value, which was also noted in earlier work3.

Having established that the solutions agree for the important 
degree 2 terms, we next investigated differences with the earlier stud-
ies in the estimate of k2. As indicated, our analysis can account for the 
effects of the tides in two separate ways: through a direct tidal potential 
or through the time-varying effects on degree 2 coefficients (‘Modelling 
the tidal effects’ in Methods). We used both tidal models separately in 
our processing, which resulted in the same estimated k2 value.

Earlier work6 considered the time-varying effects on the degree 2 
terms. Note, however, that there are three core differences with how 
the tides are accounted for, compared to our analysis. First, an approxi-
mated tidal potential11,12 was used, whereas we used a more general 
expression that does not rely on assumptions about Titan’s orbit29,30. 
Second, we note a discrepancy of a factor of 2 in the time-dependent k2 
contribution to the S2,2 term, which makes the term smaller compared to 
the cited pre-Cassini work11,12 that their expressions are based on. Third, 
the time-varying effects of k2 on the degree 2 terms are not correctly 
accounted for in the partial derivatives; these relate changes in the 
data residuals to changes in the k2 parameter and are critical for form-
ing linearized observation equations and estimating the parameter.

Because the effects of k2 on the degree 2 terms are time-dependent, 
they should be accounted for by combining them with the partials 
for the degree 2 gravity terms in the numerical integration of the 
variational equations. However, in the earlier analysis of Cassini 
data6, they were combined with the degree 2 terms after the vari-
ational equations were integrated. We show that this results in an 
observation equation system that does not correctly relate changes 
in the estimated parameters with changes in the data residuals  
(‘Estimating k2’ in Methods).

When we altered our own estimation scheme to follow the earlier 
analysis, we could replicate their results; we then also obtained larger 
Love numbers (Supplementary Table 3). The first difference is prob-
ably of little consequence as the approximated tidal potential is close 
to the more general one (‘Modelling the tidal effects’ in Methods). 
The discrepancy in the S2,2 factor by itself should also in principle not 
influence the results too much, because the J2 and C2,2 effects on k2 are 
much larger (see the discussion on the permanent contributions to the 
degree 2 terms in ‘Modelling the tidal effects’ in Methods). However, 
constructing the partials from which k2 is estimated without taking 
into account the effect of k2 on the degree 2 terms during the numerical 
integration of the variational equations compounds with the other two 
differences and results in an overestimation of k2.

We could reproduce the earlier results with the incorrect partials. 
A later solution3 may have used the correct partials (private communi-
cation), yet this is not documented. Those authors found results very 
consistent with the earlier ones (k2 = 0.616), which is surprising, as we 
found that the partials had a strong influence on the resulting value, 
and thus, we would expect at least a change in the k2 value when using 
different tidal modelling. We could not reproduce the later results when 
using the correct partials. Also, we could not explain the differences in 
k2 as due to the use of constraints or a different maximum degree and 
order of the expansion. When we used the later results3 as a starting 
point in our analysis, including k2, we still found a lower Love number. 
Our results never reached high k2 values; we, therefore, conclude that 
the application of the correct partials leads to a Love number estimate 
that is robustly in the range 0.3 to 0.4.

Analyses of interior models for Titan based on the higher Love 
number found a need for a dense ocean to match the Love number 
constraint, which often was still only satisfied at the lower end of its 
uncertainty. Our lower value is closer to pre-Cassini predictions10. 
Together with our estimate for Titan’s moment of inertia and its bulk 
density (obtained from the value of GM; see Supplementary Table 1), we 
can use the Love number to determine the parameters for an interior 
structure model of Titan to probe whether a dense ocean is still implied. 

10−7

10−6

10−5

RM
S 

po
w

er

2 3 4 5
Degree

Earlier solution (ref. 3)
This solution, k2 included
This solution, no k2
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For completeness, we also include Enceladus in our analysis but we 
discuss the results only in ‘Interior modelling’ (Methods).

We modelled Titan’s interior as a spherically symmetric body. 
We assumed four layers: a rocky core, a high-pressure ice shell, an 
ocean and an icy crust14,17,31, with a fixed total radius of 2,575 km. Based 
on a recent analysis31, we computed realistic density profiles for the 
hydrosphere for various ocean compositions (pure water and various 
weight percentages of MgSO4) and temperatures at the bottom of the 
ice shell (which is a proxy for the shell thickness), and compared the 
tidal response of such profiles to that of a model with layers of constant 
density (where the constant density was the average of the density 
profile in each layer; all other parameters, which are discussed below, 
were kept the same). We show such a density profile in Supplementary 
Fig. 4. We found that accounting for the increase of density with depth 
increases the Love number by at most 4%, which is smaller than the 
current error on k2 and in agreement with earlier results17.

Given the large impact of the ocean density on the predicted Love 
number14,17,31 and the significantly lower Love number, we found it 
more prudent to use a simplified model with parameters that previous 
analyses have shown to have the most influence on k2. We, thus, used a 
model with constant densities in our subsequent analysis.

We varied the core radius and density, ocean thickness and density 
(the ice shell thickness was also varied; it was determined automatically 
from the fixed planet radius and other radii values), and the viscosity 
of the high-pressure ice and icy crust, within given limits (‘Interior 
modelling’ in Methods and Supplementary Table 4 for values and 
their ranges). We explored the parameter space using a Markov chain 
Monte Carlo (MCMC) approach32 to match the moment of inertia 
factor (we used our value of C/(MR2) = 0.348 ± 0.03), bulk density and 
Love number. To compute Titan’s tidal response, we used a Maxwell 
rheology for Titan but found that we obtained the same results with 
an Andrade rheology.

We found that the moment of inertia factor is mostly sensitive to 
the core parameters. The error on the polar moment of inertia factor 
is such that we could not determine the ocean thickness or icy crust 
thickness with certainty. We generally found solutions close to our 
minimum ocean thickness (50 km) but thicker oceans were also pos-
sible. We show histograms for the core radius and density in Fig. 3 and 
distributions for all parameters and measurements in Supplementary 
Fig. 5, which allows for additional considerations of the sensitivity of 
our results. We found a core size of 2,110 ± 76 km and a core density 
of 2,528 ± 175 kg m−3 from the modes of the distributions. Both values 
are consistent with models from a recent review of Titan’s interior14.

We show the relationship between ocean density and k2 in Fig. 4 
as a heat map of model counts from our results. Our analysis clearly 
favours lower densities for Titan’s ocean. We obtained an ocean den-
sity of 1,091 ± 107 kg m−3 as the mean and standard deviation of the 

distribution of ocean densities. Larger densities are less probable, 
and indeed, result in larger Love numbers. A dense ocean is, thus, not 
implied from matching our estimate of Titan’s Love number.

We tested a wide range of viscosities and rigidities for the lay-
ers pertinent to the tidal response, and the results showed only low 
sensitivities, like those of an earlier study17. Our simplified model-
ling may have resulted in weaker sensitivities with respect to the 
viscosities and rigidities compared to more complete models with 
temperature-dependent viscosity profiles. Such models would include 
viscosity changes with depth, which would affect the tidal response. 
Still, studies that have applied more complete models all indicated 
that a lower Love number is correlated with lower ocean densities13,17,31.

The density of an ocean depends on its composition31. The density 
also affects the thickness of the crust and the high-pressure ice layer 
through its effect on temperature profiles14. A thin icy crust and a less 
dense ocean may result in a thin or even absent high-pressure layer. This 
in turn would make contact between the ocean and core more probable 
and increase the chance that volatiles and organics in the core could be 
transported into the ocean with implications for astrobiology14. Previ-
ous analyses of Titan’s interior using the higher Love number focused 
on increasing the ocean density by looking at different compositions. 
An ocean with a higher weight percentage of MgSO4 has a higher density 
compared to pure water or an ocean with NH3 (ref. 31); our lower Love 
number implies a lower density, which favours water or NH3 oceans. 
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Our results, thus, have important implications for our knowledge of 
Titan’s interior structure, ocean composition and potential habitability.

Methods
Data analysis
We processed radiometric X-band tracking data from the Deep Space 
Network in continuous spans of time called ‘arcs’ using the GEODYN II 
software produced by NASA’s Goddard Space Flight Center (GSFC)33. We 
did not include data with an X band for the uplink or with a Ka band for 
the downlink; the Sun-Earth-Probe angles3 are such that plasma effects 
are likely small. We numerically integrated the equations of motion for 
both the central body (Enceladus or Titan) and the spacecraft, using 
high-fidelity models for the forces. The forces on the spacecraft include 
the following: the central body’s gravity field (and tides, for Titan); 
third-body perturbations by Saturn, its seven largest moons (Iapetus, 
Dione, Enceladus or Titan, Mimas, Tethys, Rhea and Hyperion), and the 
Solar System bodies (including the Moon and Pluto); Saturn’s gravity 
(its zonal harmonics) and its rings5; solar radiation and drag (we include 
a model of Cassini’s shape in our analysis); and accelerations induced 
by the radioisotope thermoelectric generators (RTGs). For the RTG 
accelerations, we use the model applied to Cassini by earlier analysis, 
taking into account the half-life of plutonium1,34. For the central bodies, 
the forces consist of the gravitational forces of the other bodies. We 
used rotational elements for Enceladus as recommended by the Inter-
national Astronomical Union35. For Titan, we used those from Cassini 
results22. For the positions of the moons and bodies as well as the initial 
position and velocity of Cassini, we used values from a reconstructed 
trajectory36, which were based on JPL planetary ephemeris DE435 and 
Saturn satellite ephemeris SAT409.

We modelled the measurements using highly accurate and 
state-of-the art models, including but not limited to effects from the 
troposphere and ionosphere and effects from ocean loading on the 
Deep Space Network sites. All fly-bys used the high-gain antenna except 
for T110, which used the low-gain antenna. We modelled the positions 
of each. We clearly saw a signal due to antenna motion in T110 when we 
did not use updated low-gain antenna coordinates37.

We divided the set of estimated parameters into two groups: local 
parameters that only affect measurements in one arc and global param-
eters that affect measurements for all arcs. The local parameters are 
the following: the state (position and velocity) at the initial epoch for 
both the spacecraft and central body, a scaling coefficient for solar 
radiation pressure, scaling coefficients in the spacecraft frame for the 
RTG accelerations, and a measurement bias for three-way Doppler data  
(different transmitting and receiving stations) to account for differ-
ences in reference frequency at the stations. We used three-way data 
only if they were collected during closest approach; they were then used 
in addition to two-way data, just because this is the most important time 
span of the data collection. We also estimated a drag scaling coefficient 
for each Titan fly-by and velocity adjustments at closest approach for 
two of the three Enceladus fly-bys to account for the effects of plumes20. 
The global parameters are the coefficients of a spherical harmonic 
expansion of the gravity field, the body’s gravitational parameter GM 
and, for Titan, its Love number k2.

For the ten fly-bys dedicated to Titan gravity, we processed the 
data in arcs with an average length of slightly more than 2 days, exclud-
ing spacecraft manoeuvres, thruster firings or angular momentum 
desaturation events that could impart residual accelerations on the 
spacecraft. For Enceladus, there were three fly-bys dedicated to grav-
ity. We processed these data in arcs with lengths slightly over 1 day. 
For each arc, we processed the data to adjust the local parameters. 
We compared the modelled measurements with the actual obser-
vations (their differences are the residuals) and adjusted the local 
parameters in a batch least-squares sense38,39. An arc was considered 
to have converged when changes in the RMS of the residuals were 1% or 
less. We then generated partial derivatives of the measurements with 

respect to all parameters and formed the normal equation system. The 
normal equations from all fly-bys for one body were then combined, 
with weights per fly-by being determined using VCE (see below)40. We 
repeated this entire process (estimating the local and global param-
eters) several times until the results were deemed to have converged 
(see below).

We used data averaged over 10 s for the fly-bys of both bodies. 
We weighted the data uniformly at 28 mHz during the determination 
of the local parameters, corresponding to 0.5 mm s−1 for X-band data. 
Because we used 10 s of data, our RMS values for the fits are gener-
ally a little higher than those for earlier analysis3, which used 60 s of 
data. We show an example of data residuals before and after gravity 
estimation in Supplementary Fig. 6. The closest-approach signal is 
clearly visible in the residuals before gravity estimation. After gravity 
adjustment, the residuals resemble data noise. When we used 60 s of 
data, the fit improved at a level commensurate with the longer count 
interval, as expected. We have no indication that the higher intrinsic 
noise level of 10 s data affected our results; as mentioned, thermal 
noise was deemed to be minor for Cassini27. We selected the shorter 
count interval to ensure we had a good sampling of the gravity field. 
At Titan (with fly-by speeds around 6 km s−1 with respect to the moon), 
this was not an issue due to its large size, but at Enceladus (at fly-by 
speeds between 6.5 and 7.5 km s−1), a degree 2 field would run the risk 
of being undersampled if we used 60 s of data. We show the RMS of 
the data fit in Supplementary Fig. 7. It was clearly fitted well below 
the data weight of 28 mHz. When we used the gravity model from 
earlier Cassini analysis3 for our Titan analysis, we obtained similar 
fits as with our own model.

We applied constraints during the determination of the local and 
global parameters, but mostly they were weak. Generally the param-
eters were adjusted at levels well below their constraint. We left Cas-
sini’s state (position and velocity) unconstrained. The central body’s 
state during the determination of the local parameters was constrained 
(at 1 mm and 0.01 mm s−1), as we found this generally resulted in better 
data fits, but we applied weak constraints when we solved the com-
bined normal equation systems because the states affect the other 
parameters. For Enceladus, we used 500 m for positions and 10 m s−1 
for velocities. For Titan, we used 5 km for positions and 100 m s−1 for 
velocities. The results for Enceladus did not change significantly when 
we used the constraints also used for Titan’s state. We applied a con-
straint of 10% to the solar radiation pressure coefficients, 6% to the 
drag coefficients (for Titan; for most fly-bys drag was not needed and 
for low-altitude fly-bys, the drag coefficients have small adjustments 
of the order of 0.3 × 10−4 from their nominal value of 2.4), 1 mm s−1 for 
velocity adjustments (Enceladus), 0.001 for the RTG accelerations in 
the xyz directions in the spacecraft frame (for a nominal value of 1; on 
average they were adjusted at 2 or 3 orders of magnitude below the con-
straint), and 1 mHz for Doppler three-way biases. All these parameters 
had only very small adjustments, which did not influence the gravity 
solutions. All other parameters, such as the gravity field, GM and Love 
number, were unconstrained.

As stated above, we repeated this process many times, starting 
with knowledge of only the GM of the fly-by body (8,978 km3 s−2 for 
Titan and 7.21044 km3 s−2 for Enceladus; all other gravity terms were 
set to zero), initially estimating only a degree and order 2 field, and 
gradually increasing the number of spherical harmonic coefficients 
(for Titan; for Enceladus, we included J3 only after several iterations). 
We considered that these global iterations had converged when the 
residuals fitted close to the noise level (a few millihertz (mHz)) and did 
not change significantly between iterations (<1%). The data fits did not 
change much with each increase in expansion (Supplementary Fig. 3), 
so regardless of changes in fit, we decided to run ten global iterations 
for each model expansion. Convergence generally was reached well 
before that. Supplementary Fig. 3 indicates that for several fly-bys, the 
fit hardly improved. We noticed that in those cases the local parameters 
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(most notably, Cassini’s initial state) showed large adjustments without 
knowledge of the gravity field (only GM) and much smaller adjustments 
after determination of the gravity field.

When using VCE in our gravity determination, each fly-by was 
treated as a separate statistical set. VCE determines scale factors for 
each set with the goal of balancing the formal error statistics with the 
observed statistics (variations of residuals from cyclically randomizing 
the statistical sets40), and it calibrates the covariance. We show the VCE 
factors and resulting effective data weights in Supplementary Table 2. 
Factors larger than 1 mean that the data were upweighted. Because we 
fitted better than our initial data weight for all fly-bys, all fly-bys were 
upweighted, some more than others. Note that we did not change the 
data weights in the determination of the local parameters, but always 
used 28 mHz. We used only one data type (Doppler), so that the data 
weight did not affect the values of the local parameters (the weights 
then affected only the formal errors of the local parameters for each 
arc, before combining them into one larger system).

We determined k2 during various expansions of the gravity field 
model to test the stability of the parameter estimation. We based our 
final result on the values obtained with a series of degree and order 5 
fields. We determined our k2 value as the uniformly weighted average of 
k2 values estimated from these global iterations. The presented uncer-
tainty is the standard deviation of these values around the mean. The 
set of k2 values from the degree and order 5 fields were either estimated 
with the data weighted uniformly at 28 mHz or with the data weighted 
with the aforementioned VCE factors. Note that, in general, the results 
from uniformly weighted data produce slightly higher k2 values than 
those with the VCE factors.

We show Enceladus’s gravity and its associated errors expressed 
as radial accelerations in Supplementary Fig. 2, including the ground 
tracks for the fly-bys. The anomalies that are visible are related to 
ground track coverage; their location was largely determined by 
the resulting C2,1, S2,1 and S2,2 coefficients. The sign for J3 resulted in 
a negative anomaly over the south pole of Enceladus, as found in  
earlier work20.

Modelling the tidal effects
The tidal potential Ut can be expressed as21

Ut =
GMs

r 3s
r 2P2,0(cosψ), (1)

where GMs is Saturn’s GM (the disturbing body), rs is the distance to 
Saturn, r the distance to the computation point, ψ is the angle between 
the computation point and the centre of Saturn and P2,0(cosψ)  is  
the unnormalized degree 2 Legendre function

P2,0(cosψ) =
1
2 (3 cos

2 ψ − 1) . (2)

A general expression for the tidal potential can be obtained by using 
the addition theorem for Legendre functions

Pn,0(cosψ) =
1

2n + 1

m=n
∑

m=−n

̄Yn,m(ϕ′, λ′) ̄Yn,m(ϕ, λ), (3)

where n and m are the degree and order, respectively, (ϕ′, λ′) and (ϕ, λ) 
are coordinate pairs and ψ is the angle between them. The function 
̄Yn,m(ϕ, λ) is defined as

̄Yn,m(ϕ, λ) = ̄Pn,|m|(sinϕ) {
cosmλ, m ≥ 0,

sin |m|λ, m < 0.
(4)

The planet’s response is equal to the Love number times the tidal 
potential. Application of the addition theorem in equation (1) 

(generalizing to all degrees n instead of limiting to degree 2) results in 
expressions for time-varying changes ΔC̄n,m and Δ ̄Sn,m

ΔC̄n,m − iΔ ̄Sn,m =
kn,m
2n + 1

GMs
GMt

(Rt
rs
)
n+1

̄Pn,m(sinΦs) e−imλs , (5)

where GMt is Titan’s GM, Rt is its radius (2,575 km), ΔC̄n,m  and Δ ̄Sn,m  
are changes to the normalized gravity field coefficients, (λs, Φs) are the 
coordinates of Saturn with respect to Titan in Titan’s body-fixed frame, 
and kn,m are Love numbers, now per degree and order. The ratio of radii 
relates to the attenuation with distance. These coordinates, together 
with rs, which describes the distance between Saturn and Titan, vary 
with time, resulting in time-varying coefficients. This is the general 
expression as used by the International Earth Rotation and Reference 
Systems Service (IERS)29,30. There is no dependency on order for spheri-
cally symmetric planets, and the Love number per degree is simply kn.

Instead of using changes in the degree 2 gravity coefficients (lim-
iting ourselves now to only degree 2), a direct expression of the tidal 
potential can also be used

Ut =
k2
2

GMs

r 3s

R5
t

r 3 (3(
̂rs ⋅ ̂r)2 − 1) , (6)

where ̂rs is the unit vector between the centres of Titan and Saturn,  
and ̂r is the unit vector from Titan’s centre to the position where the 
potential is calculated. This expression can be obtained from  
equation (1) through the definition of the in-product and the angle 
between two vectors. Both expressions are equivalent, and both imple-
mentations are possible with our analysis software. We obtain the same 
k2 from them.

The tidal potential can be expressed differently when certain 
assumptions about Titan’s orbit are made. Titan’s orbit has a small 
inclination and eccentricity. Under these assumptions, the potential 
can be expressed in terms of Titan’s eccentricity e and mean anomaly 
M, and it follows readily that equation (5) includes a static part and a 
periodic part12. This results in expressions for changes in the degree 2 
coefficients C2,0, C2,2 and S2,2

ΔC2,0 = ΔC static
2,0 + 1

2 k2qte cosM, (7)

ΔC2,2 = ΔC static
2,2 − 1

4 k2qte cosM, (8)

ΔS2,2 = ΔS static
2,2 − 1

3 k2qte sinM, (9)

where qt is defined as

qt = −3GMs
GMt

(Rt
a )

3
, (10)

with a the (constant) semimajor axis of Titan’s orbit. In this case, 
the coefficients are unnormalized. Such expressions are conveni-
ent because they allow for the separation of the static and periodic 
effects: one can estimate k2 from only the periodic contributions to 
the degree 2 terms, which is how it was done in previous analyses3,6. 
It should then also be made clear that the contribution of the perma-
nent tide is accounted for in the static gravity field coefficients (J2, C2,2  
and S2,2). Such coefficients are called ‘zero tide’30. If the contribution of 
the permanent tide is not included, the degree 2 coefficients are called 
‘conventional tide free’30.

It is not readily clear from equation (5) that there is a permanent 
tide contribution. It is explicit only for ΔC̄2,0 because ̄P2,0 has a constant 
term (equation (2)). However, by using Taylor expansions for small 
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angles Φs and λs, it will be clear that there are also constant terms for 
the order 2 coefficients ΔC̄2,2 and Δ ̄S2,2.

Separating the permanent and periodic contributions and using 
only the periodic terms to estimate k2 result in lower correlations 
between k2 and the degree 2 gravity terms. With the permanent con-
tribution included, the correlation between C̄2,0 and k2 is 0.96 and that 
between C̄2,2 and k2 is −0.99; they reduce to 0.36 and 0.13 when the 
permanent contribution is removed. Our analysis shows that this also 
results in lower formal errors but without changing the estimated value 
itself. Without k2 estimation, our solution also resulted in a lower error 
at degree 2 (Fig. 2). Our analysis mostly used equation (6) to account 
for the tides. From this expression it is not readily clear that there is a 
constant for certain degree 2 terms; there is a constant term in the 
potential but it still depends on rs, which varies with time. The same 
assumptions about Titan’s orbit could be made to isolate a constant 
contribution to the tidal potential of equation (6), but we used the 
expression as is. Our formal error at degree 2 is, thus, higher (Fig. 2), 
but this did not affect the value of the estimated coefficients.

Although some assumptions were made to obtain the expres-
sions in equations (7)–(9), these assumptions are very reasonable. 
Differences in the time variations of the degree 2 terms between the 
two sets of expressions (equation (5) and equations (7)–(9)) are small 
(Supplementary Fig. 8). Note that the simplified potential does not 
have time variations for the degree 2, order 1 terms, whereas those 
from equation (5) do. They are, however, much smaller than those for 
the other terms (Supplementary Fig. 9).

Estimating k2

The general linearized observation equation that relates changes in 
data residuals Δρ to changes in parameters Δp is given as

Δρρρ = AΔp, (11)

where A is the partial derivative matrix that relates the two. Partial 
derivatives are obtained through the numerical integration of the 
variational equations38,39.

The Love number k2 is estimated from tracking data through its 
effect on the gravity field of the central body. As explained above, the 
tides raise a potential and, thus, a force; this potential can be expressed 
directly as in equation (6), or it can be related to time variations in the 
degree 2 gravity coefficients as in equation (5).

When using the time-variable effect of k2 on the degree 2 terms 
(compare with equation (5)), the generation of the k2 partials requires 
a chaining of the effects of degree 2 coefficients (denoted νn,m to indi-
cate both Cn,m and Sn,m coefficients, where m < 0 denotes the Sn,m terms 
and m ≥ 0 denotes the Cn,m terms) with partials of those coefficients 
with respect to k2. Such partials ∂νn,m/∂k2 can be obtained, either from 
equation (5) for the general case or from equations (7)–(9) for the 
approximated case.

In previous work6, the partials of measurements with respect to 
k2 are expressed through their effects on the degree 2 coefficients as 
follows:

∂ρ
∂k2

=
m=2
∑

m=−2
[ ∂ρ
∂ν2,m

∂ν2,m
∂k2

] . (12)

The partials ∂ρ/∂ν2,m are obtained as output from the orbit determina-
tion (and, thus, after numerical integration of the variational equa-
tions), and they are then multiplied afterwards with the respective k2 
partials, evaluated at the time of the observation, to obtain the total 
partial for k2. However, the partials ∂ν2,m/∂k2 are time-dependent but in 
this way this time dependence is not accounted for in the integration 
of the variational equations.

The variational equations for estimating the model parameters p 
are obtained from the equations of motion that relate the spacecraft 

state x (both position and velocity), the parameters and forces f acting 
on the spacecraft through

d
dt

x = f(t,x,p) = ̇x(t,x,p). (13)

The variational equations can then be derived as

d
dt

∂x
∂p

= ∂ ̇x
∂x

∂x
∂p

+ ∂ ̇x
∂p

. (14)

For clarity, using only k2 for p, this would read

d
dt

∂x
∂k2

= ∂ ̇x
∂x

∂x
∂k2

+ ∂ ̇x
∂k2

. (15)

The partial ∂ ̇x/∂k2 is obtained by chaining it with ∂ν2,m/∂k2. To illus-
trate, if we limit ourselves to the effect of k2 on C̄2,2 (to avoid summa-
tion over all five degree 2 terms), this partial has to be chained in the 
following way:

∂ ̇x
∂k2

= ∂ ̇x
∂C̄2,2

∂C̄2,2

∂k2
. (16)

Here, normalized coefficients are used because the coefficients in 
the processing software are normalized. For the variational equation, 
this results in

d
dt

∂x
∂k2

= ∂ ̇x
∂x

∂x
∂k2

+ ∂ ̇x
∂C̄2,2

∂C̄2,2

∂k2
. (17)

The partial ∂C̄2,2/∂k2  varies with time and, thus, has to be accounted  
for directly during the numerical integration of the variational 
equations. When using equation (12), this is not the case. Only ∂ρ/∂ν2,m 
is obtained through the variational equations.

This results in different partials. We show the difference between k2 
partials obtained through the variational equations and those without 
(that is, following equation (12)) in Supplementary Fig. 10 for fly-by 
T022. We call the latter partials ‘non-variational’, with the understand-
ing that the partial ∂ρ/∂νn,m is, in fact, a result obtained through the 
variational equations; it is just that it is then multiplied with the ∂νn,m/∂k2 
partial. For this example, we used the formulation from equation (5) to 
ensure that we have the same ∂νn,m/∂k2 values (this, thus, excludes the 
factor of 2 error in the S2,2 term; see discussion below). It is clear that 
these k2 partials are different, especially after the closest approach. 
This, thus, has an effect on the estimate for k2 because the partials in 
the matrix A in equation (11) will be different.

We tested whether, indeed, changes in k2 predicted changes in the 
data residuals by using equation (11). We propagated an orbit for a span 
of time using a value ka

2 . We computed tracking data residuals for this 
value. We then perturbed ka

2  into kb
2 = ka

2 + Δk2  and computed new 
residuals. We then used equation (11) to test the partial. If all is correct, 
then the difference in residuals should be matched by the partial times 
the change in k2.

We show residual changes and predicted changes in Supplemen-
tary Fig. 11. Instead of using a Cassini fly-by, we used an example from 
the processing of Gravity Recovery and Interior Laboratory (GRAIL) 
intersatellite Ka-band range-rate data, simply because a satellite in 
orbit around a body is more sensitive to tidal effects. The principle 
as well as the result is the same, however, as if we were to use Cassini 
data: small changes in parameters should result in changes in residuals 
as predicted by the partials in the linear regime. We perturbed k2 by 
0.02 for a nominal value of 0.024, which is a relatively large change. 
Supplementary Fig. 11 shows that the changes in residuals match when 
the partials were computed with the variational partials (showing that 
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the linearization holds despite the relatively large change in k2), but the 
differences are large when they were computed with the non-variational 
partials. This clearly shows that the non-variational partials do not 
satisfy the basic observation equation (11).

In addition, to illustrate how this affects the analysis of Cassini 
data, we show the difference in predicted residuals between those from 
the variational partials and those from the non-variational partials for 
fly-by T022 in Supplementary Fig. 12. For this case, we used a Δk2 of 0.25. 
This shows that the difference in partials as shown in Supplementary 
Fig. 10 results in residual differences that increase after the closest 
approach. This indicates the extent to which the observation equation, 
equation (11), is not satisfied with the non-variational partials.

Finally, we investigated the effect on the estimate of k2. We focused 
only on a case where initially k2 = 0, and we did not iterate this. We 
selected the case k2 = 0 to avoid differences in the tidal model, which 
would lead to differences in the orbits and partials. The results from 
this test were, therefore, different from our final solution of k2. Here 
we want to demonstrate only the influence of different partials on the 
estimation of k2. We, thus, made sure that the base ingredients for the 
tests that follow hereafter are the same for each case.

We generated partial derivatives for the entire Cassini dataset 
from our standard processing. We then used either the direct partials 
or we replaced them with partials computed from equation (12). For 
the latter, we can either use the IERS expressions or the approximated 
expressions12 to compute ∂ν2,m/∂k2. Also note that in the earlier results 
for Titan6, there is a mistake in the expression for S2,2. The periodic 
term for S2,2 has a factor of 1/6, which should be 1/3; see equation (9)12. 
We also tested the effect of this. Related to this, we generated partials 
from our standard processing but without the constant contributions 
to the degree 2 terms (while still using the fully variational approach). 
With this, we corrupted the S2,2 contribution with a factor of a half to 
test this effect. We show results for k2 for various cases in Supplemen-
tary Table 3.

The results indicate that the choice of partials has a large influence: 
not using the full variational approach but with the same IERS expres-
sions from equation (5), listed as the case ‘non-variational partial; 
IERS’, already changed the k2 value. Results with the non-variational 
partials are in general higher than the result with the variational par-
tial. The range of the k2 values that we obtained is, however, within 
the error bars of our own estimate. Yet when we include the mistake 
in the S2,2 partial, k2 increased further and became much closer to that 
reported before3,6. Thus, we can replicate the earlier results by using 
the approximated tidal potential together with the mismatch in the 
S2,2 term and the non-variational partials. Leaving out the permanent 
contributions to the degree 2 terms does not significantly affect the 
k2 value when using the variational partials. The error in the S2,2 term 
does increase the k2 value but not as much as when the non-variational 
partials are used. Although the partial differences in Supplementary 
Fig. 10 and the residual differences in Supplementary Fig. 12 may seem 
small, this inversion test shows that there is a strong effect on the  
estimate of k2.

That the S2,2 partial has such a big influence was somewhat surpris-
ing, as it was expected that the estimate of k2 would mostly be driven 
by C2,0 and C2,2 variations. As mentioned above, when we corrupted the 
S2,2 contribution with a factor of 2 in our own processing using the fully 
variational partials, we did not see such a large increase in the estimated 
k2 value. However, when correcting for the permanent contributions 
to k2 by the degree 2 terms, the size of the time-varying S2,2 coefficient 
became comparable to the contributions of C2,0 and C2,2. This means that 
the S2,2 term has a larger effect than when the permanent contribution 
to k2 is not separated. This explains the relatively large contribution of 
the S2,2 term in the previous analysis.

The degree 2, order 1 terms, which are assumed to be zero in the 
approximated approach12, indeed do not contribute much to the esti-
mate of k2, which we tested by excluding them.

Interior modelling
We modelled the interior of Enceladus and Titan using homogeneous 
layers. For Enceladus, we assumed a three-layer model with a core, 
ocean and crust. We acknowledge that variations in Enceladus’s ice 
shell thickness can have an influence41, but we are not considering 
Enceladus’s tidal response in this work. We fixed the density of the 
ocean and crust because we have only the moment of inertia factor to 
constrain the radial density profile, and the density contrast between 
ocean and icy crust is probably difficult to resolve from the constraints. 
The ocean density was set to 1,020 kg m−3 and that of the (icy) crust to 
925 kg m−3; these are in the range that we used for Titan (see below) and 
follow earlier work17. The core density was then computed to match 
the bulk density of 1,611 kg m−3, which was obtained from Enceladus’s 
GM (Supplementary Table 1) and its radius of 252 km. For a three-layer 
model, the core density ρcore depends then on the core radius and 
ocean thickness:

ρcore =
ρbulkR3

e − ρocean (r 3ocean − r 3core) − ρice (R3
e − r 3ocean)

r 3core
, (18)

where Re is Enceladus’s radius, ρbulk is the bulk density, and the other 
densities and radii refer to the other layers.

We used an MCMC analysis, using the open source ‘emcee’ soft-
ware32, to explore Enceladus’s structure by varying the core radius and 
ocean thickness to match the bulk density (with a 2% error) and polar 
moment of inertia factor (C/(MR2) = 0.345 ± 0.01). We assumed an ocean 
thickness of at least 5 km and also ensured that the icy crust was at least 
10 km thick. We could have varied more parameters but doing so does 
not change that the solutions were mostly sensitive only to the core 
radius and density. We ran 100,000 models using 40 chains and found 
that we could resolve only the core parameters. We show histograms for 
the core radius and core density in Supplementary Fig. 13. We found a 
core radius of 201 ± 12 km and a density of 2,202 ± 242 kg m−3 from the 
modes of the distributions. This is a slightly larger core with a lower 
density than earlier analysis42 but still consistent with it considering 
the errors that we obtained.

We modelled Titan’s structure in much the same way with four lay-
ers: a core, high-pressure ice, an ocean and a crust. We varied the core 
radius and density, ocean thickness and density, the viscosity of the 
high-pressure ice and crust, and the core’s unrelaxed rigidity. Because 
we included Titan’s k2 as a measurement, we had to include rigidities, 
viscosities and bulk moduli as well. We used values from earlier work17 
for the fixed parameters. We fixed the density of the high-pressure ice 
to 1,340 kg m−3 and that of the icy crust to 925 kg m−3 following earlier 
work14,17. We also set the thickness of the high-pressure ice to 150 km, 
following earlier work14 and considering the lack of sensitivity. Our 
results did not change significantly when we varied the thickness of this 
layer. To compute Titan’s Love number, we fixed the bulk moduli for all 
layers: 200 GPa for the core, 20 GPa for the high-pressure ice, 2.5 GPa 
for the ocean and 10 GPa for the icy crust17. We fixed unrelaxed rigidities 
(shear moduli) for all but the core: 10 GPa for the high-pressure ice, 0 
for the ocean and 3 GPa for the icy crust17. A recent analysis31 found dif-
ferent shear and bulk moduli for the core than an earlier analysis17. We 
found that changing these parameters had only a very small effect on 
k2, as was also found by the earlier analysis. We used a Maxwell rheol-
ogy for Titan but obtained the same results with an Andrade rheology.

We list the values and ranges for those parameters that were var-
ied in Supplementary Table 4. For Titan, we assumed an ocean thick-
ness of at least 50 km and an icy crust thickness of also at least 50 km. 
Density inversions were not allowed. Thus, the ocean density was 
always between 925 and 1,340 kg m−3 (we did not limit it to be at least 
1,000 kg m−3 and this did not affect the results). For this MCMC analysis, 
we computed 500,000 models with 40 chains to match the bulk density 
(with again a 2% error), the moment of inertia (C/(MR2) = 0.348 ± 0.03) 
and the Love number (k2 = 0.375 ± 0.06).
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We modelled Titan’s tidal response using the open source software 
TidalPy43. We used a Maxwell rheology. When we used an Andrade rhe-
ology, we used parameter values α = 0.3 and ζ = 1.0. We did not explore 
variations of these parameters.

Data availability
Cassini radio tracking data and ancillary information can be found at the 
Planetary Data System’s Atmospheres node (https://pds-atmospheres.
nmsu.edu/data_and_services/atmospheres_data/Cassini/inst-rss.
html). Results from our analysis such as the gravity field models and 
output from our MCMC modelling are available via NASA’s Planetary 
Geodesy Data Archive at https://pgda.gsfc.nasa.gov/products/91 or 
https://doi.org/10.60903/gsfcpgda-titank2.

Code availability
We used the open source software TidalPy to analyse Titan’s Love 
number (https://doi.org/10.5281/zenodo.7017474 (ref. 43)) and the 
emcee open source software32 for our MCMC analysis (https://emcee.
readthedocs.io/en/stable/). We also used the PlanetProfile software44 
(https://github.com/vancesteven/PlanetProfile) to compute the 
self-consistent interior models for Titan used in our modelling. The 
input data for the MCMC analysis are the results presented in this 
work; additional input parameters for TidalPy are discussed in the text 
and listed in Supplementary Table 4. We also used the Python pack-
age corner45 for the distribution plot in Supplementary Information. 
We cannot provide the software used for the analysis of the Cassini 
tracking data, but the methods have long been established and are 
described in detail in Methods. All figures (apart from the distribution 
plot in Supplementary Fig. 5) were drawn with the free software GMT  
(https://www.generic-mapping-tools.org/)46.
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