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A B S T R A C T

Although Light Detection and Ranging (LiDAR) technology is currently one of the most efficient
methods for acquiring high-density point cloud, there are still challenges in terms of data reliabil-
ity. In particular, the accuracy assessment of LiDAR data, especially in the height component, is
one of the main issues in this context. This study introduces a rapid and cost-effective platform to
improve the accuracy and precision of LiDAR data by integrating high-density GNSS-Ranging
measurements with LiDAR data. The platform offers the capability to rapidly collect a significant
number of network real time kinematic (NRTK) points with centimetric precision. A continuous
correction surface is proposed to integrate the platform and LiDAR data, resulting in improved
accuracy for all ground-class LiDAR data. Evaluation using GNSS benchmarks and NRTK check-
points showed a significant reduction in LiDAR height errors after applying the correction sur-
face. The root mean squares error (RMSE) decreased from 18.5 cm to 8.2 cm when compared to
GNSS benchmarks and from 17.4 cm to 5.3 cm for approximately 1000 NRTK control points. The
results indicate that collecting a large number of high-density GNSS ground targets and applying
a correction surface to LiDAR height data significantly enhance the accuracy and precision of the
LiDAR extracted products.

1. Introduction
Airborne LiDAR, also known as airborne laser scanning (ALS), has been a well-known active remote sensing method for collecting

3D geospatial data since the emergence of laser scanning in the early 1990s. Applications of the LiDAR technology are rapidly ex-
panding in space science and geomatics engineering. An important application of this technique is the production of three-
dimensional ground data, especially digital height data, which is easier and less expensive than the traditional mapping techniques.
As a result, this method is currently widely used as a state-of-the-art technology for various surface modeling (Vo et al., 2016; Dong
and Chen, 2017).
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1.1. Background
The airborne LiDAR equipment sends laser light pulses toward a target object and receives the light reflected by this object

(Favorskaya and Jain, 2017). An aerial LiDAR system consists of three main parts: a laser scanner device, a GNSS positioning system,
and an inertial measurement unit (IMU) sensor (Vo et al., 2016; Pereira and Janssen, 1999; Habib et al., 2005; Hollaus et al., 2005).
The post-processing of the distance between the scanner and the target and the position and attitude data obtained from GNSS and
IMUs are used to determine the target's location in the 3D space (Dong and Chen, 2017; Pfeifer and Briese, 2007).

The coordinates of the target points, as seen in Fig. 1, are obtained by combining the measurements from all system's parameters.
In this figure, XG is the position vector of the ground point of the laser, which can be determined by summing-up three vectors
(XO,PG, ρ) after applying the appropriate rotations Ry,p,r, RΔω,Δφ,Δκ and Rα,β at any time. XO is the translation vector from the origin of
the ground reference coordinate system to the origin of the GNSS/IMU body frame, PG is the offset between the GNSS/IMU coordinate
system and the laser unit (lever-arm offset vector) and ρ is the distance vector from the laser pulse firing point to its footprint (effec-
tive surface of the wave return) (Shan and Toth, 2018).

The process of determining the three-dimensional position of target objects, typically involves calculating the longitude, latitude,
and geodetic elevation in the World Geodetic System 1984 (WGS-84). These coordinates can then be transformed into a local or na-
tional grid, and the geodetic heights can be converted to the orthometric system using a geoid model (Webster and Dias, 2006).

Since 2008, ALS systems have undergone significant advances, particularly in capturing multiple return signals for improved topo-
graphic mapping in dense vegetation (Pourali et al., 2014; Reutebuch et al., 2005; Sheng et al., 2003). Notable progress includes en-
hancements in pulse frequency, ranging accuracy, and signal intensity data availability (Toth, 2004). These improvements have led to
higher-quality data, enabling aerial laser scanning applications to expand across various fields, such as mapping land surface topogra-
phy, generating DEMs and DTMs (Maas, 2003; Webster et al., 2004; Renslow, 2013), forestry modeling and analysis (Hancock et al.,
2012; Bazezew et al., 2018; Qi et al., 2023), airborne traffic monitoring (Yao et al., 2011), landslides and subsidence investigation
(Pirasteh and Li, 2018), 3D building modeling (Aguilera et al., 2013), road extraction (Fernández-Arango et al., 2022), watershed
analysis, flood risk assessment (Muhadi et al., 2020), and even snow depth measurement (Deems et al., 2013). The versatility of aerial
LiDAR technology demonstrates its importance and value in modern applications.

1.2. Challenges, accuracy evaluation and error mitigation
The quality of the point cloud acquired from a LiDAR system is influenced by systematic errors, random noise in measurements,

and various sensor parameters. Random errors arise from the accuracy of system measurements, encompassing positioning, align-
ment, scanner mirror angle, and measured length. Conversely, systematic errors are predominantly attributed to angular parameter
biases (Hodgson et al., 2005). Overall, LiDAR system errors can be categorized into four main types. The first category comprises nav-
igation system errors, encompassing GNSS and INS (Inertial Navigation System). GNSS errors include ionospheric and tropospheric
errors, orbital errors, phase ambiguity, and satellite configuration geometry. INS errors involve gyroscope drift and errors in Roll,
Pitch, and Yaw angles. The second category corresponds to scanner-related errors, including laser length measurement errors and
scanner data recording errors. The third category pertains to the fusion of GNSS, INS, and laser scanner systems, involving transfor-
mation errors between sensors and their coordinate systems, as well as synchronization errors among data. The fourth category en-
tails environmental errors, encompassing atmospheric conditions, land geometry, and land cover types (Liu, 2011). By understanding
and mitigating these different types of errors, the overall accuracy and reliability of LiDAR point cloud data can be improved.

Fig. 1. Coordinate systems and LiDAR measurement parameters.
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Calibration is crucial for achieving the highest accuracy in ALS systems. The calibration process involves pre-flight calibration by
the manufacturer and post-flight calibration to determine parameters that cannot be directly measured (Habib et al., 2010a). Quality
assurance (QA) procedures are carried out before data collection to ensure desired data quality, while quality control (QC) procedures
are conducted afterward to verify if the achieved data quality meets the required standards. External QC methods involve comparing
LiDAR data with higher-accuracy height models using ground targets. However, external QC methods can be time-consuming and
costly (Shan and Toth, 2018; Liu et al., 2007; Csanyi and Toth, 2007; Vosselman et al., 2001). The lack of a well-defined quality con-
trol process raises concerns about the quality of LIDAR-derived footprints. To address this, in 2010, Habib et al. proposes an approach
for evaluating LiDAR data quality by assessing the coincidence of conjugate surface elements in overlapping strips (Habib et al.,
2010b). The methodology involves manipulating range and intensity images, linear features extraction, and areal patches from over-
lapping strips, and introduces a surface matching procedure. Kersting et al. (2012) introduced an automated calibration technique
that concentrates on identifying system parameters by reducing inconsistencies among corresponding surface elements in overlap-
ping strips, along with utilizing control data if accessible. The approach employs strong matching methods and incorporates appropri-
ate primitives without requiring data preprocessing. The experimental findings confirm the efficiency of this proposed calibration
method across various types of terrain coverage (Kersting et al., 2012). To enhance the calibration process in the LiDAR community, it
is crucial to develop universally accepted protocols. This improvement should focus on investigating essential parameters and error
sources, while developing accurate methods to estimate them without causing correlation issues. Additionally, robust calibration pro-
cedures must be created to handle diverse LiDAR data scenarios, even when raw measurements and control information are limited.
Identifying relevant features for recognition in overlapping strips and control surfaces, especially for different terrains, is essential.
Mathematical constraints should be integrated to combine system parameters and recognized features seamlessly. Lastly, standard-
ized procedures and metrics should be established to assess the accuracy and quality of estimated system parameters (Habib and
Rens, 2007).

LiDAR data typically exhibit higher height accuracy compared to horizontal accuracy, although advancements have been made in
improving the horizontal accuracy (Qiao et al., 2010; Wu et al., 2015; Hodgson et al., 2003). Determining the accuracy of LiDAR
data's height measurements often involves comparing the obtained DEM with ground control points (GCPs). However, it is important
to consider that the expansion of DEM elevations to cell-covered areas can introduce errors during the comparison process with GCP
elevations (Maune et al., 2007). Alternatively, comparisons can be made by examining individual LiDAR points against GNSS bench-
mark points to validate the accuracy of point cloud. Additionally, by utilizing appropriate interpolation methods, GCP height values
can be used to evaluate the height accuracy of surrounding LiDAR points. Evaluating the accuracy of LiDAR data requires an adequate
number of well-distributed control points (Hodgson and Bresnahan, 2004).

It is worth noting that the accuracy of LiDAR can be influenced by the type of land cover present. For example, areas with dense
vegetation may experience greater errors compared to open land areas (NDEP, 2004). It is also known that collecting a large number
of points with high-precision coordinates gives a higher level of reliability, but it can be a time-consuming and expensive task (Maune
et al., 2007). To estimate the height accuracy of the LiDAR data, the height of each control point is compared with the surrounding Li-
DAR points within a certain radius, and the height RMSE (Root Mean Squares Error) is calculated (Webster, 2005).

Recent studies emphasize the importance of improving the accuracy of LiDAR point clouds and DEM, particularly in the height
component. Huising and Gomes (1998) stated that LiDAR data height accuracy may vary from 5 to 200 cm, as one of the earliest esti-
mates (Huising and Pereira, 1998). Bowen and Waltermire (2002) evaluated LiDAR data from the Richland area of South California
and found a horizontal accuracy of 120 cm (Bowen and Waltermire, 2002). Xhardé et al. (2006) analyzed data from a Canadian
province and reported a horizontal accuracy of 54 cm and a height accuracy of 16.5 cm (Xhardé et al., 2006). Other studies have also
indicated a range of 26–153 cm for height accuracy in large-scale LiDAR surveys (Hodgson et al., 2003; Adams and Chandler, 2002).
Montane (2006) focused on LiDAR points in an Icelandic salt marsh and found an average elevation difference of 7 cm between RTK
and ALS data (Montane and Torres, 2006).

There have also been attempts to enhance the accuracy of LiDAR data. Csanyi and Toth (2007) emphasized the use of GCPs to im-
prove LiDAR accuracy, achieving accuracy within a few centimeters through target point integration (Csanyi and Toth, 2007). Habib
(2008) reported a horizontal accuracy of 50 cm and height accuracy of 15 cm for a point cloud collected using the OPTECH ATLM
2070 airborne scanner at an altitude of 975 m (Habib, 2008). These studies provide insights into early estimates, variations in accu-
racy levels, the impact of specific environments, and methods to enhance accuracy through ground control points. Most LiDAR point
cloud providers have claimed an elevation RMSE value of 15 cm in recent years, even though such accuracy can only be obtained in
ideal conditions (Hodgson et al., 2003). As the largest manufacturer of aerial laser scanning systems, Optech claims an elevation accu-
racy of 15 cm for the ATLM system. This value is widely used by laser scanning service providers and data distribution centers (Maas,
2003).

1.3. Recent developments and research gap
In recent years, by incorporating various spatio-temporal elements, such as GNSS, raw inertial, image, and LiDAR data, the accu-

racy of attitude determination with compact inertial sensors has been greatly enhanced. This method benefits kinematic laser scan-
ning on lightweight aerial devices like drones, leading to more accurate and self-consistent geo-referenced point clouds (Mouzakidou
et al., 2024). Wallace et al. (2012) proposed an algorithm that combined GPS, IMU, and High-Definition video camera observations to
demonstrate that incorporating video data improves the horizontal accuracy of the final point cloud RMSE, reducing it from 61 cm to
34 cm (Wallace et al., 2012). To integrate spectral and geometric information gathered by low-cost UAVs (Unmanned Aerial Vehi-
cles), accurate registration of LiDAR point clouds and images is necessary. Li et al. (2019) introduced NRLI-UAV, a non-rigid registra-
tion method for sequential raw laser scans and images taken by low-cost UAV systems. The assessment of LiDAR point cloud quality



Remote Sensing Applications: Society and Environment 35 (2024) 101251

4

M. Salehi-Dorcheabedi et al.

using plane fitting showed improvement from 45 cm to 5 cm (RMSE of plane fitting) when using NRLI-UAV, demonstrating high au-
tomation, robustness, and accuracy (Li et al., 2019). De Oliveira and Santos (2019) aimed to meticulously calibrate UAV-based LiDAR
systems by refining boresight angles using a point-to-plane method. This method displayed improved positional accuracy compared
to existing techniques when assessing the accuracy of the adjusted point cloud to point/planar features (De Oliveira and Santos,
2019).

Real-Time Kinematic (RTK) technology has also significantly improved the precision of height measurements in LiDAR data. How-
ever, while recent advancements show great potential for increasing LiDAR height accuracy, there is a noticeable lack of studies em-
ploying the higher precision provided by GNSS techniques to combine it with LiDAR data, particularly in urban environments. Hladik
and Alber (2012) conducted a study focusing on this area. They introduced a method that incorporated high-precision RTK observa-
tions to improve the accuracy of a digital elevation model for a salt marsh. Their approach successfully reduced the RMSE from 16 cm
to 10 cm (Hladik and Alber, 2012). Schmelz and Psuty (2019) conducted another study to evaluate the reliability of LiDAR data in de-
tecting coastal geomorphological changes. They achieved a reduction in the height RMSE of the LiDAR data from 50 cm to 25 cm by
systematically adjusting the offsets between the LiDAR data and the ground truth (Schmelz and Psuty, 2019). Elaksher et al. (2023)
conducted an extensive assessment of a LiDAR system, aiming to measure the accuracy and quality of its data. Their findings revealed
an average elevation discrepancy of 12 cm when comparing the LiDAR data to the results obtained from terrestrial surveying. Addi-
tionally, the horizontal offsets exhibited an RMSE of approximately 50 cm (Elaksher et al., 2023).

1.4. Proposed research
The approach we propose has the high potential to address the above-mentioned scarcity of substantial research and contribute to

the broader adoption of this technique across various remote sensing scenarios. We aim to address this research gap by employing a
more efficient and cost-effective method to improve the accuracy of DEMs, specifically in urban areas. Our focus is on investigating
the accuracy enhancement of LiDAR point cloud coordinates. To achieve this, we propose a novel method that utilizes the fusion of ul-
trasonic devices and NRTK data to retrieve ground-level heights.

In the course of this study, we developed and utilized a prototype, implementing a suitable and comprehensive model to enhance
the accuracy of LiDAR point height coordinates. The effectiveness of our method was further validated through independent check-
points. Our study introduces a methodology for rapidly and accurately enhancing the height component accuracy of LiDAR point
clouds in urban environments. In addition, it highlights the high potential of integrating ultrasonic devices and NRTK data. By en-
hancing the accuracy of LiDAR point cloud data, the proposed method provides promising results to improve the accuracy of DEM
models and therefore enhancing 3D urban mapping.

2. Materials and methods
A cost-effective prototype is specifically designed and deployed for acquiring ground data to improve the accuracy of LiDAR

height measurements. The core principle of this approach entails using a substantial amount of ground-level converted RTK-GNSS
data to address systematic errors inherent in the LiDAR point cloud. These errors may stem from inaccuracies in the positioning sys-
tem or the attitude parameters of the ALS device (Vosselman and Maas, 2010). Given that LiDAR points are acquired along a flight
line these systematic errors may be associated either with the flight path or the date of observations.

In contrast to previous research that relied on GCPs to investigate LiDAR data accuracy, this study takes a different approach. It
utilizes a significantly large number of ground target points to enhance the accuracy of LiDAR point cloud heights, without any prior
information about individual LiDAR cloud points. The approach involves the utilization of a correction surface that incorporates the
spatio-temporal variations of height errors. This correction surface is generated by calculating the differences between LiDAR heights
and Network-Real-Time Kinematic measurements. Due to the limited availability of GCP points, an NRTK–Ultrasonic platform is de-
veloped to augment the number of reference points.

The methodology employed in this research is briefly illustrated in Fig. 2 and presented in detail in the subsequent section.

2.1. NRTK-ultrasonic prototype development
To automatically determine ground-level heights using NRTK, the approach involve installing a GNSS receiver on the vehicle's

rooftop. However, it was crucial to accurately measure the vertical position of the GNSS platform relative to the road surface at all
time instances. This was challenging due to potential variations in the vehicle's height caused by the suspension system. To overcome
this, ultrasonic sensors were employed to measure the distance between the car body and the road, with a minimum of two sensors,
placed on each side of the vehicle (Fig. 3-a). Considering the data collection in urban environments with dense vegetation and tall
buildings, using multiple GNSS receivers was preferred to reduce the risk of losing NRTK coordinates. This was observed during im-
plementation, where one or two out of the three devices used often failed to establish fixed coordinates.

Based on Fig. 3-b, the subsequent action involves incorporating the predetermined distance between the car's roof platform and
the altimeter sensor located on both sides of the vehicle. This allows for the determination of the height of the platform surface rela-
tive to the ground level. Additionally, during this stage, the height measured by the NRTK receivers is shifted to the platform by con-
sidering the GNSS antenna height.

2.2. Study area and data acquisition
The Austrian RIEGL LMS-Q560 laser scanner was used to collect the LiDAR data for this study. A Dornier aircraft conducted a

flight at a height of approximately 800 m above the ground, traveling at a speed of 216 km/h. The laser scanner had a return pulse
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Fig. 2. LiDAR height accuracy improvement methodology.

Fig. 3. a) NRTK and ultrasonic fusion for precise height measurements concept, b) Data collection and geometry of vehicle-mounted surveying instruments (Z1 and Z2
are the ultrasonic distance measurements).

frequency of 120 kHz and a scan angle of 60°. In total, the city of Isfahan yielded around 900 million elevation points, with an esti-
mated density of 2.8 points per square meter and an average distance of 50 cm between each point. These points were obtained
through 38 flight lines. Fig. 4 illustrates an example of the collected LiDAR data symbolically.

To carry out the field measurements of the research, as there is land subsidence in the northern part of the city, we have selected
an area with practically no subsidence and the GNSS-NRTK measurement was performed for about 173 million LiDAR points in the
south part of the area (Fig. 5).

On January 10, 2020, data was simultaneously collected in this area for NRTK-ultrasonic distance measurement. The collection
took place from 9:00 a.m. to 7:00 p.m. A total of 135 km of roads were covered, with an average speed of 30 km/h. For field sampling,
three 220-channel multi-frequency SOUTH Galaxy-G1 receivers were used, with a nominal measurement accuracy of
8 mm + 0.5 ppm for horizontal coordinates and 15 mm + 0.5 ppm for height coordinates. Additionally, two HC-SR04 ultrasonic dis-
tance measuring sensors were installed on the Peugeot-206 Sedan, with a nominal accuracy of 3 mm for distance measurements be-
tween 2 cm and 400 cm. Three GNSS receivers were mounted on the vehicle's roof platform. Two distance measurement sensors were
also placed on each side of the vehicle to measure changes in height relative to the ground surface (Fig. 6). The antenna height of each
GNSS receiver, the constant height of each distance sensor relative to the platform surface, and the height of the platform on both
sides from the ground surface were all measured for later calculations.

The national NRTK system, provided by Leica Geosystems, was used to measure GNSS coordinates. Simultaneous ultrasonic rang-
ing was conducted to align the NRTK points with the ground level. The measurement and storage rates were set at 1 s. Table 1 dis-
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Fig. 4. An example of LiDAR data collected in the city of Isfahan (related to Naqsh-e Jahan historical square).

Fig. 5. NRTK and ultrasonic ground data survey routes (Orange color), LiDAR data area (Blue). Isfahan City districts (Yellow). (For interpretation of the references to
color in this figure legend, the reader is referred to the Web version of this article.)

Fig. 6. The Prototype configuration: a) GNSS receivers installed on the platform, b) HC-SR04 ultrasonic distance Measuring Module 33 V/5V devices on vehicle's both
sides.

plays the volume of data that were collected. Synchronization of GNSS and ultrasonic sensor data was conducted, and the processing
was accomplished using MATLAB software.

2.3. Accuracy enhancement for height estimation
To validate the accuracy of the fixed NRTK measurements, the lengths of the baselines formed between any pair of antennas on the

platform surface were estimated using the NRTK results. By comparing these estimated lengths with the known lengths of the base-
lines, any outliers in the NRTK data were identified and removed. Two different methods were employed to calculate the height of the
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Table 1
Number of stored ranging and positioning data.

Instrument Type No. of data

Ultrasonic Sensor-Left side 17522
Ultrasonic Sensor-Right side 17522
SOUTH Galaxy GNSS NRTK (G1) 14455
SOUTH Galaxy GNSS NRTK (G2) 13142
SOUTH Galaxy GNSS NRTK (G3) 11303

center point of the platform using the available GNSS receiver data. In the first method, where all three NRTK data were available, the
centroid of the triangle formed by the GNSS positions on the platform was estimated using a coordinate averaging approach. The
height of the centroid was then determined by combining the altimeter data and the Inverse Distance Weighting (IDW) method. The
IDW method utilized an interpolation technique to estimate the precise height between the platform and the actual ground surface. It
involved calculating the height of the unknown point C based on the inverse ratio of the distances between the GNSS points with
known using the following equation:

ZC = l +

2∑
i=1

(
zi

di

)

2∑
i=1

(
1

di

) (1)

where ZC is the distance between the ground and the centroid, l is the constant distance from the leveled platform to the ultrasonic
sensor, di is the horizontal distance of each sensor to the centroid, and zi is the range measurement of each distance sensor (Fig. 7).

Due to the obstacles and buildings in urban areas, we may face signal interruption for one or two GNSS devices. When missing one
receiver, the center of gravity on the connecting line between the other two receivers is used to calculate the height of point C. In the
case where only one receiver's data was available, the position of this receiver is used as point C, while this case has rarely occurred.

2.4. LiDAR height error estimation
After calculating the height of the centroid point C using one of the methods mentioned above, the geodetic height of the corre-

sponding target point (Pi) on the ground surface (i.e., in the roadway) is calculated using the following equation:

Fig. 7. Calculating centroid (C) height using all GNSS observations and ranging data.
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hPi(NRTK)= hC − ZC (2)

where h C is the geodetic height of point C on the platform and ZC is the distance from the centroid to ground C.
The LiDAR points were clipped and refined in the next step based on the NRTK surveyed area. For each NRTK point as a target

point (Pi), considering the density of LiDAR points, 10 points were selected (which corresponds to about 3.5 m2 of surface that seems
appropriate for this experiment given the surface of the car roof) from the surrounding LiDAR points (Fig. 8). The LiDAR points' 3D
distance from the target point is calculated. If the mean of these distances exceeds 2 m, the LiDAR points and the target point are re-
moved from the further computation process. The reason for choosing a sphere radius smaller than 2 m is to avoid selecting points
with inconsistent height differences in a neighborhood, especially on roads with different levels. In determining the neighborhood ra-
dius, in addition to the 2-m distance, a 1-m radius was also considered. The choice of this radius depends on the average width of the
roads and the dimension of the car.

The NRTK target point's elevation was subsequently determined by applying the IDW technique to ten adjacent LiDAR points. In
this calculation, a parameter of two was employed to achieve a smoother surface (Eq. (3)):

hPi(Lidar) =

10∑
j=1

(
hj (Lidar)

d2

j
(Lidar)

)

10∑
j=1

(
1

d2

j
(Lidar)

) (3)

where hj(Lidar) is the height of each LiDAR point around Pi and dj is the distance between the LiDAR point and Pi.
In the next step, the difference between the height of the NRTK target points obtained from LiDAR, and the height of the NRTK-

ultrasonic point, was calculated (Eq. (4)):

ΔhPi = hPi(Lidar) − hPi(NRTK) (4)

2.5. LiDAR heights correction surface
The height differences between LiDAR and NRTK along the roads within the study area are used to generate a correction surface,

as shown in Fig. 10. This correction surface can be employed to enhance the LiDAR height values of other points. One practical ap-
proach is to utilize spatial interpolation methods. In this study, the natural neighbor interpolation method was implemented. This
method relies on the Voronoi tessellation of a discrete set of spatial points. The fundamental Equation for this method is:

ΔhL =

n∑

i=1

Wi (L) ΔhPi (5)

where ΔhL is the estimate of the LiDAR height correction at a LiDAR point L, the weights Wi are calculated by finding the stolen areas,
after inserting the calculation point L in the Voronoi tessellation from the surrounding areas (Fig. 9). The Sibson's weights are used,
which could be calculated as follows:

Wi (L) =
𝒜

(
Pi

)

𝒜 (L)
(6)

where A (Pi) are the stolen areas of surrounding Voronoi polygons from A (L), which is the area around point L after inserting this
point in the Voronoi tessellation (Dong and Chen, 2017; Sibson and Barnett, 1981).

Fig. 8. Selection of LiDAR points around each NRTK ground target point along the vehicle's path.
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Fig. 9. Natural neighbor interpolation.

Fig. 10. Height correction surface of the current study.

2.6. Assessing the improvement of LiDAR data
At this stage, GNSS points are measured across the surveyed area and used for benchmarking purposes. Both static and NRTK

methods are employed to obtain accurate height measurements. To compare the accuracy of LiDAR height values, the IDW method is
utilized. The LiDAR height and LiDAR height correction values at the benchmark points are estimated using the IDW method. So, ten
surrounding LiDAR points, whose height correction value was calculated from the surface of Fig. 10 and according to Equation (4),
were used. These points were selected in a radius with a maximum radial distance of 1 or 2 m so that the estimation of height correc-
tion of these benchmarks can be calculated according to Fig. 11 and Equation (7).

ΔhBM =

10∑
i=1

(
ΔhLi

d
2

i

)

10∑
i=1

(
1

d
2

i

) (7)

In the same way, the LiDAR height in the benchmark location is estimated using the IDW method (hBML). Finally, the height differ-
ence value of each GNSS control point from the ellipsoid surface and its estimated height, Δh Total will be determined as follows.

Δh Total =
[
hBML − ΔhBM

]
−hBM (8)

3. Results and discussion
3.1. Comparing the NRTK target points and LiDAR heights

From Eq. (4), the difference between the height of the target points estimated from the LiDAR points and the height calculated by
NRTK measurements (after applying the measurement of the ultrasound sensor) was calculated. For this purpose, according to Fig. 8,
different radial distances were used to calculate the value of ΔhPi so that for each ground target point, 10 neighboring LiDAR points
were selected at the closest distance from that point. The value of statistical parameters for height difference was calculated. The re-
sults are shown in Table 2.
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Fig. 11. LiDAR Height correction at benchmark location using IDW method from nearby LiDAR points.

Table 2
The estimated height accuracy of LiDAR raw data using ground target points.

Radial distance (m) No. of NRTK -Target pts Mean (cm) STD (cm) MAE (cm) RMSE (cm)

2 11219 18.2 13.2 20.6 25.0
1 5503 13.6 9.0 14.8 17.3

As can be seen in Tables 2 and if the LiDAR points are selected around each ground target point up to a maximum radial distance
of 2 m, it is possible to choose 11,219 ground target points, with a mean difference of 18.2 cm, a standard deviation of 13.2 cm, the
MAE value of 20.6 cm, and the RMSE value of 25 cm for ΔhPi. When the neighborhood radius is less than 1 m, the mean difference is
13.6 cm, the standard deviation is 9.0 cm, the MAE is 14.8 cm, and the RMSE is 17.3 cm. With this radius, only 5503 ground target
points have remained.

Fig. 12 illustrates the distribution of the final ΔhPi values along the roads within the study area. A clear systematic behavior can be
observed in the distribution of LiDAR height errors. These errors are likely associated with positioning or attitude errors along the
flight path or the date of observations. Furthermore, for this research, it is not essential to consider the relationship between the er-
rors and the flight path or the timing of LiDAR measurements. The presence of a pattern in the LiDAR height error is adequate to ap-
ply our approach. Our attempt to minimize these errors was through automated NRTK measurements, as explained earlier. This spa-
tial behavior may be influenced by various environmental and measurement conditions, such as the accuracy of flight path restitu-
tion, sloping terrain, multipath reflection, and GNSS/IMU calibration, among others (Vosselman and Maas, 2010).

To correct the height of the LiDAR points (or estimate the amount of correction at any desired point), a surface was fitted to the
values of the ΔhPi According to Fig. 10.

3.2. Verification of LiDAR height correction using GNSS benchmarks
To evaluate the effectiveness of the proposed algorithm, benchmark points situated along the roads of Isfahan city were employed.

The precise coordinates of these benchmarks were obtained using the static GNSS positioning method. Initially, the benchmarks were
chosen within the correction surface region (Fig. 13).

In the subsequent step, 10 neighboring LiDAR points were chosen around each benchmark point, with radial distances of either
2 m or 1 m. The benchmark heights were then derived from the raw LiDAR data using the IDW method, where the reciprocal square
of the distance was used as the weight. This process was performed twice, once for a 2-m radius and again for a 1-m radius.

When considering a 2-m radius, 72 benchmark points had a minimum of 10 LiDAR points in their vicinity. In this case, the height
RMSE was 21.2 cm. Alternatively, when considering a maximum radius of 1 m around the benchmark points, the number of bench-
mark points was reduced to 45, and the RMSE was reduced to 18.5 cm. The differences between the corrected LiDAR heights (using
the proposed correction surface) and the benchmark points were calculated using equations (7) and (8). As expected, upon correcting
the heights using a radial distance of 2 m, the RMSE decreased to 8.8 cm for the 72 points. Further reducing the maximum radial dis-
tance to 1 m resulted in an improved RMSE of 8.2 cm. More detailed results can be found in Table 3.

Fig. 14 illustrates the Δh Total for 45 BMs before and after applying the height correction to calculate the BM heights from the Li-
DAR points considering a maximum radius of 1 m for the BMs neighborhood.
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Fig. 12. LiDAR height error (ΔhPi) values distribution along the surveyed routes (scatter dots), flight paths (thin oblique blue parallel lines), and the observations day
(rectangles). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

Fig. 13. Distribution of GNSS benchmarks (navy blue star points), NRTK survey path (Orange color line), and flight path (thin blue lines) in the study area. (For inter-
pretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

Table 3
Estimated height accuracy of LiDAR data using GNSS control points.

Error Estimation phase Radial distance (m) No. of Control points Mean (cm) STD (cm) MAE (cm) RMSE (cm)

Before Correction 2 72 17.3 12.4 17.6 21.2
1 45 14.9 11.1 15.2 18.5

After Correction 2 72 1.5 8.7 6.9 8.8
1 45 0.1 8.3 6.9 8.2

According to the data presented in Table 3, implementing the corrections with a neighborhood radius of 1 m resulted in a significant decrease of 55.7% in the RMSE.
Moreover, the standard deviation, mean and mean absolute error (MAE) values have shown substantial improvement.

3.3. Verification of LiDAR height correction using NRTK points
To further assess the effectiveness of the correction surface, the observed NRTK target points were utilized. Out of approximately

5500 NRTK points, a random selection of around 1000 points was designated as checkpoints. The remaining 4500 points were used to
create the correction surface. The height of the checkpoints was estimated using both the raw and corrected LiDAR points and then
compared with the reduced NRTK height values that represent the road surface.
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Fig. 14. Δh Total values for GNSS BMs (before implementing the correction surface: red-dotted stem, after correction with the surface: green-dotted stem, mean error be-
fore correction: red long-dashed line and mean after correction: green long-dashed line). (For interpretation of the references to color in this figure legend, the reader is
referred to the Web version of this article.)

The application of the proposed correction resulted in significant improvements in the heights of the LiDAR points, as demon-
strated in Table 4. The height RSME of the LiDAR data decreased by 69.5% after the corrections were applied. The reduction in other
statistical parameters is also evident from the data presented in Table 4.

Fig. 15 illustrates the changes in LiDAR height errors across 958 target points, showing an improvement in the average height er-
ror following the application of the corrections.

We have also examined the density of NRTK points in relation to the effectiveness of the correction surfaces. The quantity of NRTK
points was gradually reduced in multiple stages to evaluate the improvement of LiDAR data. In order to accomplish this, we utilized
500, 1000, and 4500 NRTK points to construct the correction surface, and then estimated the statistical parameters of the corrected
LiDAR data using 953 check-points. As indicated in Table 5, when there is a satisfactory number of LiDAR points surrounding the
ground NRTK points, the proposed algorithm significantly enhances the accuracy of the LiDAR data.

Table 4
Correction surface efficiency check for LiDAR data using NRTK checkpoints.

Correction phase Radial distance (m) No. of Control points Mean (cm) STD (cm) MAE (cm) RMSE (cm)

Before 1 958 13.5 10.9 14.8 17.4
After 1 958 0.1 5.3 3.8 5.3

Fig. 15. Δh Total values for NRTK checkpoints. (Before implementing the correction surface: red-dotted stem, after correction with the correction surface: blue-dotted
stem, mean before correction: red long-dashed line and mean after correction: blue long-dashed line). (For interpretation of the references to color in this figure legend,
the reader is referred to the Web version of this article.)
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Table 5
The effect of the NRTK ground points density on the efficiency of the LiDAR data correction (verification over 958 check-points).

No. of ground NRTK -Target pts Mean (cm) STD (cm) MAE (cm) RMSE (cm)

500 −0.4 5.52 3.99 5.65
1000 −0.2 5.4 3.9 5.4
4500 0.1 5.3 3.8 5.3

Fig. 16. RMSE over 1000 checkpoints' height before improvement (left plot), a quasi-homogeneous pattern of RMSE over the same points after the application of the
correction surface (right plot).

Furthermore, an examination of the distribution of height errors in the study area was conducted before and after the application
of the correction. Fig. 16 illustrates the height error pattern before employing the correction surface, which displays a noticeable cor-
relation with the flight path and observation date. However, after the correction, this pattern is nearly eliminated, and the height er-
rors of the LiDAR points are substantially reduced. As a result, the height errors over the NRTK checkpoints become more uniformly
distributed across the study area.

4. Conclusions
This research focuses on enhancing the height accuracy of raw LiDAR data and explores the potential of high-density NRTK data to

improve airborne LiDAR data. To achieve cost-effective and efficient data collection, a mobile ground data collection prototype was
specifically constructed for observing road surface height. The prototype is developed with the concept of combining GNSS and dis-
tance measurements to quickly obtain ground level heights. The quality control assessment involved the utilization of static GNSS
benchmarks and NRTK checkpoints. The results showed that the RMSE for height in the raw LiDAR data was 17.3 cm, with a mean er-
ror of 13.6 cm when using a 1-m neighborhood radius for selecting corresponding LiDAR points. To enhance the height accuracy of
the LiDAR point cloud, a correction surface is introduced by utilizing automated NRTK positioning and distance measurements for
road height estimation. This correction surface enables the improvement of height accuracy for any desired point within the LiDAR
dataset. The results indicate a significant enhancement in the height accuracy of the LiDAR data when compared to the height of
GNSS reference points. Upon the application of the correction surface, the average error was reduced to 0.1 cm, and the RMSE de-
creased to 8.2 cm. Moreover, incorporating around 1000 NRTK checkpoints and implementing the correction surface led to a signifi-
cant reduction in the RMSE for the height of the LiDAR points. The RMSE decreased from 17.4 cm to 5.3 cm. Similarly, the mean error
showed a notable improvement, decreasing from 13.5 cm to 0.1 cm. These substantial improvements confirm the effectiveness of the
proposed method. Furthermore, by implementing the corrections to the LiDAR point elevations, the height error over checkpoints be-
comes nearly uniform throughout the entire study area. The systematic errors previously observed along paths almost parallel to the
aircraft flight lines or associated with LiDAR observation date are effectively eliminated after improvement of the LiDAR heights. Fur-
ther research should investigate the efficacy of the proposed method in enhancing LiDAR accuracy for non-ground classes, including
building rooftops. Moreover, the platform employed in this project, which integrates distance measurement and NTRK, exhibits po-
tential for various applications such as determining road height and slope, calculating the International Roughness Index (IRI) for
roads, and measuring land subsidence.
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