
 
 

Delft University of Technology

Control and imaging of excitons, spins and spin dynamics in Van der Waals
semiconductors and superconductor-magnet hybrids

Borst, M.

DOI
10.4233/uuid:51792b59-14a6-4125-9761-063f4a7140d7
Publication date
2024
Document Version
Final published version
Citation (APA)
Borst, M. (2024). Control and imaging of excitons, spins and spin dynamics in Van der Waals
semiconductors and superconductor-magnet hybrids. [Dissertation (TU Delft), Delft University of
Technology]. https://doi.org/10.4233/uuid:51792b59-14a6-4125-9761-063f4a7140d7

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.4233/uuid:51792b59-14a6-4125-9761-063f4a7140d7
https://doi.org/10.4233/uuid:51792b59-14a6-4125-9761-063f4a7140d7


CONTROL AND IMAGING OF EXCITONS, SPINS AND SPIN
DYNAMICS IN VAN DER WAALS SEMICONDUCTORS AND

SUPERCONDUCTOR-MAGNET HYBRIDS





CONTROL AND IMAGING OF EXCITONS, SPINS AND SPIN
DYNAMICS IN VAN DER WAALS SEMICONDUCTORS AND

SUPERCONDUCTOR-MAGNET HYBRIDS

Dissertation

for the purpose of obtaining the degree of doctor
at Delft University of Technology,

by the authority of the Rector Magnificus, prof. dr. ir. T.H.J.J. van der Hagen,
chair of the Board for Doctorates,

to be defended publicly on
Thursday 12 September 2024, at 12:30 o’clock

by

Michael BORST

MSc Applied Physics
Delft University of Technology, The Netherlands

born in Rijpwetering, The Netherlands



This dissertation has been approved by the promotors.

Composition of the doctoral committee:

Rector Magnificus, chairperson
Prof. dr. G.A. Steele, TU Delft, promotor
Dr. ir. T. van der Sar, TU Delft, promotor

Independent members:

Prof. dr. ir. H.S.J. van der Zant TU Delft
Prof. dr. C. Degen, ETH Zürich (Switzerland)
Dr. M.H. Guimaraes, University of Groningen
Dr. S. Bhattacharyaa, Leiden University
Dr. C. Gonzalez-Ballestero, TU Wien (Austria)

Reserve member:

Prof. dr. A.F. Otte, TU Delft

Keywords: Quantum sensing, diamond, magnetism, NV magnetometry, TMDs,
excitons, van der Waals magnets, spintronics, superconductivity, spin
waves

Printed by: Gildeprint, Enschede

Cover by: Michael Borst

Copyright © 2024 by M. Borst

ISBN 978-94-6496-187-4

An electronic copy of this dissertation is available at
https://repository.tudelft.nl/.

https://repository.tudelft.nl/


Perfectionism is the belief
that if we live perfect,

look perfect,
and act perfect,

we can minimize or avoid
the pain of blame, judgement, and shame.

It’s a shield.
It’s a twenty-ton shield

that we lug around
thinking it will protect us when, in fact,

it’s the thing that’s really preventing us from flight.

Brené Brown, The Gifts of Imperfection
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SUMMARY

Magnetic phenomena are at the foundation of modern-day information storage and
processing technologies. In this dissertation, we study three phenomena that hold promise
for the next generation of information technology: excitons in two-dimensional semi-
conductors, two-dimensional magnets and magnetic excitations. First, we introduce
the reader to magnetism, its role in society (Chapter 1) and how magnetic phenomena
can be imaged with high resolution using the nitrogen vacancy (NV) center in diamond
(Chapter 2). Before presenting research results, we introduce the aforementioned phe-
nomena, along with two experimental setups that we constructed ground-up to probe
them using spectroscopy and cryogenic NV magnetometry (Chapter 2).

Valleytronics aims to encode information using valleys in the band structure of crys-
talline solids. In group-IV transition metal dichalcogenides such as WS2, MoS2, WSe2

and MoSe2, optical selection rules enable selective valley-excitation of excitons (electro-
hole pairs), making them attractive for valleytronic applications. We use polarization
sensitive spectroscopy to demonstrate that chemical doping of WS2 using anisole changes
the balance between neutral and charged excitons, and thereby the degree of valley po-
larization under optical excitation. We capture this behaviour by developing a rate equa-
tion model and show that optical quenching can increase valley polarization at the cost
of exciton lifetimes (Chapter 3). These experiments are an important step towards NV-
based detection of the magnetic moment associated with the valley index (Chapter 6).

A central challenge in NV magnetometry is minimizing the distance between sample
and the sensor spins. We address this challenge by fabricating small 50 × 50 µm2 di-
amond membranes that facilitate direct contact between sample and sensor (Chapter
2). We demonstrate their sensing potential by imaging uncompensated monolayer stray
fields of Van der Waals interlayer antiferromagnet CrSBr (Chapter 4). Using the quanti-
tative nature of NV measurements, we extract the CrSBr monolayer magnetization and
Néel temperature. These results are an important stepping stone towards detecting spin
waves, oscillations of the magnetic order, in Van der Waals magnets (Chapter 6).

Spin waves and their quanta, magnons, are promising signal carriers for next genera-
tion information devices that exploit their wave nature, non-reciprocal transport proper-
ties, and low intrinsic damping. An outstanding challenge is the efficient gating of spin-
wave transport, which might be achieved by shaping their magnetic environment using
diamagnetism. We employ diamond membranes to image spin waves in an yttrium iron
garnet thin film as they travel underneath an optically opaque superconductor, to re-
veal hybridization of Meissner currents and spin wave modes (Chapter 5). We show that
the superconductor modulates the spin-wave dispersion, enabling tuning of spin-wave
transport using temperature, magnetic field and lasers. Finally, we suggest the use of
superconductors to create magnonic cavities, crystals and spin-wave optics (Chapter 6).

IX





SAMENVATTING

Magnetische verschijnselen vormen de basis van moderne informatieopslag- en verwer-
kingstechnologieën. We bestuderen drie fenomenen die veelbelovend zijn voor de vol-
gende generatie informatietechnologie: excitonen in tweedimensionale halfgeleiders,
tweedimensionale magneten en magnetische excitaties. We introduceren de lezer in
magnetisme en zijn rol in de samenleving (Hoofdstuk 1), en vertellen hoe magnetische
verschijnselen met hoge resolutie kunnen worden afgebeeld met stikstof-gat (NV) centra
in diamant (Hoofdstuk 2). Vervolgens introduceren we de eerder genoemde fenomenen,
samen met twee huisgemaakte experimentele opstellingen voor spectroscopie en cryo-
gene NV-magnetometrie, waarmee we ze bestuderen (Hoofdstuk 2).

Valleitronica draait om het encoderen van informatie in valleien van de bandstructuur
van kristallijne vaste stoffen. In groep-IV overgangsmetaal-dichalcogeniden zoals WS2,
MoS2, WSe2 en MoSe2, maken optische selectieregels selectieve valleiexcitatie van exci-
tonen (elektron-gatparen) mogelijk, wat ze aantrekkelijk maakt voor valleitronische toe-
passingen. We gebruiken polarisatiegevoelige spectroscopie om aan te tonen dat che-
mische dotering van WS2 met anisol de balans tussen neutrale en geladen excitonen
verandert, en daarmee ook de valleipolarisatie. We verklaren dit gedrag met behulp van
een model, dat tevens laat zien dat de valleipolarisatie vergroot kan worden ten koste
van excitonlevensduur (Hoofdstuk 3). Deze experimenten zijn een belangrijke stap naar
NV-detectie van het valleiindex-afhankelijke magnetische moment (Hoofdstuk 6).

Een centrale uitdaging in NV-magnetometrie is het minimaliseren van de afstand tus-
sen het specimen en de spinsensoren. We pakken deze uitdaging aan door kleine 50×
50 µm2 diamantmembranen te fabriceren die direct contact tussen specimen en sen-
sor mogelijk maken (Hoofdstuk 2). We demonstreren hun potentieel voor magnetome-
trie door ongecompenseerde monolaag-strooivelden van de interlaag antiferromagneet
CrSBr (Hoofdstuk 4) in kaart te brengen. Met de kwantitatieve aard van NV-metingen
extraheren we de monolaagmagnetisatie en Néeltemperatuur. Deze resultaten zijn een
belangrijke stap richting het detecteren van spingolven, oscillaties van de magnetische
ordening, in Van der Waals magneten (Hoofdstuk 6).

Spingolven en hun kwanta, magnonen, zijn veelbelovende signaaldragers voor nieuwe
informatietechnologie die gebruikmaakt van hun golfkarakter, niet-reciproke transport-
eigenschappen en lage intrinsieke demping. Een belangrijke uitdaging is het efficiënt
controlen van spingolftransport, wat wellicht mogelijk is door hun magnetische omge-
ving met diamagnetisme te conroleren. We gebruiken diamantmembranen om spingol-
ven af te beelden in een dunne film van yttrium-ijzer-granaat terwijl ze onder een op-
tisch ondoorzichtige supergeleider doorreizen. We onthullen een hybridisatie van Meis-
snerstromen en spingolfmodi die kunnen worden afgestemd met temperatuur, magne-
tisch veld en lasers. Ten slotte suggereren we het gebruik van supergeleiders om magno-
nische resonatoren, kristallen en spingolfoptica te creëren (Hoofdstuk 6).
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INTRODUCTION

The lodestone has soul
as it is able to move the iron.

Thales of Miletus

In this chapter we provide a brief overview of the history of magnetism, its applications
in modern day life, and its potential for future information technology.
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Magnetism has fascinated humans for thousands of years. It was Thales of Miletus
(600 BCE) who allegedly believed that lodestones, magnetized naturally formed iron
oxides, had a soul - due to their ’invisible’ attractive properties [1]. According to
legend, these lodestones were first found in Magnesia, the Macedonic region from
which the magnet derives its name in the Western world [2]. Though the intricate
origin of magnetism would remain concealed for multiple millennia, applications
were widespread - there are Chinese accounts of lodestones employed as a compass
as far back as 2637 BCE [3]. The mysterious nature of magnets spoke to imagination,
and throughout medieval times they were even employed in medicine for their
"magic healing powers" [4].

Modern systematic investigation of magnetism is considered to have started with
"De Magnete, Magneticisque Corporibus, et de Magno Magnete Tellure" by William
Gilbert in 1600. This seminal work on "Magnets and magnetic bodies, and the
grand magnet Earth" considers distinctions between electricity and magnetism, and
the behaviour and origin of the Earth magnetic field [5]. Charles Coulomb found
that the force between magnetic poles follows an inverse square law with distance
[6]. More than 200 years later, in 1820, Johannes Christian Ørsted discovered an
electric current displaces a magnetic needle, hinting at a fundamental relationship
between electricity and magnetism [7]. In the same year, Biot and Savart managed
to express the magnetic field generated by a current quantitatively through the
now well-known Biot-Savart law. Together with insights by Ampère, Gauss and
Faraday, these finding were unified by James Clerk Maxwell between 1861 and 1865
into what are now called Maxwell’s equations of electromagnetism [8, 9]. Though
this electromagnetic revolution found its way into society through electromagnets
in motors and generators, materials that displayed intrinsic ferromagnetism were
still not properly explained by classical physics. Electrodynamic theory implied
continuous circulating surface current densities on the order of a million Ampère
per meter to be present on the surface of iron-like magnets, in order to account for
the observed magnetic moment. Only when quantum mechanics was established,
an adequate microscopic description of ferromagnetism was formed.

The key to understanding ferromagnetism was the discovery of the electron’s
intrinsinc angular momentum, or its spin. In 1896, Zeeman observed the
splitting of one spectral emission lines into multiple, when placing the emission
source in a static magnetic field [10]. In 1925, Uhlenbeck and Goudsmit found
that a "spinning" electron model with quantized angular momentum resolved
inconsistencies between experiments and theory of the emission spectrum of
hydrogen [11, 12], simultaneously explaining Zeeman’s observations as well as
the quantization of angular momentum that was observed in the Stern-Gerlach
experiment a few years prior in 1921 [13]. Now that a quantized magnetic moment
of the electron was established, Heisenberg showed it was the interaction between
these spins that gives rise to ferromagnetism [14]. A so-called exchange interaction
between two neighbouring spins Si and S j arises from Coulomb repulsion in
conjunction with the Pauli exclusion principle. This causes an energy splitting
between parallel and anti-parallel spin states, captured by the Hamiltonian [15]

H =−2J Ŝi · Ŝ j . (1.1)
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Here, J is the exchange integral, which takes different values for the type of atoms,
orbitals and configurations considered. For J > 0, energy is minimized when spins
are parallel and a ground state with ferromagnetic ordering arises. For J < 0, the
ground state is formed by anti-ferromagnetic ordering with antiparallel spins, as
predicted by Landau in 1933 [16] and Néel in 1948 [17]. When temperature T
is sufficiently high (|J | < kB T ), magnetic ordering vanishes at the so-called Curie
temperature TC for ferromagnets and Néel temperature TN for antiferromagnets.
These insights gave birth to a microscopic understanding of intrinsically magnetic
materials and their behaviour as a function of temperature.

Magnetism is a perfect example of the paradigm "you don’t have to understand
how something works in order to do something useful with it". From compasses for
navigation, to electromotors, generators and the magnetic tape recorder - all were
developed before Heisenbergs theory of ferromagnetism. Since then, magnetism has
synergized with semiconductors to underpin modern information technology, for
example through memory storage via magnetized domain structures in hard disk
drives, whose information density has increased from 0.001 bits/µm2 in 1970 to 1000
bits/µm2 in 2010 [18]. Another critical milestone was the 1988 discovery of giant
magnetoresistance in magnetic tunnel junctions, which exploit both the electron
charge and its spin [19, 20], which found applications in magnetic sensors, hard disk
drive read heads and magnetic random access memory. The field of spintronics,
a portmanteau of spin and electronics, where spin and charge of the electron are
employed for novel device functionalities, holds promise for miniaturization and
energy efficiency in information technology [21].

While spintronic devices typically rely on the charge and spin of uncorrelated
particles, more recently coherent many-body spin phenomena have gathered interest
for device applications. One such phenomenon is the spin wave - a collective
oscillation of the magnetic order in a magnetic material, whose quanta are known
as magnons. Spin waves in magnetic insulators do no suffer Ohmic losses and are
therefore attractive for energy efficient and wave-based computing purposes [22–24].
Spin wave excitations in magnets were predicted in 1930 by Bloch [25] and the
ferromagnetic resonance mode, characterized by zero wavevector and a uniform
in-phase oscillations of all spins, was observed by Griffiths in 1946 [26]. Propagating
spin waves with non-zero wavevector were observed in yttrium iron garnet (YIG)
by Eshbach in 1962 [27]. To this day, the ferrimagnetic insulator YIG remains a
prominent material for spin wave applications due to its low spin-wave damping
and macroscopic propagation distances of several millimeters [28]. In Chapter 5 we
demonstrate that superconductors can be used to modulate and control spin wave
propagation in YIG thin films, and propose that superconductors can realize the
spin-wave analogues of optical devices such as magnonic crystals, cavities, beam
splitters, mirrors and waveguides.

The minimization of magnetic devices entered a new era with the advent
two-dimensional Van der Waals materials, heralded by the isolation of graphene
through mechanical exfoliation in 2004 [29, 30] and the consequent discovery of
two-dimensional magnets in 2017 [31–33]. The reduced dimensionality of Van
der Waals materials enables strong interactions, which together with the ability
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to combine many types of materials into hybrid heterostructures have made van
der Waals materials a rich testbed for the exploration of novel physics [34]. In
this dissertation, we explore magnetic phenomena in two Van der Waals materials.
In Chapter 4 we image the weak magnetic fields of Van der Waals interlayer
antiferromagnet CrSBr, and in Chapter 3 we detect polarization of the electronic
valley degree of freedom in two-dimensional semiconductor WS2, in order to pave
the way for detecting its associated magnetic signature.

The quest to detect weak magnetic phenomena at the nanoscale has pushed the
development of new magnetic sensing techniques. Among them are magnetic force
microscopy [35], magnetic resonance force microscopy [36, 37], superconducting
quantum interference devices on scanning tips [38–40], and color centers in solid
state crystals and molecules [41–44]. One such color center is the nitrogen-vacancy
center in diamond, a point-like defect with a field-sensitive spin that can be optically
initialized and read out. By bringing such defects in close proximity to a sample
its magnetic stray fields can be detected. The NV center has been integrated in
atomic force microscopes to image weak nanoscale vector magnetic fields with a
spatial resolution below the diffraction limit [45, 46]. Additionally, the NV center
is sensitive to oscillating magnetic fields that are resonant with its spin transitions,
enabling the detection and imaging of oscillations of the magnetic order in magnets
[47–49]. A wide temperature operability from 300 mK [50] up to 600 K [51] has
been demonstrated, making the NV center an attractive sensor for a wide variety of
condensed matter systems.

In this dissertation, we explore magnetism in a van der Waals magnet (Chapter
4) and magnetic excitations in a superconductor-magnet hybrid (Chapter 5) with
the nitrogen vacancy center in diamond as magnetic field sensor. Additionally, we
explore polarization of the valley degree of freedom of excitons in an atomically thin
semiconductor (Chapter 3), to set the stage for probing valley magnetism with NV
magnetometry. Therefore, in the next Chapter we introduce sensing with the NV
centers in diamond followed by an introduction of the magnetic phenomena we
investigate.
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2
THEORY AND EXPERIMENT

A journey of a thousand miles
begins with a single step.

Lao Tzu

Here, we first introduce magnetometry with nitrogen vacancy centers in diamond, and
discuss novel low-dimensional magnetic phenomena that we aim to detect with this tech-
nique. We discuss how we brought these ideas from paper into practice, such as the ex-
perimental setups that were constructed, the materials we studied, and the realization of
suitable samples. Finally, we discuss electronics and measurements, providing a complete
framework to understand the experimental research chapters of this dissertation.

Parts of this chapter have been published in npj 2D Mater Appl 7, 62 (2023) by T.S. Ghiasi, M. Borst et al. and
in Science 382, 430-434 (2023), by M. Borst et al.
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Magnetism pervades modern information technology, and with the quest to improve
performance, minimize device footprints and reduce energy consumption, novel mag-
netic phenomena in the smallest materials possible are of both fundamental interest and
paramount technological importance. We highlight three such phenomena that hold
promise for next generation information processing and storage: valley magnetism, two-
dimensional magnets, and magnetic excitations. Within each topic we describe funda-
mental open questions, state long-term research goals, and set the stage for answering
these questions with magnetometry based on the nitrogen vacancy center in diamond.
We proceed to discuss the construction of experimental setups, the fabrication of sam-
ples, and the development and application of diamond membranes for quantum sens-
ing of the magnetic phenomena described above. The research chapters in this disserta-
tion can be understood as either stepping stones towards, or realization of the long term
research goals.

2.1. MAGNETOMETRY WITH SPINS IN DIAMOND

The exploration of electronic transport and magnetism at the smallest scale has driven
the development of new magnetic field sensors, capable of imaging weak magnetic fields
with nanoscale spatial resolution and high sensitivity [1]. Superconducting quantum in-
terference devices on the tip of a pulled fiber (SQUID-on-tip [2, 3]) have revealed hydro-
dynamic electron flow in WTe2 [4] and exotic Berry-curvature magnetism in twisted bi-
layer graphene [5]. Magnetized nanowires have shown promise to sense even weak mag-
netic fields using magnetic force microscopy [6]. Finally, magnetometry based on the
nitrogen vacancy (NV) center in diamond has been employed to image the weak mag-
netic fields of van der Waals magnets [7], magnetic and superconducting vortices [8, 9],
and to detect and image spin-excitations in magnets [10–12]. Among these techniques,
NV magnetometry stands out due to its capability to quantitatively measure vector mag-
netic fields over temperatures ranging from 350 mK to 600 K [13, 14]. In this dissertation,
we employ NV magnetometry for quantum sensing of a Van der Waals magnet (Chapter
4) and spin waves in a hybrid superconductor-magnet system (Chapter 5). Therefore, we
next introduce the NV center and discuss in detail how it can be used to sense magnetic
fields.

The nitrogen vacancy (NV) center in diamond is formed by a lattice vacancy with an
adjacent nitrogen substitution (Fig. 2.1a). By symmetry, eight NV orientations are pos-
sible along the [111]-family of lattice vectors in the diamond crystal. The NV center has
two optically active charge states: a neutral (NV0) state and a negatively charged (NV−)
state. The NV0 state comprises five electrons: three from dangling carbon atom bonds,
and two from the dangling nitrogen atom bond. NV− is formed through the capture of
an additional electron at the defect site [15]. NV− and NV0 are optically active single
photon emitters (SPE), with a zero phonon line (ZPL) and phonon sideband (Fig. 2.1b),
and interconversion between them is possible through manipulation of the charge en-
vironment of the defect [16]. The NV− ground state is a spin-triplet that can be spin-
polarized optically, shows spin-dependent photoluminescence, and is long-lived even
at room temperature, making it an attractive defect for quantum information and quan-
tum sensing [15, 17–19].
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Figure 2.1. The nitrogen vacancy center in diamond. (a) A nitrogen vacancy (NV) center defect
in the diamond lattice. One carbon atom is substituted with a nitrogen atom, and a neighbour-
ing carbon atom is removed, leaving a vacancy. The eight possible orientations of the NV defect
are degenerate in absence of magnetic field. (b) Photoluminescence spectrum of a diamond filled
with an ensemble of near-surface NV centers, under off-resonant excitation with a green laser (520
nm), taken at T = 5 K. The many NV centers are in a distribution of neutral (NV0) and negatively
charged (NV−) states, which luminesce either directly in their zero phonon lines (ZPL) at 575 nm
(NV0) and 637 nm (NV−), or through phonon-assisted processes in the so-called phonon side-
band. (c) Schematic of the NV energy level structure, and optical spin-readout and initialization.
Spin-preserved excitation from the ground state |G〉 to the excited state |E〉 in ms = 0 leads to opti-
cally bright relaxation, while the same process for ms =±1 yields mostly optically dark relaxation
via the singlet state |S〉 back to ms = 0, enabling both optical readout of the spin, and initialization
in ms = 0 through optical cycling.

OPTICAL SPIN POLARIZATION AND READOUT

To understand how the NV− spin can be polarized and read out optically, we inspect
the energy level structure of the defect [20]. As shown in Fig. 2.1c, the level structure is
characterized by a spin triplet ground state |G〉 with a zero field splitting of D = 2.87 GHz
separating the ms = ±1 levels from ms = 0. At room temperature, the excited state |E〉
can be described as a spin-triplet state with zero field splitting De = 1.42 GHz. The ex-
cited and ground states reside within the diamond band gap, and in between them lies
a metastable singlet state |S〉. Non-resonant optical excitation (using e.g. a green laser)
drives NV− from |G〉 to |E〉 in a spin-conserved fashion [21]. While |E ,ms = 0〉 mostly un-
dergoes fast radiative decay back to |G ,ms = 0〉, the excited state |E ,ms =±1〉 has a larger
probability to decay via the dark metastable state |S〉, leading to a contrast in lumines-
cence between ms = 0 and ms =±1, enabling optical readout of the spin state. Addition-
ally, decay via |S〉 predominantly returns the NV center to |G ,ms = 0〉 [22]. Continuous
wave cycling will thus spin-polarize the ground state, enabling high-fidelity initialization
of a quantum system even at temperatures much larger than the spin-splitting ∼ hD/kB .

OPTICALLY DETECTED MAGNETIC RESONANCE

As described above, optical excitation polarizes the NV center into the ms = 0 state. The
presence of a microwave magnetic field resonant with the electron spin transition from
|G ,ms = 0〉 to |G ,ms =±1〉 will drive the spin into ms = ±1, leading to a reduction in
photoluminescence as was first demonstrated in 1997 [23]. This is known as optically
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detected magnetic resonance (ODMR), which is typically performed by sweeping the
microwave frequency over the electron spin resonance (ESR) while monitoring the pho-
toluminescence under continuous wave excitation, as shown in Fig. 2.2a. Here, the re-
duction in photoluminescence at the resonance frequency is the ESR contrast, defined
as

C = PL0 −PLdrive

PL0
, (2.1)

where PL0 is the photoluminescence without microwaves present and PLdrive is the pho-
toluminescence while driving ESR. The ESR contrast depends on the microwave power
and optical driving power [24],

C =C0
Ω2

R

Ω2
R +Γ∞p Γ∞c

( s

1+ s

)2 . (2.2)

Here, C0 is the maximum attainable ESR contrast, which is set by the different spin-
dependent transition rates between the NV levels and the background photolumines-
cence, and is typically 20% for single NV centers and 2% for NV ensembles. ΩR is the
Rabi frequency, i.e. the microwave field strength at the NV center location. The param-
eter s = P/Psat is the optical power P normalized by the saturation power Psat. Γ∞p is the
maximum spin-polarization rate of the ground state, set by the lifetime of the metastable
singlet state, roughly 200 ns at room temperature [25] (Γ∞p = 5×106 s−1). Γ∞c is the max-
imum optical cycling rate, set by the excited state radiative lifetime of appoximately 13
ns [26] (Γ∞c = 7.7×107s−1). The ESR contrast saturates with both optical and microwave
power, and tuning of these parameters is required if spatial variations in the microwave
field strength can be revealed through measuring the contrast C . Optical detection of the
microwave field strength is the basis for imaging spin waves through their stray fields as
presented in Chapter 5 [11].

MAGNETIC FIELD SENSING WITH NV CENTRES

The NV center can be employed as a sensor of the local static magnetic field. To under-
stand how we can use ODMR to detect magnetic fields, we investigate the Hamiltonian
of the NV center ground state, in which we neglect contributions due to electric field and
hyperfine coupling to various nuclear spins in the environment [28],

Ĥ

ℏ
= DŜ2

z +γB · Ŝ, (2.3)

where

B =
Bx

By

Bz

 , Ŝ =
Ŝx

Ŝy

Ŝz

 , (2.4)

D = 2.87 GHz is the zero field splitting, and γ = 28.024 GHz/T is electron gyromagnetic
ratio. It is common to define the NV spin quantization axis along ẑ, thus we write the
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Figure 2.2. Optically detected magnetic resonance. (a) Electron spin resonance (ESR) of a ni-
trogen vacancy (NV) center ensemble near zero magnetic field. The photoluminescence (PL) is
reduced when the microwaves drive the transition from ms = 0 to ms = ±1, parametrized by the
ESR contrast C . A small few MHz splitting is visible, attributed to hyperfine coupling with the
15N nuclear spin and a small but finite magnetic field [27]. (b) Energy level diagram of an NV en-
semble in presence of a magnetic field Bz aligned with one of the four crystallographic NV axes.
The ms = ±1 states of the aligned NV family split linearly with the applied field (red), while the
other families are degenerate due to symmetric projection of the misaligned field on their quan-
tization axes (blue). (c) Electron spin resonance measurement of an NV ensemble with magnetic
field Bz = 2.8 mT along the axis of one family. The |±1〉 states of the aligned family split by an
amount 2γBz . Measurements were taken at room temperature, with the setup detailed in 2.6, by
monitoring PL under non-resonant excitation with a 520 nm laser, while sweeping the microwave
frequency.

Pauli spin matrices in the z basis as

Ŝx = 1p
2

0 1 0
1 0 1
0 1 0

 , Ŝy = 1p
2

0 −i 0
i 0 −i
0 i 0

 and Ŝz =
1 0 0

0 0 0
0 0 −1

 . (2.5)

The zero field splitting D predominantly arises from spin interactions with electrons on
neighbouring carbon atoms, and thus depends on the crystal topology and changes with
pressure, strain and temperature [29]. We consider the case where the magnetic field is
aligned with the quantization axis of one NV family, i.e. B = Bz where ẑ ∈ {111}. The
ms =±1 states split linearly and oppositely with the applied field,

Ĥ |±1〉 = (
D ±γBz

) |±1〉 , (2.6)

as calculated in Fig. 2.2b (red lines) and observed experimentally in Fig. 2.2c (red ODMR
fits). By fitting ODMR spectra to find the ESR frequencies f ± corresponding to transi-
tions from |0〉 to |±1〉, we extract the magnetic field along the NV axis,

Bz = f +− f −

2γ
, or Bz =

∣∣D − f ±∣∣
γ

. (2.7)

Typically, the first expression is preferred because it does not rely on knowledge of the
zero field splitting, which can vary as a function of temperature and position through
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change in the above mentioned quantities. The above demonstrated extraction of static
field is used in Chapter 4 to measure the stray fields of a Van der Waals magnet.

When the field is aligned along the axis of a single family within the NV ensemble, by
symmetry the remaining families have identical field projection on their quantization
axes. This makes them energetically degenerate as evidenced by a total of only four res-
onance dips in the ESR spectrum (Fig. 2.2b-c, blue). The aligned family and the degen-
erate misaligned families are used for probing different parts of the spin-wave spectrum
underneath a superconductor in Chapter 5. For arbitrary magnetic fields with a unique
projection for every NV family, a total of eight resonance dips are present: a distinct tran-
sition to |+1〉 and |−1〉 for each NV orientation. Fitting ESR data with the above described
Hamiltonian allows determining the vector magnetic field.

NV sensing is most efficient and sensitive with magnetic bias fields along its quantiza-
tion axis ẑ, since the ESR contrast is quenched by fields perpendicular to its quantization
axis [30], and the vector field B can be reconstructed by measuring only a single magnetic
field component [19]. Therefore, all NV measurements presented in Chapter 4 and 5 are
performed with an external bias field along the NV quantization axis, unless otherwise
mentioned.

2.2. PROBING LOW-DIMENSIONAL MAGNETIC PHENOMENA
Having discussed the concept of magnetic field sensing with nitrogen vacancy (NV) cen-
ters in diamond, we now shift our focus to exploration of three magnetic phenomena
that hold promise for next generation magnetic information technology: valley mag-
netism in two-dimensional semiconductors, two-dimensional van der Waals magnets,
and oscillations in the magnetic order of thin magnets. We set the stage towards probing
these phenomena with nitrogen vacancy centers by introducing each topic and elabo-
rating on the newly constructed experimental setups we used to study these material
systems.

2.2.1. THE VALLEY MAGNETIC MOMENT

Information encoding and processing using the charge and spin degree of freedom of
electrons is the foundation for electronics and spintronics [31]. Electrons in crystalline
solids also possess a valley degree of freedom, which refers to the conduction band mini-
mum or valence band maximum in which the electron resides. The idea to use the valley
degree of freedom to encode, process and store information has brought forth the con-
cept of valleytronics [32]. However, since long-lived and highly polarized valley states
are difficult to generate and control, widespread application and manipulation of the
valley degree of freedom has remained elusive compared to its spin and charge coun-
terparts. The recent emergence of two-dimensional materials with hexagonal structures
has shown great promise to realize functional valleytronic devices.

Valleytronics relies on the ability to create valley polarization, the selective population
of a single valley. The first proposal to create valley polarization in 2D materials was
through the so-called valley filter in graphene [33]. Though this idea proved difficult to
realize because it required atomically clean graphene edges, it paved the way for fur-
ther theoretical investigations. Shortly afterwards, theory by Xiao et al. [34] showed that
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when inversion symmetry in graphene is broken, the pseudospin associated with the
valley index carries an intrinsic magnetic moment akin to the electron spin and its asso-
ciated Bohr magneton, opening the door for magnetic detection of valley polarization.
As such, graphene-like materials in which inversion symmetry is intrinsically broken in-
stead of externally imposed became natural candidates for further investigation of valley
magnetism.

ba c

X M
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side

Figure 2.3. Valley magnetism in transition metal dichalcogenide monolayers. (a) Top and side
view of the hexagonal structure of a monolayer transition metal dichalcogenide (TMD), in which
no inversion center is present. It is comprised of the chemical formula MX2, where M is a transi-
tion metal and X a chalcogen. (b) Schematic of the band structure in the hexagonal Brillouin zone
of TMDs, with direct-bandgap valleys at the K and K’ points, enabling efficient optical excitation
and emission. Strong spin-orbit coupling splits the valence band oppositely in K and K’, while the
breaking of inversion symmetry leads to valley-dependent circular dichroism: selective excitation
of K (K’) with right (left) circularly polarized light. (c) Schematic of self-rotating wavepackets with
valley magnetic moment. The wavefunction of quasiparticles excited by right (σ+) and left (σ−)
circularly polarized light have opposite self-rotation, arising from Berry curvature and orbital an-
gular momentum, leading to a valley-magnetic moment µ that is opposite in sign.

One such promising class of materials are group-VI transition metal dichalcogenides
(TMDs) of the formula MX2, where M = W, Mo and X = S, Se, of which the atomic struc-
ture is shown in Fig. 2.3a. In monolayers of these van der Waals materials, spin- and
valley-physics were shown to be coupled due to the lack of an inversion center and
strong spin-orbit coupling from the heavy metal atoms [35]. Additionally, optical po-
larization dependent selection rules enable selective photo-excitation of quasiparticles
with spin- and valley indices, providing a straightforward method to optically induce val-
ley polarization in the K- and K’-valley with left- and right-handed circularly polarized
light, as was demonstrated shortly after [36–39], and schematically shown in Fig. 2.3b.

The existence of the accompanying valley magnetic moment was demonstrated from
the coupling of pseudospin to external magnetic fields through the so-dubbed valley
Zeeman effect [40–42]. The observation of the valley Zeeman effect in optically excited
quasiparticles is evidence of electron-hole symmetry breaking, i.e. a different magnetic
moment for the conduction and valence band, and thus of the ability to optically induce
a valley magnetic moment [43], as schematically shown in Fig. 2.1c. However, the net
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magnetic moment upon photoexcitation remains unclear for two reasons. Firstly, the
Valley Zeeman experiments only detect the magnetic moments of quasiparticles that re-
combine radiatively. Secondly, it was shown that a picture of non-interacting optically
excited quasiparticles can not explain the magnetic moments measured [40], implying
the net magnetic moment depends on the quasiparticle distribution, which is in turn de-
termined by doping, scattering mechanisms, and (non-)radiative recombination rates.

The ability to locally detect and image the valley magnetic moment would provide
insight into its magnitude, and enable a local study of transport properties of valley-
polarized states, such as their diffusion length and lifetime. The use of NV magnetometry
forms a potential avenue to realizing magnetic imaging of valley states. However, recent
experiments have demonstrated that the photoexcitation necessary for creating valley
polarized states also induces a thermal gradient, which in the presence of a perpendic-
ular magnetic field leads to formation of circulating Nernst currents around the optical
spot [44], the magnetic field of which could obscure that of the valley magnetic moment.
The direction of photo-Nernst currents is set by the thermal gradient induced by the laser
and the direction of the external magnetic field, and is therefore independent of the po-
larization of the laser. Since the laser polarization sets the sign of the valley magnetic
moment, it might be used to distinguish between magnetic signatures of photocurrents
and valley states. A potential way to realize this is the use of an AC magnetometry proto-
col in which the valley magnetic moment repeatedly changes sign in unison with the NV
spin, through fast polarization switching of the TMD excitation laser and simultaneous
phase-locked microwave π−pulsing of the NV center spin. In Chapter 6, we discuss this
idea in more detail.
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Figure 2.4. Excitonic complexes and their optical footprints in neutral and doped TMD mono-
layers (a) Schematic depictions of various excitonic complexes in the band structure of transition
metal dichalcogenide monolayers. Optical excitation over the direct bandgap leads to formation
of various excitonic complexes, bound states consisting of combinations of electrons and holes
held together by strong Coulomb interaction. (b) Sketch of a typical optical emission profile of
monolayer group IV transition metal dichalcogenides, upon non-resonant laser excitation. The
optically bright A-exciton is separated by the valence band spin-orbit splitting from the B-exciton
XB . Darker charged trionic complexes (Xe(h)) or neutral biexcitons (XX) are characterized by addi-
tional binding energies.

The first step towards detecting the optically induced valley magnetic moment in group-
IV TMDs is to understand their behaviour under optical excitation. A multitude of stud-
ies on the optical properties of TMDs have established that excitonic bound states form
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upon near-resonant photoexcitation of mono- and few-layer TMDs [45]. When an elec-
tron is excited across the bandgap, the strong Coulomb interaction in two-dimensional
materials results in a tightly bound exciton with a typical lifetime on the picosecond
timescale and a Bohr radius of 1-2 nm [32, 42]. The attraction between electrons and
holes can result in many types of bound states, each of which contributes differently to
the net valley magnetic moment depending on whether its comprising quasiparticles re-
side in the K- or K’-valley. Therefore, to understand valley polarization, we first need to
discuss the various excitonic states that are typically formed in group-IV TMD monolay-
ers.

The optically bright A-exciton (XA) is formed by an electron in the conduction band
and a hole in the upper spin-split valence band, whereas the B-exciton (XB ) has a hole
in the lower spin-split valence band (Fig. 2.4a). Either exciton resides completely in the
K- or K’-valley, and it can scatter between them through inter-valley scattering. Upon
creation of an exciton, one of various scenarios can take place. Predominantly, the ex-
citon recombines radiatively giving rise to bright spectral emission peaks (Fig. 2.4b).
Alternatively, the exciton can undergo non-radiative recombination through scattering
pathways. In the presence of free excess carriers, the A-exciton can capture an addi-
tional electron (hole) to form a negatively (positively) charged trion Xe(h), with typi-
cal binding energies of 30 meV [32]. The excess particle can originate either from the
same valley (singlet trion) or opposite valley (triplet trion) (Fig. 2.4a), each with differ-
ent valley magnetic moments [40]. Besides radiative recombination of an electron and
hole within the trion complex, trions have a significant chance to undergo non-radiative
Auger-recombination [46], making them less bright than the exciton (Fig. 2.4b). For
completeness, we note that excitons can intercombine with excitons or trions, to cre-
ate a bi-exciton (XX, Fig. 2.4b) or exciton-trion, where binding energies increase with
the amount of particles involved [47]. Keeping the valley degeneracy in mind, it is clear
many types of bound states can form. Under non-resonant optical excitation, we may
thus expect a distribution to form between excitons, trions and additional bound state
complexes, where the equilibrium and net valley magnetic moment will be determined
by doping, quasiparticle lifetimes, emission rates and scattering between valleys [48].

Having discussed how excitonic bound states are formed upon photoexcitation, we
now discuss how their valley polarization can be measured optically. As mentioned
earlier, polarization dependent selection rules enable valley-selective excitation of elec-
trons. Inversely, radiative recombination yields a σ+-photon for a K-valley exciton and a
σ−-photon for a K’-valley exciton. Therefore, the optically induced valley polarization ρ
of excitonic states can be measured through circular dichroism of its emission,

ρK = Iσ+ − Iσ−

I
and ρK’ =

Iσ− − Iσ+

I
. (2.8)

Here, the total emission intensity I is decomposed in a right-handed (I+σ ) and left-handed
(I−σ ) component. Typically, there is symmetry between polarization induced in either
valley, such that ρ = ρK = ρK’. In Chapter 3, we use the above described principle to
detect the valley polarization ρ of excitons and trions in monolayer WS2, and develop a
novel method for controlling the exciton-trion balance through doping, paving the way
for detecting and controlling the valley magnetic moment in monolayer TMDs.
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Figure 2.5. Home-built room temperature polarization-sensitive confocal microscopy setup.
Schematic representation of the experimental setup constructed to perform confocal microscopy
and spectroscopy on few-layer transition metal dichalcogenides at room temperature and ambi-
ent conditions, as presented in Chapter 4. Samples are excited by a low-pass filtered 594 nm laser
(Coherent OBIS LS 594). The first quarter-wave plate (λ/4) corrects for imperfections in the laser
polarization and makes it perfectly linear, such that the excitation polarization can be controlled
by turning the half-wave plate (λ/2). A 10:90 (R:T) beam splitter separates the excitation and de-
tection paths. A 0.95 NA objective (Olympus, 50x) focuses the laser on the sample and collects
the photoluminescence. The sample position is fixed on a custom sample holder and positioned
using an XYZ piezoelectric nano-positioner (Mad City Labs, Nano-3D200FT). The polarization of
the detection is controlled by the relative orientations of the second quarter-wave plate and the
polarizer. A longpass filter eliminates the excitation laser. The photoluminescence is filtered with
a pinhole, after which it is detected by an avalanche photodiode (Excelitas SPCM-AQRG-13) and a
spectrometer (Andor Kymera 193i) equipped with a 1600x200 pixel CCD (Andor iVac 324).

After conceptually demonstrating how valley polarization can be probed, we turn to
its practical implementation by discussing a newly-built polarization sensitive confocal
microscopy and spectroscopy setup (Fig. 2.5). A 594 nm laser is used to excite WS2 close
to the resonance of its A-exciton, after which we detect emission due to radiative recom-
bination of the excitonic complexes. A combination of two quarter wave plates, a beam
splitter and a polarizer is used to selectively excite with σ+ or σ−, and detect emission
with σ+ or σ− by projecting circularly polarized light from the sample on, or perpendic-



2.2. PROBING LOW-DIMENSIONAL MAGNETIC PHENOMENA

2

23

ular to, the polarizer transmission axis.
A longpass filter serves to separate the WS2 luminescence from the excitation laser,

while a pinhole spatially defines the detection volume, increasing the spatial resolution
and the signal to background ratio of the detected signal. We decompose the lumines-
cence in trion and exciton contributions by spectral analysis, and use an avalanche pho-
todiode to count the total photons emitted by the sample. Four possible combinations
of excitation and detection provide insights in the polarization induced in both valleys,
commonly denotedσ+/−

1 σ+/−
2 , indicating excitation (1) and detection (2) of and from the

K-valley (+) or K’-valley (-).

2.2.2. TWO-DIMENSIONAL MAGNETS

Having established a setup for spectral characterization of two-dimensional materials,
we next developed the ability to detect and image the magnetic field of a two-dimensional
material at cryogenic temperatures using NV centers in diamond. We expanded the ex-
perimental setup (Fig. 2.5) with a newly-arrived cryostat with optical access, and imple-
mented microwave control and DC transport capabilities (Fig. 2.6). A central challenge
in widefield NV-based sensing of weak evanescent magnetic fields is to reduce the dis-
tance between the sample and sensor spins. To address this, we developed the ability
to place NV ensemble diamonds in contact with a sample, as shown in the sample in-
sets in Fig. 2.6 and detailed in Section 2.3.2. As such, we established the ability to image
weak magnetic fields from 2D materials. Combined with the spectral characterization
capabilities, we created a versatile setup that enables spectral, electronic and magnetic
probing of ultrathin materials over a temperature range of 4-300 K. In Chapter 4, we use
these abilities to image the magnetic stray fields emanating from an uncompensated
monolayer of Van der Waals magnet CrSBr. Therefore, we next briefly review the short
history of van der Waals magnets and their magnetic excitations.

After the successful isolation of atomically thin graphene by mechanical exfoliation
[50, 51], van der Waals materials have become one of the most exciting and versatile ma-
terial systems in condensed matter physics. They owe this to rich physics in reduced
dimensions and the virtually limitless possibilities for creating hybrid materials through
stacking van der Waals materials in heterostructures. Yet, fifteen years after the birth
of this exciting field, the word "magnet" remained surprisingly absent from reviews on
Van der Waals materials [52]. Since the Mermin-Wagner theorem forbids long-range
magnetic order in two dimensional systems without anisotropy [53], it was long un-
clear whether two-dimensional magnets are physically realisable, until intrinsic ferro-
magnetism was discovered in monolayers of Cr2Ge6Te2 and CrI3 through the magneto-
optical Kerr effect [54, 55]. These materials have cryogenic Curie temperatures, and nat-
urally a search for room-temperature van der Waals magnets began, with a demonstra-
tion of ionic gating pushing Tc of Fe3GeTe2 above room temperature soon to follow [56].

On the theoretical side, the study of interacting magnetic moments in 2D through e.g.
the Ising-, XY-, and Heisenberg-models have long since led to novel concepts in the study
of phase transitions and critical phenomena, such as scale invariance and renormaliza-
tion. Consequent studies of phase transitions in van der Waals magnets demonstrated a
large variety of critical exponents, many in between values corresponding to the known
models, indicating more complex spin-spin interactions are at play [57].
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Figure 2.6. Home-built low temperature photoluminescence microscopy setup. Schematic rep-
resentation of the experimental setup constructed to perform photoluminescence spectroscopy
and optically detected magnetic resonance of nitrogen vacancy centers, used in research Chapters
4 and 5. Samples are placed on custom made sample holders and printed circuit boards, inside
the vacuum sample chamber of a Montana Cryostation S100 with optical access through a 0.85
NA room-temperature objective (Zeiss, 100x, 0.87 mm WD) and base temperature of 4.5 K. The
sample is positioned and brought into focus using slip-stick positioners (2x Attocube ANPx101/LT
and 1x ANPz101/LT). A green 520 nm laser (Coherent OBIS LX 520 is scanned over the sample us-
ing a scanning mirror (Newport FSM300) to excite the NV centers, while microwaves are supplied
using an RF generator (Windfreak SynthHD v2). In the detection path, a longpass filter (cut-on
600 nm) is used to filter out the excitation laser, after which the photoluminescence is detected
by an avalanche photodiode (Excelitas SPCM-AQRG-13) and a spectrometer (Andor Kymera 193i)
equipped with a 1600x200 pixel CCD (Andor iVac 324). A magnetic field is applied by a perma-
nent cylindrical ND52-grade magnet outside the sample chamber with translational (Zaber X-
LRT0250AL-E08C) and rotational (Zaber T-RS60) degrees of freedom. DC is sourced and measured
using custom-built equipment (IVVI-DAC2-rack and Matrix rack [49]) .

Besides enabling a study of fundamental magnetism at the smallest scale, two-dimensional
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magnets hold promise for ultracompact spintronic device applications and novel func-
tionalities through their integration in van der Waals heterostructures. Van der Waals
magnets have (among others) been employed to control valley pseudospin in WSe2 [58],
create magnetic tunnel junctions [59, 60], and to induce magnetism and polarize spin-
currents in graphene by proximity [61, 62].

Additionally, two-dimensional magnets offer a new paradigm for spin waves, the col-
lective oscillations of magnetic order. The strong spin-spin interaction in two dimen-
sions might enable access to new regimes of strongly interaction spin-wave transport,
which is of both fundamental interest and promising for spintronic and magnonic de-
vices with ultrasmall footprints. The presence of spin-wave excitations in van der Waals
materials has been detected in CrI3 through the magneto-optical Kerr effect [63], magneto-
Raman spectroscopy [64], and magnon-assisted tunneling [65] and in both CrCl3 and
Cr2Ge6Te2 through magnon-phonon coupling between a flake and resonator [66, 67].
However, the imaging of a coherent propagating spin-wave has remained elusive, with
only a single recent report using X-ray microscopy on Fe5GeTe2 [68]. Directly probing
the spin-wave spectrum would give access to magnetic parameters such as the exchange
coupling, magnetic anisotropy and spin-wave lifetimes.

NV magnetometry has been a powerful tool for both quantitatively characterizing the
small static magnetic fields of various van der Waals magnets [69–78] and the detection
and imaging of coherent spin waves in thin film magnets [11, 79–82]. The central ob-
stacle for detecting spin waves in van der Waals magnets with NV centers is a frequency
mismatch between the NV ESR frequencies (few GHz) and the gap in the spin-wave dis-
persion of van der Waals magnets (10s of GHz to THz). A potential solution to this chal-
lenge might be down-conversion of the spin-wave frequency to the NV frequency [83]. In
Chapter 4 we use NV magnetometry to image the static magnetic stray fields of uncom-
pensated monolayers of 2D interlayer antiferromagnet CrSBr and extract the monolayer
magnetization, which is simultaneously of fundamental interest and an important first
step towards the detection and imaging of spin waves in van der Waals magnets with the
nitrogen vacancy center in diamond.

2.2.3. SPIN WAVES IN MAGNETIC THIN FILMS

The developed ability to perform cryogenic magnetic imaging measurements on 2D
magnets using NV-diamond membranes, together with the spin-wave imaging tech-
niques simultaneously developed by our lab [81, 84–87], put us in a prime position to
study the interaction between excitations in thin-film magnets and superconductors. In
Chapter 5 we describe how superconductors can be used to control spin waves in mag-
netic thin films. In this section, we introduce spin waves and magnonics, and set out
the theoretical background necessary for understanding the NV measurements on spin
waves in Chapter 5.

Exploiting both the electron charge and its spin for the purpose of information pro-
cessing and storage has birthed the concept of spintronics [88]. While spintronic de-
vices typically rely on transport of uncorrelated particles, more recently coherent many-
body spin phenomena have gathered attraction for spintronic and magnonic applica-
tions. One such phenomenon is the spin wave - an oscillation in the magnetic order of a
magnetic material, which is an attractive candidate for low dissipation information tech-
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nology, non-reciprocal transport and wave based computing [89, 90]. A key objective
towards realizing functional spin wave devices is to efficiently control their propagation,
which is thought to be possible by interfacing a thin film magnet with a superconduct-
ing gate electrode [91–94]. In Chapter 5, we directly image the effect of a superconduct-
ing gate electrode on spin waves travelling underneath, employing NV magnetometry
as a powerful tool for phase-sensitive imaging of spin waves [84], even through optically
opaque metals [81]. As spin waves travel underneath the superconductor their disper-
sive behaviour is altered. Therefore, we next derive and discuss the dispersion of spin
waves in a magnetic thin film, and explain how to image coherent spin waves with NV
centers.

DISPERSION OF SPIN WAVES IN AN IN-PLANE MAGNETIZED THIN FILM

We consider a magnetic film infinite in y and z, located at 0 < x < t , where x points out of
plane, and t is the film thickness. We apply a small (B0 ≪ µ0Ms ) external magnetic field
B0 = B0,x x̂+B0,z ẑ, which allows us to assume the magnetization m lies purely in-plane
along ẑ. We assume the magnetization to be homogeneous along ẑ. The response δm of
this magnetization m to an oscillating magnetic field BAC is described by the magnetic
susceptibility χ via

δm =χBAC. (2.9)

Finding the poles of the susceptibility tensor χ allows to find the resonant modes of the
magnetization m. We construct the susceptibility tensor by considering the Landau-
Lifshitz-Gilbert (LLG) equation, which describes the dynamics of magnetization m in
the presence of magnetic fields, and reads

ṁ =−γm×B−αṁ×m. (2.10)

Here, γ is the electron gyromagnetic ratio, α is the phenomenological Gilbert damping
parameter, and B is the effective magnetic field,

B = BZ +BD +BE. (2.11)

The effective magnetic field comprises the Zeeman contribution BZ due to static exter-
nal magnetic fields, the demagnetizing field BD generated by the magnetic film itself,
and the exchange field BE arising from exchange interactions between spins in the mag-
net. Next, we introduce the contributions, of which a detailed derivation is presented
in [95]. In the following, it is convenient to express the magnetic fields as frequency ω
over γ. The projection of the externally applied field B0 on the magnetization forms the
Zeeman contribution,

BZ = ωB

γ
ẑ, with ωB = γB0,z . (2.12)

The demagnetizing field is the dipolar field experienced by a spin due to all other spins
in the system, and thus involves integrating the magnetization and the field it produces
over space,

BD =µ0Ms

∫
Γ(r− r′)m(r′)dr′ . (2.13)
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ba

Figure 2.7. Schematic of an in-plane magnetized thin film and magnetization dynamics. (a)
Schematic of the model magnet for which the spin-wave dispersion is derived. We consider a
magnetic film of thickness t , infinite in the y, z-plane. An external magnetic field B0 aligns the
equilibrium magnetization meq in-plane along ẑ. Spin waves travel at an angle ϕ with respect to
meq. (b) Magnetization dynamics of the Landau-Lifshitz-Gilbert equation. The magnetization m
Larmor precesses around the effective field B that it experiences, which depends on exchange- and
dipolar-interactions between spins, and the externally applied field B0. The phenomenological
Gilbert damping α describes the inward damping motion of the precession. In our derivation, an
oscillating field BAC causes B to precess around ẑ, which drags m along in a rotation around meq.
We assume this to be a small perturbation, such that the magnetization along ẑ remains constant.

Here Γ(r−r′) is the dipolar tensor which describes the magnetic field B at location r due
to the magnetization m at location r′ and is given by derivatives of the Coulomb kernel
[95–97],

Γ(r− r′) =−∇∇′ 1

|r− r′| . (2.14)

In Cartesian coordinates, its components are given by

Γαβ(r− r′) =− Ç2

ÇαÇβ′
1

4π |r− r′| , with α,β= {x, y, z}. (2.15)

We will be looking at plane waves in the y, z-plane with wavevector k = ky ŷ+kz ẑ, there-
fore it is convenient to 2D Fourier transform Eq. 2.13 with respect to y and z,

BD =µ0Ms

∫
Γ(k, x −x ′)m(k, x ′)dx′ . (2.16)

The 2D Fourier integral representation of the Coulomb kernel is [98]

1

|r− r′| =
1

2π

∫
e−k|x−x′|

k
e i k(ρ−ρ′) dk, (2.17)

where ρ = y ŷ+ zẑ. We use the identity for the Laplacian of the Coulomb kernel [98]

∇2 1

|r− r′| = −4πδ(r− r′) (2.18)
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together with Eq. 2.17 to calculate the components of the dipolar tensor where α,β =
{y, z},

Γxx (k, x −x ′) = 2δ(x −x ′)−ke−k|x−x′|,

Γαβ(k, x −x ′) = kαkβ
k

e−k|x−x′|,

Γαx (k, x −x ′) = i sgn(x −x ′)kαe−k|x−x′|,

(2.19)

with Γxα = Γαx . To find the demagnetizing field in the film, we integrate Eq. 2.16 with
the dipolar tensor components in Eq. 2.19 over the film thickness t , and assume the
magnetization is homogeneous along x̂, to find

BD =µ0Ms

∫ 0

−t
Γ(k, x −x ′)m(k, x ′)dx′ =−ωD

γ
Γ(k)m(k) (2.20)

with

Γ(k) =
1− ft 0 0

0 ft sin2(φ) ft sin(φ)cos(φ)
0 ft sin(φ)cos(φ) ft cos2(φ)

 , (2.21)

where we have expressed the dipolar tensor in terms of the angle φ between m and k,
such that ky /k = sin(φ) and kz /k = cos(φ), and we have defined ωD = γµ0Ms . The term
ft arises from integrating over the film thickness and is given by

ft = 1− 1−ekt

kt
. (2.22)

Next, the effective field introduced by the isotropic exchange interaction is given by

BE =−ωE

γ
k2m(k), with ωE = γD

Ms
, (2.23)

where Ms is the saturation magnetization and D the spin stifness.
Having defined all contributions to the magnetic field, we next use them to find the

dispersion relation of spin waves. We start by introducing a small AC drive field

BAC = BAC,xx̂+BAC,yŷ, (2.24)

which causes the spins to rotate transversely in the x, y-plane around their equilibrium
along ẑ,

m = meq +δm . (2.25)

We assume this perturbation to be small,

meq,z =
√

1−m2
eq,x −m2

eq,y ≈ 1, (2.26)

such that the static and dynamic parts of the magnetization are described by

meq =
0

0
1

 and δm =
δmx

δmy

0

 . (2.27)
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The deviations in the magnetization δm cause a deviation δB in the effective magnetic
field. The total field is then given by the sum of the static equilibrium field, the change
in field due to the change in magnetization, and the drive field itself,

B = Beq +δB+BAC. (2.28)

The static field is simply the external field

Beq = ωB

γ

0
0
1

 . (2.29)

The dynamic component δm of the magnetization induces a change in the exchange
field (Eq. 2.23) and demagnetizing field (Eq. 2.20),

δB =−ωEk2

γ

δmx

δmy

0

− ωD

γ

 (1− ft )δmx

ft sin2(φ)δmy

ft sin(φ)cos(φ)δmy

 . (2.30)

Having found both the magnetic field B and the magnetization m, we fill these in the
LLG equation (Eq. 2.10), linearize it and Fourier transform with respect to time, to find

−iωδm =−γmeq ×δB−γδm×Beq −γmeq ×BAC − iαωmeq ×δm . (2.31)

The linearization has reduced the dimensionality of our problem and only the static
component of Bz is maintained,

−iω

δmx

δmy

0

=−γ
−δBy

δBx

0

−ωB

 δmy

−δmx

0

−γ
−BAC,y

BAC,x

0

− iαω

−δmy

δmx

0

 (2.32)

Filling in the previous equation gives

iωδmx = (
ωB +ωEk2 +ωD ft sin2(φ)− iαω

)
δmy −γBAC,y

iωδmy =−(
ωB +ωEk2 +ωD(1− ft )− iαω

)
δmx +γBAC,x.

(2.33)

We introduce the shorthand notations

ω2 =ωB +ωEk2 +ωD(1− ft )

ω3 =ωB +ωEk2 +ωD ft sin2(φ).
(2.34)

We rewrite Eq. 2.33 into the form δm =χBAC to find the susceptibility,[
δmx

δmy

]
= γ

Λ

[
ω3 − iαω −iω

iω ω2 − iαω

][
BAC,x

BAC,y

]
, (2.35)

with
Λ= (ω2 − iαω) (ω3 − iαω)−ω2. (2.36)
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Figure 2.8. Simulated spin-wave dispersion of yttrium iron garnet. (a, b) Simulated dis-
persion for an in-plane magnetized yttrium iron garnet thin film with thickness t = 245 nm,
with low-temperature saturation magnetization Ms = 1.98 × 105 A/m, spin stiffness D = 9.49 ·
10−6rad s−1m−2, and B0,z = 22 mT. The out-of-plane component of the external field B0 is cho-
sen such that the total field aligns with the axis of an NV-center in a diamond with crystal axis
[1,1,1] ∥ [(ẑ+ ŷ)/

p
(2), (ẑ− ŷ)/

p
(2), x̂]. ESR frequencies of the NV center are overlaid in black for

f + and f −. (c) Dispersion for backward volume spin waves (m ∥ k,ϕ= 0) as function of magnetic
field, with NV ESR transitions overlaid, including misaligned families in an NV ensemble (red) (d)
Same as (c), but for Damon-Eshbach spin waves (m ⊥ k,ϕ=π/2).

The susceptibility is singular for Λ= 0, and as such we find the spin-wave dispersion in
the limit of zero Gilbert damping (α= 0) to be

ω=p
ω2ω3. (2.37)

We plot the obtained dispersion for yttrium iron garnet (YIG) in Fig. 2.8. To high-
light which parts of the dispersion can be probed with nitrogen vacancy center mag-
netometry, we plot isofrequency lines of the NV ESR frequencies f + (|0〉 → |+1〉), f −
(|0〉 → |−1〉) in Fig. 2.8a-b. The [111]-direction of the diamond crystal is aligned with
[(ẑ+ ŷ)/

p
(2), (ẑ− ŷ)/

p
(2), x̂] in the coordinate system of Fig. 2.7, and the external mag-

netic field B0 is aligned with [111]. The experimentally accessible part of the spin-wave
dispersion is the intersecting slice of the NV ESR frequencies with the dispersion, plot-
ted as a function of magnetic field in Fig. 2.8c for backward volume spin wave with k ∥ m
(k = kz and ϕ = 0 in our coordinate system), and in Fig. 2.8d for Damon-Eshbach spin
waves with k ⊥ m (k = ky and ϕ = π/2). By changing the magnetic field angle while
keeping B0,z constant, we can slightly vary the NV ESR frequency while the dispersion
remains the same, giving access to sensing of additional frequencies - though this comes
at a loss of NV sensitivity.

PHASE SENSITIVE IMAGING OF SPIN WAVES WITH NV MAGNETOMETRY

Having discussed the spin-wave dispersion and which parts of it can be probed with NV
magnetometry, we now conceptually introduce how NV magnetometry enables phase-
sensitive detection and imaging of spin waves. The spin waves perturb the magneti-
zation m and generate a stray field BSW, which falls off as exp(−d/k), where d is the
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distance between the magnetic film and the NV center. The spin-wave field BSW oscil-
lates at frequency ω, and can drive the ESR transitions in nearby NV centers, enabling
spin-wave detection [12, 84].

Having previously solved for ω(k), we recall that these are travelling spin waves char-
acterized by their frequency f and wavevector k. Detecting the presence of the field
BSW is straightforward through presence or absence of ESR contrast, yet |BSW| is spa-
tially homogeneous and a typical ESR measurement takes seconds - retrieving phase
information requires a trick. The key is to let the spin-wave field interfere with an auxil-
iary uniform phase-locked field, which is schematically displayed in Fig. 2.9. The driving
field BAC = BAC,xx̂+BAC,yŷ that excites spin waves is supplied to the thin film magnet by
an RF generator connected to a microstrip. The microstrip excites spin waves perpen-
dicular to it, which in the chosen configuration with m = mz ẑ are Damon-Eshbach spin
waves with k = ky ŷ, i.e. ϕ=π/2.

Besides excitation of spin waves, the microstrip field BAC serves to interfere with the
local spin-wave stray field BSW. Since these fields are phase-locked, their interference
results in a standing wave pattern that oscillates with the spin-wave frequency ω and
periodicity 2π/k. By spatially mapping the field strength using a diamond platelet with
NV ensembles, e.g. through measuring the ESR contrast C or Rabi frequency ΩR , the
spin-wavefronts are revealed.

RF generator

microstr
ip

thin �lm magnet x z

y

NV diamond

laser luminescence

BAC,x

BSW,x

Figure 2.9. Phase-sensitive imaging of spin waves with NV centers in diamond. Schematic rep-
resentation of phase-sensitive imaging of spin-waves in a thin film magnet with nitrogen vacancy
centers in diamond. An RF generator connected to a microstrip along x̂ on the magnetic thin film
supplies the field BAC that excites spin waves travelling along ŷ. The field BAC emanating from
the microstrip interferes with the local magnetic stray field BSW of the spin waves. Since these
two fields are phase locked, they create a standing wave with a period equal to the wavelength
of the spin wave. The difference in field strength at the nodes and antinodes of this pattern can
be detected by nearby NV centers. A diamond platelet with an NV ensemble is positioned on the
sample, and spatially scanning a laser over the NV ensemble while measuring the ESR contrast C
through photoluminescence measurements allows for a spatial reconstruction of the spin-waves
in the thin film magnet. This example shows Damon-Eshbach spin waves with k ⊥ m, with the
external magnetic field B0 and magnetization m along ẑ.
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2.3. FABRICATION METHODS
Here we discuss the fabrication of samples per research chapter - we discuss mechanical
exfoliation methods, electron beam lithography recipes, and various deposition tech-
niques such as evaporation and sputtering. We then highlight how to fabricate thin
50×50 µm2 diamond membranes for quantum sensing, and two methods to interface
these with the fabricated samples.

2.3.1. EXFOLIATION, STAMPING, AND NANOFABRICATION

To study magnetic phenomena in van der Waals materials, we cleave few-layer flakes
from their bulk crystal by mechanical exfoliation, and stamp them on substrates (Chap-
ter 3 and 4). For the study of van der Waals materials with NV centres, we pattern mi-
crowave lines on the substrate for driving their electron spin resonance (Chapter 4). Fi-
nally, for studying the effect of a superconducting gate on spin waves in magnetic thin
films (Chapter 5), we pattern microstrips for spin-wave excitation and sputter strips of
superconductors. The next sections highlight all these processes in detail.

STAMPING TMDS ON SI/SIO2

In Chapter 3, we study the luminescence of various tungsten disulfide (WS2) mono- and
bi-layer flakes. The assembly of these samples is straightforward since WS2 is stable in
ambient conditions [99].

Exfoliation and stamping:

i. We prepare a silicon substrate capped with 285 nm silicon dioxide for stamp-
ing and exfoliation by sonicating in acetone (30 mins, T = 20°C) and oxygen
plasma cleaning (Tepla 300).

ii. We place WS2 crystal (HQ Graphene) on Scotch tape and disperse it by re-
peated folding of the tape piece. After exfoliation, we store this piece of tape in
a desiccator, and it will serve as a "mother" for many following exfoliation ses-
sions. We affix the mother Scotch tape with crystal side up to a clean surface.
Next, we follow one of two methods denoted (1) or (2).

iii. (1) We press a clean piece of Nitto tape in contact with the mother Scotch tape
hosting the crystal, peel off the Nitto tape, press the Nitto tape onto a 4mm x
4mm viscoelastic polydimethylsiloxane (PDMS) stamp on a microscope slide,
and peel off the Nitto tape. In both steps we press down with our thumb to ex-
ert moderate pressure for 2 seconds. We search the PDMS under a microscope
(10x, 20x, 50x, 100x) for monolayers. Typically, 100x is necessary to find mono-
layers on PDMS, since the contrast between monolayer and PDMS is low (Fig.
2.10a).

iv. (1) We affix the microscope slide PDMS-side down to an XYZ-micromanipulator,
maneuver it above our Si/SiO2 and press PDMS stamp against the substrate,
which is held in place by a vacuum chuck. Peeling of very slowly releases the
flake onto the substrate [100] (Fig. 2.10b).
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iii. (2) We press a clean piece of Scotch tape in contact with the mother Scotch tape
hosting the crystal. We peel off this second Scotch tape from the first, transfer-
ring material. Next, we exfoliate directly onto the Si/SiO2 substrate, and search
for monolayers using an optical microscope (10x, 20x, 50x, 100x) (Fig. 2.10c).
Typically, 20x or 50x is sufficient to spot monolayers on our Si/SiO2 substrates.

Because the above process is hands-on, it is important to be patient, diligent and consis-
tent while developing a technique that works for you. After the flakes are transferred to
the Si/SiO2 substrate, we either load the samples directly in the measurement setup, or
store them in the desiccator. Each method has its advantages: method (1) burns through
less Si/SiO2 substrates since we only attempt stamping when we have found a mono-
layer, while in method (2) one relies on chance to find a monolayer on the substrate.
Additionally, method (1) allows for positioning of the flake on the target substrate, which
is beneficial when the substrate is larger than the scanning area of the measurement
setup. However, monolayer flakes have better optical contrast on Si/SiO2, so it is easier
to find them with method (2). Additionally, it is common for monolayers to tear or fold
during the transfer process from PDMS stamp to substrate of method (1) as seen when
comparing Figs. 2.10a-b.

20 µm

PDMS

ML
20 µm

Si/SiO2

ML 10 µm

Si/SiO2ML
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Figure 2.10. Exfoliated tungsten disulfide flakes on polydimethylsiloxane and Si/SiO2. (a) Neg-
ative of an optical micrograph, showing a tungsten disulfide (WS2) flake exfoliated on a poly-
dimethylsiloxane (PDMS) stamp using Nitto tape, with monolayer region (ML) indicated. (b) Opti-
cal micrograph of the same flake as in (a) after stamping the PDMS on a silicon wafer capped with
285 nm SiO2, transferring the flake. The monolayer part is torn and folded over, yet a significant
area remains intact, suitable for study. (c) Optical micrograph of a WS2 flake directly exfoliated on
Si/SiO2 using Scotch tape, with monolayer region indicated.

PATTERNING MICROSTRIPS AND STAMPING VAN DER WAALS MAGNETS ON SI/SIO2

In Chapter 4, we use nitrogen vacancy magnetometry to image the stray fields of van der
Waals magnet CrSBr. First, we pattern a microstrip on a Si/SiO2 substrate through which
we can supply microwaves for the NV measurements, and then stamp a CrSBr flake next
to it. The detailed process is as follows:
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Microstrip patterning and stamping:

i. Preparation of silicon substrate capped with 285 nm silicon dioxide (sonicate
in acetone for 30 mins at T = 20°C, oxygen plasma cleaning in Tepla 300).

ii. Spincoat bilayer polymethyl methylacrylate (PMMA) e-beam resist (spincoat
PMMA 495 A6 at 4000 RPM, bake 1 min at 175°C, spincoat PMMA 950 A3 @
4000 RPM, bake 5 mins at 175°C)

iii. E-beam lithography (Raith EBPG 5000+, 66 nm beam size, 50 nm beam step
size, dose 1300 µC/cm2).

iv. Developing (40 sec MIBK:IPA 1:3 while stirring with sample, 20 sec IPA while
stirring with sample, nitrogen blowdry).

v. Evaporation (short oxygen plasma clean in Tepla 300 beforehand, evaporation
in Temescal FC2000, 5 nm Ti, 100 nm Au, liftoff using acetone).

vi. We cleave CrSBr from the bulk crystal using Nitto tape, exfoliate it onto a PDMS
layer on a microscope slide. Using an XYZ micromanipulator, we position the
microscope slide such that the CrSBr flake is positioned next to the microstrip,
and press the PDMS stamp on the substrate. Slowly retracting peels off the
viscoelastic PDMS, while the flake remains on the susbtrate.

a b

Au
Si + SiO2

CrSBr

100 µm

Figure 2.11. CrSBr flakes next to a gold microstrip. (a) Optical micrograph of the sample after
fabricating the stripline and stamping the CrSBr using PDMS. (b) Schematic of the sample in the
white box of (a), before receiving a diamond membrane. A CrSBr flake is stamped next to the
microstrip, through which we supply microwaves for the NV measurements.

SPUTTERING AND EVAPORATION OF METALS ON GGG/YIG

In Chapter 5, we study the interaction between spin waves and a superconductor, there-
fore we here discuss fabrication methods for the sample. We use commercially available
(Matesy GmbH) 245 nm thick yttrium iron garnet (YIG) films, grown on a gadolinium
gallium garnet (GGG) substrate. To create the metal strips, we spincoat a positive PMMA
e-beam resist and transfer our patterns to the chip with e-beam lithography.
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Patterning of the superconducting strip:

i. Carrier substrate and chip cleaning (acetone ultrasonication for 30 mins, plasma
descum in Tepla 300 for 30 sec).

ii. Spincoat trilayer resist (PMMA 495 A6 at 4000 RPM, ambient bake 1 min at 175
°C, PMMA 950 A3 at 4000 RPM, ambient bake 5 min at 175 °C, Electra 92 at 2000
rpm, ambient bake 2 min at 90 °C).

iii. Glue 4 x 4 mm2 on 2 x 1 cm2 silicon carrier chip with a PMMA droplet for further
processing. Bake 1 min at 90°C.

iv. E-beam lithography (Raith EBPG 5000+, beam size 66 nm, beam step size 50
nm, dose 550 µC/cm2).

v. Developing (H2O dip for 60 sec, blowdry, MIBK:IPA 1:3 for 40 sec while stirring,
IPA for 20 sec while stirring, blowdry)

vi. Pre-deposition descum (Tepla 300, oxygen plasma, P = 100 W, t = 30 sec,
oxygen flow = 200 sccm).

vii. MoRe sputtering (Alliance Concept AC450, molybdenum rhenium, 140 nm).

viii. Liftoff (acetone overnight, 2 hrs at 50°C, 12 hrs at 20 °C)

1 mm 100 µm

a b c 35 µm 30 µm 10 µm

Figure 2.12. Superconducting strips on a magnetic thin film. (a) Optical micrograph of the struc-
tures fabricated to study the interaction between spin waves and a superconductor, on a 4x4 mm2

substrate of gadolinium gallium garnet (GGG), with an epitaxial 245 nm thick film of yttrium iron
garnet (YIG). (b) Zoom-in of the optical micrograph in (a), showing two parallel gold microstrips
with a wider molybdenum rhenium (MoRe) superconducting strip in between. The diamond
membrane is placed in the region outline with a square. (c) Schematic of the sample from the
square region in (b), with geometric specifications.

In the above exposure and consequent sputtering, we have also patterned a 2x4 array
(spacing is 100 µm) of square 20×20 µm2 alignment markers near each corner of the chip,
which we use to align the exposure of the gold microstrips with respect to the sputtered
superconductor.
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Patterning of the gold strips:

i. Carrier substrate cleaning (acetone ultrasonication for 30 mins, plasma des-
cum in Tepla)

ii-vi. Repeat step ii. through vi. of the MoRe process.

vii. Evaporation (Temescal FC2000, 10 nm of Ti at 0.5 Å/s, 140 nm of Au at 1.5 Å/s).

viii. Liftoff (acetone overnight, 2 hrs at 50°C, 12 hrs at 20 °C).

Here, the titanium serves as a sticky layer to increase the adhesion of the gold film to
the substrate. If this is not done, bonding wires will delaminate the gold from the sub-
strate. The resulting structures on the chip are displayed in optical micrographs and a
schematic in Fig. 2.12a-c.

When working with 4x4 mm2 chips, we glue them on top of a larger 2x1 cm2 silicon
carrier substrate for further processing, using a tiny droplet of thick PMMA. This has a
few benefits: 1) it reduces the chance of scratching the resist when handling the sample
2) it allows clamps required for e-beam and metal deposition to be placed on/against
the silicon, preventing resist damage and unwanted deposition shadowing at the clamp
location.

Since our GGG/YIG substrate is electrically insulating, we spincoat a layer of electri-
cally conductive All-Resist AR-PC 5090 Electra 92 for dissipation of the electrons during
lithography. This requires a short dip in water after e-beam exposure to dissolve the Elec-
tra 92, before the PMMA can be developed. After developing of the PMMA, we descum
the chip to remove potentially leftover resist in the exposed area, promoting adhesion of
the metals. After fabrication, the diamond membranes are placed on the sample as de-
scribed in Section 2.3.2. Then, the sample is mounted on a PCB using silver conductive
paint (RS PRO), wirebonded using a Westbond 4KE, and mounted in the setup displayed
in Fig. 2.6.

2.3.2. DIAMOND MEMBRANES FOR QUANTUM SENSING

A central challenge in performing nitrogen vacancy magnetometry is to minimize the
distance between the sample and the quantum sensor, which will benefit spatial res-
olution and enable sensing of evanescent fields that decay quickly with distance from
the surface. Widefield magnetometry is typically performed by interfacing a few mm2

diamond platelet hosting an ensemble of NV centers with a sample of interest, either
through direct fabrication on the diamond surface, or placement of the diamond on the
sample after fabrication. The latter method is simple, flexible, does not require develop-
ment of new fabrication protocols, does not limit device fabrication, yet typically yields
standoff distances of a few micron due to capturing of spurious particles [11, 101, 102].
Minimizing the surface area will reduce the chance to capture particles, and allows close
proximity and even contact with the sample. Here, we discuss fabrication and applica-
tion of small 50×50 µm2 diamond membranes for quantum sensing purposes, which are
applied for NV magnetometry in Chapter 4 and 5.
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DIAMOND PREPARATION AND NITROGEN IMPLANTATION

We acquire electronic-grade nitrogen-free, isotopically purified diamond chips from El-
ement 6 Inc., which are grown along the [001] crystal axis and have their surface parallel
to the (001)-plane. The diamond is then cut and polished into 2 mm× 2 mm× 50 µm
platelets by Almax easyLab. Next, we remove surface impurities and polishing marks on
the diamond [87].

Removal of surface impurities and polishing marks:

i. Fuming nitric acid dip (10 mins).

ii. Rinse with H2O and transfer diamond to beaker with H2O.

iii. Transfer diamond from H2O to isopropyl-alcohol (IPA), and blow-dry with ni-
trogen (prevents drying stains).

iv. Etch ∼ 2µm of diamond surface with Ar/Cl plasma (30 mins, carrier substrate:
quartz wafer, Oxford Plasmalab System 100, T = 303K, PRF = 200 W, PICP =
500 W, Ar (Cl) flowrate = 20 (30) sccm, diamond etch rate ∼ 40-80 nm/min).

v. Etch ∼ 6µm of diamond surface with O2 plasma (20 mins, carrier substrate:
Si/SiOx, Oxford Plasmalab System 100, T = 293 K, PRF = 90 W, PICP = 1100 W,
O2 flowrate = 50 sccm, diamond etch rate ∼ 200-300 nm/min).

Here, a quartz carrier wafer is used to prevent micromasking due to Si-redeposition of
typical Si/SiOx-wafers, and the oxygen plasma is used to remove potential chlorine con-
taminants introduced during step iv [103–106]. We note that the later introduced "quan-
tum polishing" option by Almax easyLab reduces surface roughness to nearly identical
levels as the above process [87, 107]. Next, we glue the diamond platelets on a Si/SiOx
wafer with polymethylmethacrylate (PMMA), send them out for nitrogen implantation,
clean it, anneal it to create nitrogen-vacancy centers, and remove the graphite layer in-
troduced during annealing with a mixture of acids.

Nitrogen implanatation, annealing, and graphite removal:

i. Nitrogen ion implantation by INNOViON (energy = 54 keV, density = 1013/cm2,
estimated implantation depth = 70±10 nm [108]).

ii. Tri-acid cleaning in 1:1:1 mixture of 95% H2SO4 : 65% HNO3 : 60% HClO4 (2 hr,
120 °C [104]).

iii. Vacuum annealing (Nabertherm, P = 3×10−6 mBar, 6 hr ramp from to 400 °C,
4 hr hold, 6 hr ramp to 800 °C, 2 hr hold, cool-down to 300 K, expected NV
density = 103

µm2 [108]).

iv. Repeat step ii.

During the annealing, the vacancies in the diamond lattice pair up with the implanted
nitrogen ions to form nitrogen-vacancy centers [109]. We note that a tri-acid cleaning
temperature of >150 °C is desired for complete removal of the graphite layer that is in-
troduced in step ii [110], which we are unable to attain due to hardware limitations.
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MEMBRANE FABRICATION
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Figure 2.13. Diamond membrane fabrication process. (a) The membrane pattern is defined
in a polymethyl methylacrylate (PMMA) layer using e-beam lithography, after which an SF6He
plasma etch transfers the pattern to a titanium layer that was sputtered on the diamond. (b) After
the PMMA is removed, the membrane pattern is etched into the diamond using cycled O2- and
SF6/He-plasma etching. (c) scanning electron microscope (SEM) image of the etched membrane
pattern, showing 50× 50 µm2 squares and holding bars. (d) The titanium is removed, and the
diamond is flipped and etched with first an Ar/Cl-plasma and then an O2-plasma until the mem-
branes are free-standing. (e) Diamond after fabrication with free-standing membranes. (f) SEM
image of a 50×50 µm2 diamond after fabrication.

Having obtained a 2 mm x 2 mm x 50 µm diamond platelet with a shallow surface en-
semble of nitrogen vacancy centers, we shape it into smaller membranes. To do so, we
perform three etching steps to define masks and create free-standing membranes at-
tached to the original diamond frame through holding bars [87].

Membrane etching process:

i. Sputter 50 nm titanium on diamond surface (Alliance Concept 450).

ii. Spincoat polymethyl methylacrylate (PMMA) (950 A8, 4k rpm, ambient bake 3
mins at 175 °C).

iii. Define membrane pattern in PMMA (e-beam lithography, Raith EBPG5000+,
1600 µC/cm2, 90 sec development in MIBK:IPA 1:3, IPA rinse).

iv. Titanium etch with SF6/He-plasma (Fig. 2.13a, carrier substrate: Si/SiOx, Ox-
ford Plasmalab System 100, T = 20 °C, PRF = 40 W, PICP = 0 W, SF6 (He) flowrate
= 12.5 (10) sccm, titanium etch rate∼20 nm/min, PMMA etch rate∼240 nm/min).

v. Diamond pattern etch (Fig. 2.13b-c., 4x cycle of O2-plasma (2 min) and in-
termittent SF6/He (10s) plasma, carrier substrate: Si/SiOx, Oxford Plasmalab
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System 100, PRF = 70 W, PICP = 1000 W, O2 flowrate = 50 sccm, diamond etch
rate ∼ 200-300 nm/min, SF6/He recipe as in step iv, except PRF = 30 W).

vi. Remove titanium mask with hydrofluoric acid dip

vii. Diamond deep etch (Fig. 2.13d, carrier substrate: Si/SiOx, Oxford Plasmalab
System 100, diamond upside down with quartz hard mask, 90 min Ar/Cl-plasma
with recipe as in surface etch, 2.5-3 hrs O2-plasma with recipe as in step v).

viii. Overnight acetone and inspection (Fig. 2.13e-f).

The intermittent SF6He-plasma in step iv serves to eliminate redeposited titanium which
can micromask and lead to rough sidewalls [87]. Near the end of the diamond deep etch,
we take the diamond out of the chamber and inspect whether the membranes are free-
standing. If not, we continue etching with oxygen plasma in small steps, inspect, and
repeat until ready.

MEMBRANE PLACEMENT

To place these diamond membranes on a sample of interest, we develop two different
approaches. In the first method, which is used in Chapter 5, we glue the side of the
carrier diamond to an elastic metal holding bar using a ∼ 0.25 mm-diameter droplet of
UV-curing glue (Norland Optical Adhesive) and mount it to an XYZ-manipulator, so that
it can be positioned above the sample with ∼ µm accuracy. Next, we use a thin metal
needle, attached to another XYZ-manipulator, to push the membrane on the sample by
breaking its holding bar. This process is displayed in Fig. 2.14 by a series of images.
The membranes we placed on samples did not displace under typical mechanical dis-
turbances such as wire bonding, vertical mounting in our cryostat, and slip-stick posi-
tioning of the sample.

a b c d e f
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Figure 2.14. Diamond membrane tipping process for NV magnetometry. (a) The sample region
of interest is selected and brought into optical focus. (b) A carrier diamond hosting many NV
sensing membranes is positioned above the sample area. The carrier diamond is glued to an elastic
metallic spring, which is attached to an XYZ-micromanipulator for positioning. (c) A thin metallic
needle, attached to a second XYZ-micromanipulator, is positioned above the selected membrane.
(d) The membrane is tipped out with the needle. (e) After tipping, the membrane is brought into
its final position by careful manipulation with the needle. (f-h) Various tipped-out membranes on
top of devices of interest.
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The second approach we developed allows better control over placement and rota-
tion of the membrane, is more robust against potential dislocation of the membrane,
yet is quite a bit more work. This approach, used in Chapter 4, is a diamond mem-
brane dry transfer method, akin to assembly of two-dimensional materials. The process
is schematically depicted in Fig. 2.15. As in the other methods, we attach the carrier
diamond to a metallic needle, and fasten it to an XYZ-micromanipulator for movement
control. Next, we position the carrier diamond above, and nearly into contact with a
substrate covered with a flexible, 0.5 mm-thick polydimethylsiloxane (PDMS) layer. A
metallic needle attached to another XYZ-micromanipulator is used to press a membrane
in contact with the PDMS through bending of its holding bar, exploiting the flexibility of
the thin diamond (Fig. 2.15a). Finally, we break this holding bar by lifting the carrier
diamond up. In this way, we prevent unwanted flipping of membranes, which can occur
when breaking the membranes’ holding bar too far above the substrate surface.

a b c d

Figure 2.15. Dry-transfer of diamond membranes for sensing 2D materials. (a) A metallic needle
is used to tip out a diamond membrane onto a PDMS layer affixed to a substrate. (b) A PMMA-
PDMS stamp on a glass slide picks up the membrane. (c) The stamp with membrane is positioned
above a CrSBr flake and brought into contact. (d) Heating to 180 °C release the PMMA from the
PDMS, placing the membrane onto the targeted flake of van der Waals material with ∼ µm preci-
sion.

We continue by preparing a stamp to pick up and transfer the diamond membrane,
consisting of a PDMS / polymethyl methacrylate (PMMA) bilayer, similar to methods in
[111]. On a Si/SiO2 substrate, we spincoat a layer of water-soluble polymer (Electra 92, 3
min at 1000 rpm) and bake it (1 min at 100 ◦C). On top of this, we spincoat a layer PMMA
950K (3 min at 1000 rpm) and bake it shortly (45 sec at 180 ◦C), and repeat this process
to form a second PMMA layer, yielding a total thickness of ∼ 1 µm.

We prepare a piece of Scotch tape, from which we cut a 7×7 mm2 window, and place
the tape sticky-side-down on the PMMA-covered substrate. To delaminate the Scotch
tape with PMMA from the substrate, we dissolve the Electra 92 by placing our Scotch
tape with sample-facing-down in a beaker of water. We remove the Scotch tape with
PMMA from the beaker and let it dry in air (10 min). We finish the stamp by placing the
Scotch tape / PMMA structure sticky-side-down on a PDMS stamp held on a glass slide.

The PDMS-PMMA stamp is positioned above the diamond membrane using micro-
manipulators (Fig. 2.15b), and brought into contact. PMMA-diamond adhesion is pro-
moted by heating to 80 ◦C, and the membrane is picked up by lifting the glass slide, ready
for deposition on a sample of interest. Next, we position the membrane above the region
of interest, and rotate it to match the NV quantization axis to any desired direction within
the sample plane (Fig. 2.15c). We bring the stamp and membrane into contact with our
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sample while heating 100 ◦C. After cooling to 30 ◦C and retracting the PDMS, the PMMA
and diamond locally detach from the PDMS. Then, we melt the PMMA by heating the
sample to 180 ◦C, which causes it to fully detach from the PDMS carrier onto the sample
(Fig. 2.15d). As a precautionary measure, to potentially improve optical readout of the
NV centers, we partially remove the PMMA covering the NV membrane using e-beam
lithography and acetone.

2.4. ELECTRONICS AND DIGITAL CONTROL

The registration and transfer of knowledge is of paramount importance in starting labs
with newly constructed experimental setups. To this end, we here provide a detailed
account of the electronic devices in the constructed experimental setups, their inter-
connections, and functionalities, hoping that it will prove insightful and useful for its
next caretakers. Since the room-temperature setup (Fig. 2.5) was rearranged and ex-
panded into the low-temperature setup (Fig. 2.6) their electronics and operating pro-
tocols are the same, thus we limit our discussion to the latter. To illustrate how the
low-temperature setup for NV magnetometry and DC transport is operated, we show
a connection diagram in Fig. 2.16 (power supply lines are not drawn). The left hand
side shows hardware and software within a desktop computer, while the right hand side
shows the cryostat chamber and its connections. All electronic devices and their con-
nection chains are displayed in the middle. We highlight the functionalities of the setup
through a point-by-point description.

Desktop computer: We use the desktop ethernet and USB terminals for control and
communication of all electronic devices and auxiliary computers systems. Two periph-
eral component interconnect (PCI) cards are used for high-throughput signal process-
ing: a configurable pulse generator (PulseBlaster ESR-PRO) that provides transistor-transistor
logic (TTL) pulses with a minimum pulse length of 2 ns, and a multipurpose I/O card
(National Instruments PCI-6221) that hosts two click counter channels, analog ±10 V
in/outputs, and configurable I/O-channels (e.g. TTL). MATLAB is used to communicate
with the USB-, ethernet- and PCI-peripherals.

RF generation, pulsing and amplification: Microwaves between 10 MHz and 15 GHz
are generated with 0.1 Hz resolution by a USB-controlled RF source (Windfreak Syn-
thHDv2) with two output channels. The RF signal is fed through an RF switch (Mini-
Circuits ZASWA-2-50DRA+), which routes the signals to output 1 (2) when the TTL sig-
nal is low (high), effectively creating an on/off switch. In the schematic in Fig. 2.16, the
TTL signal is provided by a configurable output of the NI PCI-6221 card, routed through
a breakout box (NI BNC-2110). To deliver fast microwave pulse sequences, an output
of the PulseBlaster ESR-PRO can be routed to the TTL gating channel of the RF switch.
The signal is routed through an amplifier (Mini-Circuits ZX60-83LN-S+), which boosts
signals between 500 MHz and 8 GHz by ∼ 20 dB, and then enters an SMA-connector on
the cryostat sample chamber panel.

Laser modulation and scanning: Four lasers are integrated in the setup, with wave-
lengths of 520 nm (OBIS LX520 40 mW), 594 nm (OBIS LS594 60 mW), 637 nm (OBIS
LX637 140 mw) and 730 nm (OBIS LX730 30 mW), and are operated through a central
USB-connected driver hub (Obis LX/LS Scientific Remote).
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Figure 2.16. Electronic diagram of the low-temperature NV magnetometry and transport setup.
Wiring schematic of the low-temperature experimental setup constructed to perform NV magne-
tometry and transport, showing components in the desktop computer (left), the cryostat (right)
and interconnected electronics in the middle. The NV measurements are controlled through a
National Instruments DAQ card with a breakout box. Analog output voltages are used for scan-
ning the laser over the sample, while counter channels register photoluminescence clicks from
the avalanche photodiode (APD). A spectrometer collects photoluminescence and is operated
through USB. A transistor-transistor logic (TTL) channel is used to switch on/off microwaves sup-
plied by a USB controlled RF source, which are then amplified before entering the cryostat. A pulse
generator (PulseBlaster) supplies TTL for on/off-state control of the various lasers in the setup,
and can be used for microwave pulsing through the TTL channel of the RF switch (here not shown
wired). DC transport measurements are performed using custom built equipment house source-
and measurement-modules (IVVI-DAC2 [49]), which are read out using a Keithley DMM6500. The
driver for the nanopositioners supplies voltages that are routed through a matrix module, where
the signals are combined with transport signals into a 21-pin cable through a matrix module. A
small breakout box converts the 24-pin Fischer to a 3M MDR connector, which is inserted in the
cryostat receptacle. Temperature control over the cryostat is achieved through a TCP/IP connec-
tion to a dedicated laptop that control the Montana Cryostation. All instruments are controlled
through a single MATLAB instance.
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The 520 nm laser is used for NV excitation in Chapters 4 and 5. The 594 nm laser is used
for creating excitons in WS2 in Chapter 3, and to induce a scattering site for spin waves
underneath a superconductor in Chapter 5. The LX637 can be used for resonant readout
of the NV centers [112], while the 730 nm laser can be used for creating excitons in WSe2

[113] without interfering with nearby NV centers. The 637 nm and 730 nm lasers are not
used for experiments included in this dissertation. The lasers can be pulsed through ex-
ternal digital (on/off) modulation, with TTL signals provided by the PulseBlaster. Here,
pulse width is limited by the rise time of the lasers (LX520: 3 ns, LS594: 18 µs, LX637: 2
ns, LX730: 2 ns). Additionally, continuous (analog) modulation can be achieved by con-
necting analog outputs of the NI PCI-6221 card (not wired in the diagram). A scanning
mirror (Newport FSM300) is used to scan these lasers over the sample, via two analog
outputs of the NI BNC-2110, denoted Vx and Vy in the schematic of Fig. 2.16.

Photoluminescence detection: An avalanche photodiode (APD, Excelitas SPCM-AQRH-
13) generates 10 ns wide electrical pulses upon detection of an incoming photon, which
are detected by one of two counter channels on the NI BNC-2110 breakout box. The APD
generates 250 dark counts per second, an after a photon count there is a 24 ns dead time.
Our spectrometer (Andor Kymera 193i) is equipped with a cooled 1650 x 200 CCD (Andor
iVac 316) with 16 x 16 µm2 pixels, that allows for hardware binning into superpixels, re-
ducing read-out noise. A maximum of 269 full vertical binned (FVB) spectra per second
can be communicated over USB to the desktop.

DC transport: Electronic transport measurements are performed with in-house con-
structed source- and measurement-unit (SMU) modules in the modular IVVI-DAC2 rack
[49]. The IVVI-DAC2 is galvanically isolated from the desktop computer and relies on
sourcing-communications through an optical fiber that is interfaced with a USB inter-
connect. Fiber-communications sets voltage values Vset on selected channels of the
summing module, which are routed to the modular voltage- and current-sourcing mod-
ules through a large printed circuit board (PCB) in the back, in which the modules are
inserted in plug-and-play fashion. For example, a voltage module outputs αVout/Vset

, and a current module outputs βIout/Vset, where α and β are selectable gain parame-
ters. The output is routed to 1 of 24 channels in a matrix module, which forms the user-
interface with the sample, and allows channel-selective electrical grounding, opening,
and shorting (used for measuring) to the sample. The 24 channels are routed, through a
24-pin Fischer cable, to a custom-designed breakout box which converts the form factor
to the required 26-pin 3M MDR of the cryostat sample chamber. Voltages and currents
are analyzed by connecting the desired channels on the matrix module to voltage- and
current-measurement modules in the IVVI-DAC2, which similarly to sourcing output a
certain Vout/Vmeasured or Vout/Imeasured. The output voltages of the measurement mod-
ules are read out using a Keithley DMM6500 digital multimeter over USB.

Nanopositioner movement: The cryostat houses 2x ANP101x/RES/LT and 1x ANP101z
/RES/LT slip-stick nanopositioners, for which we supply the driving signal for open-
loop positioning using the Attocube ANC300 controller via USB. The output signals of
the controller are routed to the same matrix module described above, and is supplied
to the cryostat "user" 3M MDR-panel. The piezoelectric constants of the positioners
decrease with temperature, leading to typical low temperature operating voltages that
are beyond the room-temperature dielectric breakdown voltage. As such, caution is re-
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quired to lower the operating limits when warming up, otherwise irreversible damage to
the positioners is easily caused. Safe limits are 70 V for room temperature, 150 V for 4 K.
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Figure 2.17. Wiring schematic of sample chamber and printed circuit board. (a) Overview of
DC and RF connections inside the cryostat sample chamber. A custom high-purity copper sam-
ple holder placed on the positioner stack holds a custom-designed printed circuit board, with 12
soldered DC lines that are routed to five-pin connectors J1, J5, J6, J7 and J8 via a flexible braided
cable. The five-pin connectors are internally routed to the 3M MDR connector (seen top-right in
Fig. 2.16) on the outside of the sample chamber, which connects to the matrix module via a break-
out box. The mapping of the five-pin connector channels (black numbering) to the matrix module
channels (red numbering) is indicated with color coded numbers. RF signals are supplied to the
SMA connector panel outside the sample chamber (bottom right), which are routed to four female
SMP female sockets inside the chamber. Flexible SM 50 cables carry the signal to the printed cir-
cuit board. (b) Schematic of custom-made four-layer printed circuit board (PCB) with 12 DC lines
and 4 RF connections. The RF signal is supplied by the SM 50 cables to four female SMPM sockets,
and is routed through 50 Ω impedance matched grounded coplanar waveguides to bonding pads
adjacent to a cut-out in the PCB. The cut-out hosts the sample, which is directly mounted on the
high-purity copper sample holder with conductive silver paint for optimal thermalization. The
DC bonding pads are routed through various layers to holes on top of the PCB, in which the wiring
shown in (a) is soldered directly. Labeling of the bondpads to solder-sockets is indicated by black
numbers.

Cryostat temperature: Temperature control of the cryostat is regulated through an
auxiliary dedicated laptop. Establishing a TCP/IP communication protocol over direct
ethernet connection between laptop and desktop enables temperature control through
MATLAB.

Having discussed the electronics interfacing the desktop with the cryostat, we next
elaborate on the further routing of relevant signals on the inside of the cryostat sample
chamber, through a schematic displayed in Fig. 2.17. A custom-made high-purity cop-
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per sample holder, holding a printed circuit board (PCB) with RF and DC connections,
is mounted on the Attocube positioner stack as shown in Fig. 2.17a. The transport lines
are soldered directly onto the PCB and connect to various five-pin connectors, which are
routed to the 3M-MDR connector in the cryochamber side-panel, ultimately connecting
to the matrix module. A schematic overview of the PCB used for the experiments in
Chapter 4 and 5 is shown in Fig. 2.17b, with labelling of the various RF and DC connec-
tions and bondpads. A cut-out in the PCB ensures the sample can be mounted directly
on the copper sample holder, which is necessary for proper thermalization.

SUMMARY

In this Chapter, we have provided a theoretical background on magnetometry with spins
in diamond, described three low-dimensional magnetic phenomena that we aim to study
with this technique, and discussed the development of experimental setups, samples
and thin diamond membranes towards this end. By ending the Chapter with a detailed
overview of electronics and operation, we have set the stage for understanding the re-
search Chapters that follow.
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3
EXCITON-TO-TRION-CONVERSION

DRIVEN VALLEY POLARIZATION IN

MONOLAYER WS2

"When corner cutter and perfectionist unite
a diligent efficiency’s in sight."

Transition metal dichalcogenide (TMD) monolayers are two-dimensional semiconduc-
tors with two valleys in their band structure that can be selectively addressed using circu-
larly polarized light. Their photoluminescence spectrum is characterized by neutral and
charged excitons (trions) that form a chemical equilibrium governed by the net charge
density. Here, we use chemical doping to drive the conversion of excitons into trions in WS2

monolayers at room temperature, and study the resulting valley polarization via photo-
luminescence measurements under valley-selective optical excitation. We show that the
doping causes the emission to become dominated by trions with a strong valley polar-
ization associated with rapid non-radiative recombination. Simultaneously, the doping
results in strongly quenched but highly valley-polarized exciton emission due to the en-
hanced conversion into trions. A rate equation model explains the observed valley po-
larization in terms of the doping-controlled exciton-trion equilibrium. Our results shed
light on the important role of exciton-trion conversion on valley polarization in mono-
layer TMDs.

This chapter has been published in Sci Rep 10, 17389 (2020), https://doi.org/10.1038/s41598-020-74376-3,
by J.J. Carmiggelt*, M. Borst* and T. van der Sar. *These authors contributed equally.
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3.1. INTRODUCTION
Transition metal dichalcogenide (TMD) monolayers are direct-bandgap semiconduc-
tors of which the conduction and valence band extrema consist of two valleys [1, 2]. The
broken inversion symmetry of the lattice gives rise to optical selection rules that enable
valley-selective, inter-band excitation of electrons using circularly polarized light [3–5].
A strong Coulomb interaction results in the subsequent formation of excitons [6], which
maintain a valley polarization that is determined by the ratio between the intervalley
scattering time and the exciton lifetime [3, 7]. Such valley-polarized excitons have been
proposed as carriers of information and play a central role in the field of valleytronics
[8, 9]. As such, understanding the processes that govern the exciton lifetime and asso-
ciated valley polarization is important for assessing the potential applicability of valley-
polarized excitons in devices.

Under optical excitation, a charge-density-controlled chemical equilibrium between
neutral and charged excitons (trions) forms in a TMD monolayer [10–12]. The conver-
sion into trions reduces the exciton lifetime [13] and may therefore be expected to lead to
a large valley polarization of excitons that are created via valley-selective optical pump-
ing, but demonstrating this effect has thus far remained elusive.

The charge density of TMD monolayers can be controlled via electrostatic gating or
chemical doping [10, 11, 14–20]. While electrostatic gating is a flexible technique that
allows a continuous change of the charge density [10, 11, 14], chemical doping provides
a convenient alternative that requires no microfabrication and is well suited for achiev-
ing high doping levels [15–20]. Here, we study the valley polarization of excitons and
trions in monolayer WS2 and show that chemical doping via aromatic anisole (methoxy-
benzene) quenches the exciton photoluminescence and causes the spectrum to become
dominated by trions with a strong valley polarization. A spatial study of the remaining
exciton emission shows that also the excitons attain a strong valley polarization, which
we attribute to the rapid doping-induced conversion into trions. We extend a rate equa-
tion model describing exciton-trion conversion [10] to include the two valleys and use it
to explain the observed valley polarization in terms of the doping-controlled chemical
equilibrium between excitons and trions.

3.2. CHEMICAL DOPING OF WS2 USING ANISOLE
When doping a TMD monolayer using aromatic molecules such as anisole, Hard Soft
Acid Base (HSAB) theory allows predicting whether the dopant will be n- or p-type [16].
Electrons hop between the adsorbed molecules (A) and the monolayer (B) to compen-
sate for the difference in chemical potential µ between both systems [21]. The chemical
hardness η of the materials determines how quickly an equilibrium is reached, leading
to an average number of transferred electrons per molecule ∆N :

∆N = µA −µB

ηA +ηB
. (3.1)

For both anisole and monolayer WS2, the chemical potential and chemical hardness has
been calculated using density functional theory [22, 23]. Using these values (Supplemen-
tary Section 3.5) we find ∆N = 0.22, such that we expect the monolayer to be n-doped
upon physisorption of anisole molecules (Fig. 3.1a).
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Figure 3.1. Controlling the photoluminescence properties of monolayer WS2 via chemical dop-
ing. (a) WS2 monolayers on Si/SiO2 substrates become n-doped by treating them with anisole
for 2 hours at 70 ◦C. The insets show the chemical structures of WS2 and anisole. (b) Photo-
luminescence spectrum of a monolayer WS2 before and after the anisole treatment. The treat-
ment quenches the neutral exciton resonance, leading to the emergence of the trion resonance.
The spectrum before (after) treatment was taken at 4 µW (40 µW) off-resonant laser excitation
(E = 2.331 eV, λ = 532 nm). The shaded area indicates the transmission window of the bandpass
filter used for the maps in Fig. 3.2. (c) Raman spectra before and after the treatment of the same
monolayer as in (b), at 514 nm laser excitation. The inset shows the enhanced intensity of the
longitudinal acoustic LA(M) phonon mode, attributed to the adsorption of the anisole molecules.
Both spectra are averages over multiple positions of the flake, which all show the same mode en-
hancement.

To study the effect of chemical doping with anisole on the valley polarization proper-
ties of WS2, we start by characterizing the photoluminescence of exfoliated WS2 mono-
layers on 280 nm Si/SiO2 substrates. The emission spectrum of an as-prepared mono-
layer shows the characteristic bright exciton resonance at 2.01 eV (Fig. 3.1b, black line)
[24]. After chemical doping by a two-hour treatment in liquid anisole at 70 C◦, the
bright exciton resonance is strongly quenched and only a weak emission peak that is
red-shifted by ∆E = 23 meV remains (Fig. 3.1b, red line). Because the increased bind-
ing energy of trions compared to excitons should lead to such a red shift [14] and the
expected n-type doping by the anisole molecules should favour trion formation, we at-
tribute this peak to emission associated with trions. This conclusion is further supported
by spatial studies of emission spectra showing both exciton and trion components that
we will describe below. As expected, the trion emission is weak due to its long radiative
lifetime and strong non-radiative decay attributed to Auger recombination [10, 25, 26].

Doping by adsorbed carbon-hydrogen groups [27] was previously shown to result in
an increase of the longitudinal acoustic LA(M) and LA(K) modes in the Raman spectrum
of WS2 monolayers. Our treatment causes a similar increase of the LA(M) Raman mode
(Fig. 3.1c), which we therefore attribute to the adsorption of anisole molecules. We do
not observe an associated increase of the LA(K) mode at about 190 cm−1, which may
be due to the different nature of the adsorbates resulting in different lattice deforma-
tions and/or defects in the monolayer. We note that a similar behaviour was observed
in previous work on WS2 monolayers [7], which showed an increasing intensity of the
LA(M) Raman mode without an associated increase in the LA(K) mode as a function of
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the defect concentration. In addition, we find that the double-resonance 2LA(M) mode
remains unaffected by the doping, indicating that our treatment does not significantly
change the monolayer’s electronic structure [28].

To study the valley polarization of chemically-doped WS2 monolayers, we use near-
resonant excitation with a 594 nm circularly polarized, continuous-wave laser that is fo-
cused to a diffraction-limited spot. The resulting photoluminescence is polarization fil-
tered and collected using a home-built confocal microscope Chapter 2. Before detecting
the emission with an avalanche photodiode (APD), we apply a spectral bandpass filter
with a transmission window centered around the exciton and trion resonances (shaded
area in Fig. 3.1b).

a

b

Figure 3.2. Increasing valley polarization of WS2 photo-emission through anisole doping. (a)
Spatial map of the photoluminescence of a monolayer WS2 before and after chemical doping with
anisole. The treatment quenches the brightness of the flake. (b) Spatial map of valley polarization
before and after doping, with strongly valley-polarized emission post treatment. The flake was
exfoliated on a Si/SiO2 substrate and excited near the exciton resonance (E = 2.087 eV, λ = 594
nm, 4 µW). Scale bar: 2 µm.

We quantify the valley polarization ρ via polarization-resolved photoluminescence
measurements according to

ρ = Iσ+ − Iσ−

Iσ+ + Iσ+
. (3.2)

Here, Iσ+ and Iσ− represent the intensities of the right- and left-handed emission by the
sample under σ+ excitation and the total photoluminescence is given by I = Iσ+ + Iσ− .
By scanning the sample while detecting its emission using the APD, we make photolu-
minescence and valley-polarization maps of our flakes, before and after treating them.
Before the anisole treatment, the photoluminescence is characterized by bright exci-
ton emission (Fig. 3.2a, left panel) with no valley polarization (Fig. 3.2b, left panel).
Strikingly, the trion emission that remains after chemical doping (Fig. 3.2a, right panel)
has a valley polarization of about 25% (Fig. 3.2b, right panel). We consistently observe
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the emergence of strong valley polarization after anisole treatment in multiple samples
(Supplementary Section 3.5).

Next, we demonstrate the substrate independence of the effect of our treatment by re-
peating the measurements on an yttrium iron garnet (YIG) substrate. YIG is a magnetic
insulator that was shown to effectively negatively dope MoS2 monolayers at low tem-
peratures, possibly due to dangling oxygen bonds at the YIG surface [29]. As such, the
total level of doping could be larger for monolayers on YIG due to additional doping from
the substrate. We exfoliated monolayers WS2 onto polydimethylsiloxane (PDMS) stamps
and deposited them onto the YIG substrates [30]. As before, the emission of the mono-
layers is strongly quenched after chemical doping and a valley polarization of about
20%-40% emerges (Fig. 3.3, Supplementary Section 3.5). Compared to the monolayers
on Si/SiO2 substrates we conclude that these data do not indicate significant additional
doping from the YIG substrate.

3.3. DOPING-CONTROLLED EXCITON-TO-TRION

CONVERSION
To assess the spatial homogeneity of the doping, we characterize the photoluminescence
and valley polarization of a relatively large-area monolayer flake on YIG (Fig. 3.3a-b).
In most parts of the flake, we observe a valley polarization of about 40%. In addition,
at multiple spots in the monolayer, we observe an enhanced photoluminescence and
reduced valley polarization. A comparison with an atomic force microscope topogra-
phy image (Fig. 3.3c) shows that these spots are associated with wrinkles in the flake.
Spectrally, the spots are characterized by the simultaneous presence of an exciton reso-
nance and a trion resonance, with the exciton resonance rapidly vanishing as we move
off the spot and the trion resonance remaining approximately constant (Fig. 3.3d). We
extract the valley polarization and brightness of the exciton and trion resonances by fit-
ting similar emission spectra near multiple wrinkles with an exciton and trion compo-
nent (Supplementary Section 3.5). The extracted trion brightness and valley polarization
is independent of the local exciton emission (Fig. 3.3e), highlighting their spatial homo-
geneity. In particular, the trion valley polarization of about 40% is similar to that in the
flat areas of the flake (Fig. 3.3b,f). The stronger exciton emission at wrinkles indicates
that the doping is less effective, possibly resulting from the restricted physical access
to the monolayer at wrinkles or from a decreased substrate-induced doping due to the
increased substrate-monolayer distance. In addition, the exciton and trion formation
could be altered at the wrinkles as a result of local strain [32].

Strikingly, the excitons at the wrinkles also attained a strong valley polarization, as
can be seen from the spectra in Fig. 3.3d. We extend an existing rate equation model
[10] to argue that this is the result of the doping-induced conversion of excitons into
trions (Fig. 3.4a). This conversion acts as a decay channel for the excitons, enhancing
their valley polarization and quenching their photoluminescence. The model predicts
that the excitonic valley polarization starts to increase strongly when the conversion rate
into trions ΓT←X becomes comparable to the intervalley scattering rate Γiv,X (Fig. 3.4b,
green line). Since ΓT←X is proportional to the electron density as described by a law of
mass-action [11, 12], indeed an emergent exciton polarization is expected when doping
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a b c d e

f

Figure 3.3. Spatial characterization of the exciton and trion emission of a chemically-doped
monolayer WS2 on an yttrium iron garnet (YIG) substrate. (a, b) Spatial maps of the photolu-
minescence (a) and valley polarization (b) under near-resonant excitation (594 nm, 200 µW) after
chemical doping. The sample was submerged in liquid anisole for 12 hours at room temperature
and vacuum-annealed for 6 hours (400 ◦C, <1 mTorr) to remove contaminants. Multilayer areas
of the flake surrounding the monolayer are identified by their low brightness due to their indirect
bandgap [2] and large polarization [31]. (c) Atomic force microscope image of the sample. Com-
parison with (a, b) shows that spots with increased photoluminescence and reduced valley polar-
ization occur at wrinkles of the monolayer. (d) Emission spectra at different locations close to a
wrinkle indicated by the black arrow in the inset of (c). Lorentzian fits of the trion (red) and exciton
(green) resonances reveal the simultaneous presence of trion and exciton emission at wrinkles. (e)
Average trion brightness and valley polarization plotted against the local exciton photolumines-
cence at different wrinkles. (f) Typical σ+ and σ− emission spectra of trions in flat parts of the
flake, obtained at the location indicated by the triangle in the inset of (c), corresponding to a valley
polarization of about 40%. Scale bar: 5 µm.

is strong.
Strongly valley-polarized excitons are expected in the limit of large doping (Fig. 3.4b).

For our flakes, doping is strongest in the flat areas away from the wrinkles as reflected
by the low photoluminescence in these areas. Because we are unable to spectrally dis-
tinguish the weak exciton emission from the dominant trion emission in these areas, we
analyse the valley polarization of the integrated photoluminescence spectrum using our
APD. When plotting the local valley polarization against the local photoluminescence
(Fig. 3.4c), we observe a non-monotonous behaviour with a maximum at low photolu-
minescence. According to our model, this maximum occurs because the exciton valley
polarization (green line in Fig. 3.4b) increases with doping while the exciton photolu-
minescence vanishes. As a result, the trion contribution (red line) starts to dominate
the total signal (black line). These results highlight that the exciton valley polarization
becomes large because of the rapid conversion into trions.

On wrinkles, we observe that the excitons have a lower valley polarization than the
trions (Fig. 3.3d). In contrast, our model predicts that the local valley polarization of
the trions cannot exceed that of the excitons even at low doping (Fig. 3.4b, Supplemen-
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Figure 3.4. Doping-controlled valley polarization of excitons and trions. (a) Schematic depiction
of the rate equation model used to describe the optically detected valley polarization. Excitons
are created by valley-selective optical excitation, after which they can decay radiatively, scatter
between the valleys at a rate Γiv,X, or change into trions at a doping-controlled rate ΓT←X. The
trions can scatter between the valleys, decay radiatively or non-radiatively, and change back into
excitons. (b) Valley polarization of excitons, trions, and their photoluminescence-weighted aver-
age as a function of ΓT←X/Γiv,X calculated using the rate equation model shown in (a). (c) Valley
polarization versus photoluminescence extracted by averaging data from individual pixels in the
monolayer area of Fig. 3.3a-b.

tary Section 3.5). This indicates that the observed spectra on wrinkles are a result of
spatial averaging over less-doped, wrinkled areas with a strong exciton contribution and
strongly-doped surrounding areas with a dominant trion emission (Supplementary Sec-
tion 3.5). Such averaging is expected from the diffraction-limited optical spotsize of our
confocal microscope (diameter: ∼ 500 nm).

3.4. CONCLUSION

In summary, we have demonstrated that chemical doping with anisole is an effective
method to generate highly valley-polarized excitons and trions in monolayer WS2 at
room temperature. The emission spectrum of as-prepared monolayers is characterized
by a bright exciton resonance that exhibits no valley polarization. After chemical dop-
ing, a trion resonance appears with a polarization up to 40%. The doping is less efficient
at wrinkled areas, which are marked by the simultaneous presence of exciton and trion
resonances. The excitons have a robust valley polarization, which we attribute to the
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rapid conversion into trions induced by the doping. A rate equation model captures the
quenching-induced valley polarization, indicating the presence of excitons with a higher
polarization than trions in the limit of maximal quenching. Our results shed light on the
effect of the doping-controlled conversion between excitons and trions on the valley po-
larization in single layers of WS2 and highlight that valley polarization by itself does not
necessarily reflect optovalleytronic potential, since a strongly-quenched carrier lifetime
and emission may constrain its application in devices.
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3.5. SUPPLEMENTARY INFORMATION
EXPERIMENTAL SETUP.

A schematic overview of the setup is presented in Chapter 2. Our samples are excited
by a lowpass-filtered 594 nm OBIS laser (Coherent) of which we control the polariza-
tion using achromatic half- and quarter-wave plates (Thorlabs). A 50X, NA=0.95 (Olym-
pus) objective focuses the laser to a diffraction-limited spot and collects the emission
from the sample. The emission is separated from the excitation by a 10:90 beam split-
ter (R:T, Thorlabs). The handedness of the excitation and detection is controlled by a
second quarter-wave plate, which projects both circular polarizations of the photolu-
minescence onto two orthogonal linear polarizations of which we select one with the
polarizer. The emission is longpass filtered (2x Semrock, BLP01-594R-25) to eliminate
the laser reflection. We use a mirror on a computer-controlled flipmount to switch be-
tween a fiber-coupled spectrometer (Kymera 193 spectrograph with a cooled iVac 324
CCD detector) and an avalanche photodiode (APD, Laser Components) for the detec-
tion of the photoluminescence. Before the emission is detected by the APD, it is filtered
with a pinhole and bandpass filter (Semrock, FF01-623/32-25). The sample is mounted
on an xyz-piezo stage (Mad City Labs, Nano-3D200FT) to allow nanoscale positioning of
the sample. An ADwin Gold II was used to control the piezo stage and read out the APD.
The grating in the Raman microscope (Renishaw inVia Reflex, 514 nm laser) had 1600
lines per mm, giving a spectral resolution of ∼2 cm−1 per pixel. All measurements were
performed at room temperature.

SAMPLE FABRICATION.

The WS2 monolayers were exfoliated from commercially-purchased bulk crystals (HQ
Graphene) on PDMS stamps, and were transferred to Si/SiO2 and YIG chips. The 245
nm thick YIG films were grown on a gadolinium gallium garnet (GGG) substrate via liq-
uid phase epitaxy and were purchased at Matesy gmbh. YIG samples were sonicated in
acetone and cleaned in IPA before stamping.

CHEMICAL POTENTIAL AND HARDNESS

WS2 monolayer [23] Anisole [22]
Chemical potential µ (eV) -4.79 -3.17
Chemical hardness η (eV) 2.64 4.88

Table 3.1. Chemical potential and chemical hardness of anisole and monolayer WS2 calculated
using density functional theory.

SUPPORTING DATA

REPRODUCABILITY OF QUENCHING-INDUCED VALLEY POLARIZATION

We repeat the anisole treatment as specified in the main text on five more WS2 mono-
layer flakes, presented in Figure 3.5, all of which show a strong dimming and emergent
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room-temperature valley polarization after doping. Of these, three have a Si/SiO2 sub-
strate and two an yttrium iron garnet (YIG) substrate. Variations in photoluminescence
and valley polarization between the flakes are attributed to differences in defect density
and unintentional doping prior to the treatment.

0.5x 2x 4x

2x 2x 8x 8x 8x

Before

After

Before

After

YIG YIG Si Si Si

Figure 3.5. Additional photoluminescence and valley polarization maps of WS2 monolayer
flakes before and after anisole treatment. The first two monolayers were stamped on yttrium
iron garnet (YIG) and the remaining three on Si/SiO2. All maps were made using a 594 nm excita-
tion laser at a power of 4 µW before the doping and 40 µW after doping. Scale bar: 2 µm.

EMERGENCE OF EXCITON EMISSION AT WRINKLES

Here, we plot additional σ+ emission spectra along spatial traces over wrinkles in the
WS2 flake presented in Fig. 3.3. As demonstrated in Figure 3.7, each trace is character-
ized by the emergence of a strong exciton resonance at the center of the wrinkle, high-
lighted by the asymmetry of the spectra. The central wavelength of both trions and ex-
citons varies slightly over the different wrinkles, which we attribute to local variations in
strain [32, 33] and doping [14]. From this, we extract spatially varying energy splittings
between the excitons and trions within the range of 22 meV − 32 meV, in agreement
with reported literature values [34]. Additional σ− emission spectra were taken along
the same spatial traces to determine the valley polarization and brightness of exciton
and trion resonances in wrinkles, which were plotted in Fig. 3.3e of the main text.

MODELLING DOPING-CONTROLLED VALLEY DYNAMICS

MODEL OVERVIEW

To calculate the expected valley polarization as a function of doping level we extend the
rate equation model of Lien et al. [10] by incorporating the valleys (Figure 3.8). The
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Figure 3.6. Absence of valley polarization in untreated WS2 monolayers. σ+(−) emission spectra
under circular near-resonant excitation (E = 2.087 eV, λ = 594 nm) of untreated WS2 monolayers
on Si/SiO2 and YIG substrates. The overlapping spectra confirms the absence of valley polariza-
tion. A slight cut-off is visible at 2.04 eV due to longpass filtering of the excitation laser.

model assumes that excitons are excited in the K valley at a rate ΓK, scatter to the K’
valley at a rate Γiv,X, decay radiatively at a rate Γr,X, or decay to trions via ΓT←X while
preserving their valley. The trions then scatter between the valleys at a rate Γiv,T, decay
radiatively via Γr,T, non-radiatively via Γnr, or back to excitons via ΓX←T while preserving
their valley. A law of mass-action states that ΓT←X is linearly proportional to the electron
density ne , while ΓX←T is fixed [10–12]. As described in the main text, we expect that
ΓT←X is spatially fluctuating due to local variations in doping level. Since the samples
are strongly doped, we assume that ΓT←X is much larger than any other non-radiative
decay rate of the excitons, which we therefore neglect.

We define the probability for the system to be in the ground state as G , the probability
to have formed an exciton in the K(’) valley as XK(’) , and the probability to have formed a
trion in the K(’) valley as T K(’) . The time evolution of the system is then governed by the
following master equations:

dG

d t
=−ΓKG +Γr,X(XK +XK’)+ (Γr,T +Γnr)(TK +TK’) = 0, (3.3)

d XK

d t
= ΓKG − (Γiv,X +ΓT←X +Γr,X)XK +Γiv,XXK’ +ΓX←TTK = 0, (3.4)

d XK’

d t
=−(Γiv,X +ΓT←X +Γr,X)XK’ +Γiv,XXK +ΓX←TTK’ = 0, (3.5)
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1

2

3
4 5

2 3 4 5

Figure 3.7. Recurrent emergence of exciton emission at wrinkles. σ+ emission spectra are plot-
ted along spatial traces over multiple wrinkles on the sample of Fig. 3.3 of the main text. Labels
above the spectra correspond to wrinkles in the atomic force microscope map in the right panel.
Emission spectra at label 1 are depicted in Fig. 3.3c of the main text. All spectra were taken at
near-resonance excitation (E = 2.087 eV, λ= 594 nm, 40 µW).

dTK

d t
=−(Γiv,T +ΓX←T +Γnr +Γr,T)TK +Γiv,TTK’ +ΓT←XXK = 0, (3.6)

dTK’

d t
=−(Γiv,T +ΓX←T +Γnr +Γr,T)TK’ +Γiv,TTK +ΓT←XXK’ = 0, (3.7)

G +XK +XK’ +TK +TK’ = 1. (3.8)

Here, we set the time derivatives to zero to consider a steady state and finally normalize
the probabilities in the last line.

CALCULATION OF THE TRION AND EXCITON VALLEY POLARIZATION

The valley polarization of the exciton and trion are respectively denoted by ρX and ρT,
and are defined as the normalized asymmetry in valley occupation,

ρX = XK −XK’

XK +XK’
,

ρT = TK −TK’

TK +TK’
.

(3.9)

By combining Eqs. 3.6-3.9 we derive a relation between ρX and ρT, demonstrating that
the valley polarization of excitons is always larger than that of trions [35]

ρT = ΓX←T +Γnr +Γr,T

2Γiv,T +ΓX←T +Γnr +Γr,T
ρX. (3.10)



3

70 3. EXCITON-TO-TRION-CONVERSION DRIVEN VALLEY POLARIZATION

K valley

K’ valley

TrionExciton

TrionExciton

Pump laser
Radiative rec.
Non-radiative rec.

Figure 3.8. Schematic overview of the rate equation model. The closed system can either be in the
ground state, or be an exciton or trion in the K or K’ valley. By considering its steady state solutions,
we model the valley polarization of excitons and trions under continuous-wave illumination.

We can express ρX in terms of the rates by combining Eqs. 3.3-3.8,

ρX =
Γr,X

2Γiv,X
+ Γr,T+Γnr

2(ΓX←T+Γnr+Γr,T)
ΓT←X
Γiv,X

1+ Γr,X
2Γiv,X

+ 2Γiv,T+Γnr+Γr,T
2(2Γiv,T+ΓX←T+Γnr+Γr,T)

ΓT←X
Γiv,X

≈
Γnr

2(ΓX←T+Γnr)
ΓT←X
Γiv,X

1+ 2Γiv,T+Γnr
2(2Γiv,T+ΓX←T+Γnr)

ΓT←X
Γiv,X

. (3.11)

Since the radiative decay rates are known to be low at room temperature [10, 36, 37],
we assumed in the last step that Γiv,X >> Γr,X and Γnr >> Γr,T. We thus conclude that the
valley polarization of the excitons is parametrized by ΓT←X

Γiv,X
, and that it reaches a maxi-

mum ρmax
X when ΓT←X >> Γiv,X

ρmax
X = Γnr(2Γiv,T +ΓX←T +Γnr)

(Γnr +2Γiv,T)(Γnr +ΓX←T)
. (3.12)

ANALYSIS OF THE VALLEY POLARIZATION VERSUS PHOTOLUMINESCENCE

Using Eqs. 3.6, 3.7, and 3.11 we can calculate the valley polarization ρ as it is detected by
the avalanche photodiode (APD) in the experiment, by summing the exciton and trion
emission

ρ = Γr,T(TK −TK’)+Γr,X(XK −XK’)

Γr,T(TK +TK’)+Γr,X(XK +XK’)

=
Γr,T

Γr,X(2Γiv,T+ΓX←T+Γnr)ΓT←X +1

Γr,T
Γr,X(ΓX←T+Γnr)ΓT←X +1

Γnr
2Γiv,X(ΓX←T+Γnr)ΓT←X

2Γiv,T+Γnr
2Γiv,X(2Γiv,T+ΓX←T+Γnr)ΓT←X +1

.

(3.13)
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To find a relation between the valley polarization and total photoluminescence I = IT +
IX, we express I in terms of the rates by combining Eqs 3.3, 3.6-3.8, and find that it is
inversely related to ΓT←X,

I =αN
(
Γr,T(TK +TK’)+Γr,X(XK +XK’)

)≈αNΓK(
Γr,T

Γnr
+
Γr,X(ΓX←T

Γnr
+1)

ΓT←X
), (3.14)

where 0 < α < 1 represents the finite detection efficiency of the confocal microscope
and N is the number of electrons in the system. To simplify this expression, we made
use of the previous assumptions, and assumed that the system is weakly excited and
strongly doped, such that ΓK is small and ΓT←X ≫ Γr,X. By inverting this expression and
substituting it into Eq. 3.13, we find ρ as a function of I for a sample with a varying
doping level,

ρ = a0I +1

b0I 2 + c0I
. (3.15)

Here, the constants are given by

a0 =− Γnr

2αNΓKΓiv,TΓr,T
(2Γiv,T +ΓX←T +Γnr),

b0 =− ΓnrΓiv,X

α2N 2Γ2
KΓr,XΓr,TΓiv,T

(2Γiv,T +ΓX←T +Γnr),

c0 =− 1

2αNΓKΓiv,TΓr,T
(ΓX←T +Γnr)(2Γiv,T +Γnr)− 2Γiv,XΓr,T

Γr,XΓnr
a0.

(3.16)

In agreement to our data, the valley polarization should thus be inversely related to the
photoluminescence at high I

ρ ≈ a0

b0I + c0
. (3.17)

This inverse relation is reinforced by the spatial averaging of our diffraction-limited op-
tical spot (Supplementary Section 3.5). At low I , a local maximum in the valley polariza-
tion is experimentally observed, only if

Γnr

2Γr,T
(
Γr,X

Γiv,X
− Γr,T

Γiv,T
)+ Γr,XΓiv,T

Γiv,XΓr,T
− ΓX←T

2Γiv,T
> 1. (3.18)

This is only true, if
Γr,X
Γiv,X

> Γr,T
Γiv,T

, provided that Γiv,T ≫ ΓX←T. We conclude that relatively

bright excitons with a significantly higher polarization than trions are required for the
observation of a local maximum in the total valley polarization versus photolumines-
cence.

COMPARISON BETWEEN MODEL AND EXPERIMENT

To better assess the correspondence between the model and the experimental data in
Fig. 3.4c of the main text, we make a basic estimate of the valley polarization using MoS2

literature values for the radiative and non-radiative rates [10] (1/Γr,X = 8 ns, 1/Γr,T = 110
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ns and 1/Γnr = 50 ps). For a rough approximation, we assume that ΓX←T is much smaller
than the other rates. As a result, the exciton valley polarization approaches unity at
strong doping via Eq. 3.12, while the trion polarization is parametrized by Γiv,T via Eq.
3.10. Following the experimental results in Figure 4c, we tune the trion polarization at
maximal doping to about 40%, which gives 1/Γiv,T = 60 ps. At this stage only Γiv,X re-
mains as a free parameter and it determines whether the valley polarization has a local
maximum as a function of photoluminescence via Eq. 3.18.

In Fig. 3.4b of the main text we demonstrate that for 1/Γiv,X = 10 ps a small local max-
imum in valley polarization can be observed. In contrast, at an enhanced intervalley
scattering of 1/Γiv,X = 2 ps the local maximum disappears (Fig. 3.9, left panel), because
Γr,X
Γiv,X

< Γr,T
Γiv,T

. To compare the model and experiment, we plot the valley polarization versus

photoluminescence using equation 13 for different values of Γiv,X (Fig. 3.9, right panel).
We note that we obtain similar plots when increasing ΓX←T, which merely lowers the
exciton valley polarization below unity at strong doping and decreases the difference
between the trion and exciton polarization, making the presence of a local maximum
less likely.

a b

Figure 3.9. Modelling valley polarization as a function of trion-to-exciton conversion and total
luminescence. (a) Modelled valley polarization versus ΓT←X/Γiv,X using the same rates as in Fig.
3.4b of the main text, demonstrating that a different choice of Γiv,X can yield absence of a local
maximum. (b) Simulated valley polarization versus photoluminescence using the same rates as
in (a), but with logarithmically spaced values for 1/Γiv,X ranging between 1 and 100 ps. The inset
highlights the presence (absence) of a local maximum at low brightness for low (high) Γiv,X.

SPATIAL AVERAGING OF VALLEY POLARIZATION

In this section we calculate the valley polarization versus photoluminescence when aver-
aging the emission of two regions with different doping levels. In particular, we consider
a strongly-doped region with weak and highly polarized trion emission and a weakly-
doped region with strong and weakly polarized exciton emission, similar to the emission
detected on wrinkles in Fig. 3.3 of the main text. The emission from both regions is
collected by our diffraction-limited optical spot, leading to a spatially-averaged valley
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polarization of

ρ = Γr,T(TK −TK’)+Γr,X(XK −XK’)

Γr,T(TK +TK’)+Γr,X(XK +XK’)
= ρTIT +ρXIX

IT + IX
. (3.19)

Here the valley polarization of the trions ρT and excitons ρX are constant and their in-
tensities IT and IX vary with the area of the weakly-doped region compared to the optical
spotsize (0 ≤ A ≤ 1), according to

IX = A · I0,X,

IT = (1− A) · I0,T.
(3.20)

Here I0,T and I0,X are constants that indicate the trion and exciton photoluminescence
when their associated regions would fill an entire optical spot. The total photolumines-
cence is given by

I = IT + IX = I0,T + A(I0,X − I0,T). (3.21)

By substituting this expression into Eq. 3.19, we find that the ρ is inversely related to I
for varying A

ρ = ρXI0,X −ρTI0,T

I0,X − I0,T
+ I0,XI0,T(ρT −ρX)

I0,X − I0,T
· 1

I
. (3.22)

This is a similar inverse relation as the one in Eq. 3.17 for a varying doping level. Note
that this relation is exclusively inverse, and cannot explain any local maximum. How-
ever, it is likely that the inverse decay of valley polarization in Fig. 3.4c of the main text
is a combination of 1) spatial averaging due to a diffraction limited optical spot and 2)
local variations in doping.
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4
MAGNETIC IMAGING OF VAN DER

WAALS INTERLAYER

ANTIFERROMAGNET CRSBR

"If something looks like brass and feels like brass
it is likely gold plated copper."

NV ensemble magnetometry holds potential for the detection of small magnetic fields pro-
duced by two-dimensional magnets. Achieving optimal sensitivity and spatial resolution
hinges on minimizing the sample-to-NV distance. Here, we demonstrate the quantum
sensing potential of our diamond membranes by using them to spatially resolve magnetic
stray fields from the 2D interlayer antiferromagnet CrSBr and extracting its monolayer
magnetization and Néel temperature. Our precision placement of NV-ensemble sensors
in direct contact with target materials enables quantitative analysis of a wide range of 2D
magnets on arbitrary target substrates.

Parts of this chapter have been published in npj 2D Mater Appl 7, 62 (2023) by T.S. Ghiasi, M. Borst, S.
Kurdi, B.G. Simon, I. Bertelli, C. Boix-Constant, S. Mañas-Valero, H.S.J. van der Zant and T. van der Sar,
https://doi.org/10.1038/s41699-023-00423-y.
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4.1. INTRODUCTION
The genesis of two-dimensional magnets and their inclusion in Van der Waals heterostruc-
tures holds tremendous promise for new physical phenomena, unexplored magnetic or-
der and novel functionalities [1]. Essential to this exploration is the ability to detect the
subtle magnetic moments and stray fields that these atomically-thin magnets produce.
Among the methods that have proven succesful in this endeavour, there are potent op-
tical techniques such as magnetic circular dichroism, the magneto-optical Kerr effect
[2–4], second harmonic generation [5–7] and magnetometry based on nitrogen-vacancy
(NV) centers in diamond [8–17]. Here, NV-based magnetometry boasts high sensitiv-
ity, nanoscale precision from cryogenic temperatures to 600 K, and quantitative mea-
surement of magnetic stray fields [18, 19]. A central challenge for achieving high spa-
tial resolution and sensitivity with NV-ensembles is to achieve a minimal, well-defined
sample-to-NV distance. While direct placement of large (>mm2) diamond plates on the
sample surface enables contact, due trapping of spurious particles between diamond
and sample it typically yields at best ∼few µm standoff distance [20]. While exfoliation
and fabrication of complex, few-layer Van der Waals devices directly on the diamond
surface yields a minimal NV-sample distance, this is challenging and limits flexibility in
adding on-chip circuitry.
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ŜNV

b NV layer

mB

c

 y (a.u.)

 f E
SR

 (a
.u

.)

Figure 4.1. Diamond membrane magnetometry of Van der Waals magnet CrSBr. (a) Schematic
overview of the experiment. A flake of CrSBr, with a diamond membrane with a shallow layer of
NV ensembles on top, is placed next to a microstrip to drive the NV spins for sensing. A green laser
is used to read out the sensor spins. (b) NV sensing schematic. Due to the interlayer antiferromag-
netic coupling of CrSBr, odd-numbered steps in flake thickness will produce magnetic stray fields,
detectable by the nearby NV layer. (c) The CrSBr stray field modulates the electron spin resonance
frequency fESR, allowing a quantitative study of the CrSBr magnetization.

Here, we address these challenges by deterministically placing a small diamond mem-
brane on a 2D material and substrate of choice, with micrometer lateral precision and
rotational degree of freedom, by adapting commonly used 2D-assembly techniques [21].
By using small diamond membranes [22], we significantly reduce the probability to trap
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unwanted particles between sample and diamond, facilitating direct contact. We demon-
strate the utility of our membrane method by studying the two-dimensional Van der
Waals magnet Chromium Sulfur Bromide (CrSBr), as schematically depicted in Fig. 4.1a.
A flake of CrSBr is stamped near a microstrip that is used for driving NV spins in a small
diamond membrane on top of the sample. Since CrSBr is a magnetic semiconductor
with antiferromagnetic interlayer ordering [7], any step in material thickness with an
odd number of atomic layers along a direction non-perpendicular to the magnetization
m produces magnetic stray fields (Fig. 4.1b). These stray fields locally shift the electron
spin resonance frequency of nearby NV centers, enabling a quantitative study of mag-
netic properties of CrSBr (Fig. 4.1b-c).
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Figure 4.2. Optical and atomic force microscopy of the CrSBr sample. (a) Optical micrograph
of the CrSBr flake next to the microstrip used for microwave driving of the NV spins. White box
indicates the regions of interest displayed in (c). Scale bar: 10 µm. (b) Optical micrograph of the
sample after membrane deposition, with a PMMA-removed window at its center. (c) Atomic force
microscope map overlaid on the microscope image in (b). Bars indicate atomic steps in the CrSBr
along ŷ underneath the diamond membrane. (d) Atomic force microscope traces along the bars in
(c), revealing monolayer (III), bilayer (IV) and trilayer (I, II) steps in CrSBr thickness.

4.2. MEMBRANE-FACILITATED MAGNETOMETRY OF CRSBR
In order to identify regions of interest for NV measurements, we correlate the optical
images of the CrSBr flake before (after) membrane deposition in Fig. 4.2a (Fig. 4.2b)
with atomic force microscopy (AFM) maps (Fig. 4.2c). The CrSBr crystal is mostly uni-
form along x̂, and has step-wise topography variations along ŷ. We identify four terrace-
like steps along ŷ that are present underneath the diamond membrane, indicated by the
dashes in Fig. 4.2c. AFM measurements reveal that these are monolayer (purple/III),
bilayer (blue/IV), and trilayer (red/I, green/II) steps in flake thickness. As such, we in-
vestigate magnetic signatures at these locations. We first orient ourselves with a map
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Figure 4.3. Sensing of CrSBr magnetic stray fields. (a) Photoluminescence map in the 600-800 nm
band, showing the diamond membrane with holding bar. Black box indicates region of interest
(ROI) displayed in panels (b-f). (b,c) Spatial maps of the measured NV electron spin resonance
frequencies f ± for the transitions from ms = 0 to ms = ±1. (d) Photoluminescence map of the
ROI. (e) Atomic force microscope map of the ROI, with guides to the eye for mono-, bi-, and trilayer
steps. (f) The magnetic field BNV along ŜNV, calculated from f − and f + maps. Data in this figure
are taken at T = 80 K.

of the photoluminescence of our sample in the NV-band of the spectrum (600-800 nm),
as shown in Fig 4.3a. Here, we identify the membrane as the high-photoluminescence
square with a small holding bar on the right. The black rectangle indicates the selected
region for magnetometry, presented in the remaining panels.

To perform magnetometry, we cool down the sample to 80 K, and separate one family
from the NV ensemble by applying a small bias field of BNV = 10.7 mT along its quantiza-
tion axis ŜNV = sin(α)x̂+cos(α)ẑ, where α= 54.7 deg. To understand how the field along
this vector is modulated by the CrSBr stray fields, we notice that the CrSBr magnetiza-
tion easy axis is defined by crystal cleaving and lies along ŷ [23]. As such, terrace-steps
along ŷ will produce stray-field components along ẑ and ŷ. Since ŜNV · ŷ = 0 and α ̸= 0,
the selected NV family is insensitive to y-components, and sensitive to z-components
of the CrSBr stray field, as shown schematically in Fig 4.1b-c. Next, we measure the elec-
tron spin resonance frequency of our NV family for the ms = 0 to ms = ±1 transitions,
and a spatial map for f + and f −, as shown in Fig. 4.3b and Fig. 4.3c. Horizontal stripes
are apparent throughout the sample, indicating magnetic stray fields at thickness tran-
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sitions of the CrSBr flake along ŷ. To better interpret these data, we show photolumines-
cence (Fig 4.3d) and atomic force microscope maps (Fig 4.3e) of the same region, and
create a map of the NV-detected magnetic field BNV = (

f +− f −)
/γNV (Fig. 4.3f), where

γNV ≈ 28.024 GHz/T is the gyromagnetic ratio. Four lines in the atomic force microscope
map are drawn as a guide to the eye, and correspond to the thickness measurements
presented in Fig. 4.2d . Notably, stray fields are present at the trilayer (red/I, green/III)
and monolayer (purple/III) steps, yet we do not observe any magnetic signature for the
bilayer (blue/IV) step. Additionally, the stray fields at the trilayer steps have similar mag-
nitude but opposite sign, consistent with the AFM observation that these are steps at
the edges of the same terrace, and hence have opposite stray field signatures. These
findings lead us to conclude that we are indeed observing magnetic stray fields arising
from uncompensated magnetic moments of the CrSBr, opening the way for a quantita-
tive analysis of the stray field signatures and CrSBr single-layer-magnetization.

4.3. EXTRACTION OF TNÉEL AND MONOLAYER

MAGNETIZATION
Here we extract the Néel temperature of CrSBr by investigating the temperature depen-
dence of the detected stray fields across the magnetic phase transition. We do so by
measuring dBNV = d fESR/γNV along a line trace (across the step indicated by the green
line in Fig. 4.3e), and varying the temperature as shown in Fig. 4.4a. The measured
d fESR is with respect to fESR at the center of the line trace. To highlight the temperature-
induced changed in magnetic stray field, the data are subtracted with dBNV at T = 160 K.
The magnetic signatures corresponding to the atomic steps disappear gradually between
120-130 K . Another seemingly global magnetic signature rises at the transition, and dis-
appears above T = 140 K, which could be related to the reported intermediate ferro-
magnetic phase separating the paramagnetic and antiferromagnet phases in bulk CrSBr
[7]. Importantly, we observe no dependence of these transitions on laser power nor mi-
crowave power. In order to quantitatively extract the phase transition temperature, we
fit the dips and peaks in dBNV with Gaussians (Fig. 4.4b). The fitted Gaussian amplitudes
and fit errors are plotted as a function of temperature in Fig. 4.4c, normalized with re-
spect to the low-temperature stray field dBNV|T=70 K, and fitted by a phenomenological
model proportional to 1− (T /Tc )δ. The fit yields δ= 11(1) and Tc = 130(1) K, in reason-
able agreement with previously reported transition temperatures of 132 K [7, 24].

Next, we utilize the quantitative nature of NV magnetometry to extract the single layer
magnetization of our CrSBr flake. To do so, we first model the CrSBr magnetic stray
field originating from an odd-numbered step as that of an infinite array of magnetic
monopoles along x̂. This model is valid, when the following three conditions hold:

i The NV-sample distance is negligible with respect to the distance along ŷ to the
nearest step.

ii The CrSBr stacking lattice constant is negligible compared to the NV-sample dis-
tance.

iii The NV-sample distance is negligible compared to the terrace size along x̂.
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Figure 4.4. Imaging of the magnetic phase transition in CrSBr. (a) Change in magnetic field dBNV
along a line trace over the CrSBr flake as a function of temperature. Data is subtracted by dBNV
at 160 K. (b) Line trace of dBNV at T = 80 K with Gaussian fits to three magnetic signatures.(c)
Normalized amplitude of the Gaussian fits to dBNV as a function of temperature, fitted by a phe-
nomenological model ∝ 1− (T /Tc )δ. We extract δ= 11(1) and Tc = 130(1) K.

0 1 2
PL (10 6 s-1 )

 s = 0.52(2) µ
m

0 1 2 3

PL (106 s-1 )

-20

-19

-18

-17

-16

 y
 (µ

m
)

M
s
 = 0.48(4) T

M
s
 = 0.48(5) T

cba

-50 0 50
dB

NV
 (µT)

-10

-5

0

5

y 
(µ

m
)

Figure 4.5. Extraction of CrSBr single-layer magnetization. (a) Photoluminescence map of the
diamond membrane and its 1 µm-wide holding bar. (b) Photoluminescence trace over the holding
bar. By convolving the holding bar width with a Gaussian, we extract an optical spot size of σ =
0.52(2) µm. (c) Spatial line trace of dBNV at T = 80 K over the two tri-layer steps (I,II). By fitting the
peaks with a Lorentzian, we extract a single-layer magnetization of Ms = 0.48(5) T.

While condition i is likely satisfied at all locations investigated with AFM, we focus on
the well-isolated steps I and II for our analysis. The interlayer lattice parameter of CrSBr
is c = 7.9 Å, and our NV layer is roughly 70 nm below the diamond surface, as estimated
by Stopping and Range of Ions in Matter (SRIM) calculations [25], so condition ii is sat-
isfied. The CrSBr flake is homogeneous over multiple tens of microns along x̂ (Fig. 4.2a),
satisfying condition iii. To proceed, we write the z-component of the field of a line of
magnetic monopoles along x̂ at y = y0 as

Bz (y) = Ms c

2π

z0

z2
0 + (y − y0)2

, (4.1)

where z0 is the height of the NV sensing layer. The projection of this field on the NV axis
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causes a shift in ESR frequency, given by

dfESR(y) = γBz (y)cos(54.7◦). (4.2)

We detect dfESR by sweeping a detuned frequency df over the resonance frequency fESR

while observing the NV photoluminescence. We model the normalized PL of an individ-
ual NV by a Lorentzian dip,

Ss (y,df ) = 1− 1(
df−dfESR(y)

)2 +w2
, (4.3)

where w is the ESR linewidth. Since we probe the ODMR photoresponse Ss (y,df ) of an
NV ensemble with a diffraction limited laserspot, we model our observed photoresponse
by convolving the individual NV ODMR response with a Gaussian point spread function,

S(y,df ) = Ss (y,df )∗ 1

2πs
e−y2/2s2

, (4.4)

where s is the FWHM of our optical spot size. Thus, before we can fit S(y,df ) to our
dataset, we must first find the spot size of our laser. We do so by measuring the photolu-
minescence of the 1 µm-wide holding bar of the diamond membrane (Fig. 4.5a). The line
trace over the holding bar is shown in Fig. 4.5b, and we extract a spot size s = 0.52(2) µm
by convolving a 1 micron wide step function with a Gaussian point spread function. Fi-
nally, we fit S(y,df ) to the photoresponse of a line-trace along y containing two magnetic
signatures as indicated in Fig (indicate). In this process, dfESR, z0 and Ms are fit param-
eters, and we plot the extracted dBNV = dfESR/γ with the fitted ODMR response in Fig.
4.5c, to extract a saturation magnetization M I

s = 0.48(5) T and M II
s = 0.48(4) T, well in

agreement with SQUID measurements on field-polarized bulk CrSBr [24]. Notably, we
extract zI = 0.10(1) µm and zII = 0.13(7) µm, in accordance with previous observations
that SRIM underestimates the NV implantation depth [26].

4.4. CONCLUSION
Our novel method integrates NV ensemble magnetometry with existing 2D materials as-
sembly methods, leveraging µm-level positioning precision, rotational alignment, and
direct contact of the sensing diamond with target substrates. Our method is compatible
with glovebox methods, inert atmospheres, and any substrate of choice, aiding exfoli-
ation, identification and magnetic characterization of sensitive few-layer 2D materials.
Notably, we did not observe a significant difference in magnetometry signal-to-noise be-
tween PMMA-removed and PMMA-covered regions of our diamond, indicating that the
PMMA removal was an unnecessary precaution and that it can be left intact to serve as
a capping layer for air-sensitive materials. We demonstrated the power of our method
by placing a membrane in contact with 2D interlayer antiferromagnet CrSBr. By rota-
tionally aligning the in-plane projections of the NV-quantization axes with the easy- and
hard-axes of CrSBr, we are able to perform a straightforward quantitative analysis of the
CrSBr single-layer magnetization without need for monolayer exfoliation or large mag-
netic fields. Importantly, our method is easy, cheap, fast and sensitive, and enables high
throughput magnetic characterization of 2D materials and spintronic devices.
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5
OBSERVATION OF HYBRID

SPIN-WAVE–MEISSNER-CURRENT

TRANSPORT MODES

"Nanofabrication is best performed
on the correct side of your sample."

Superconductors are materials with zero electrical resistivity and the ability to expel mag-
netic fields known as the Meissner effect. Their dissipationless diamagnetic response is
central to magnetic levitation and circuits such as quantum interference devices. Here,
we use superconducting diamagnetism to shape the magnetic environment governing the
transport of spin waves – collective spin excitations in magnets that are promising on-
chip signal carriers – in a thin-film magnet. Using diamond-based magnetic imaging,
we observe hybridized spin-wave–Meissner-current transport modes with strongly altered,
temperature-tunable wavelengths, and then demonstrate local control of spin-wave re-
fraction using a focused laser. Our results illustrate the versatility of superconductor-
manipulated spin-wave transport and have potential applications in spin-wave gratings,
filters, crystals and cavities.

This chapter has been published in Science 382, 430-434 (2023), by M. Borst, P.H. Vree, A. Lowther, A. Teepe,
S. Kurdi, I. Bertelli, B.G. Simon, Y.M. Blanter, and T. van der Sar
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5.1. INTRODUCTION
The ability to control the transport of spins and charges using metal electrodes is fun-
damental to information processing devices and an indispensable tool in quantum and
condensed matter physics. While devices such as spin valves and transistors are based
on transport of uncorrelated particles [1], the excitations of magnetic materials known
as spin waves are emerging as promising alternative information carriers [2]. These col-
lective spin excitations provide new opportunities for realizing analog or binary device
functionality based on their wave nature, non-reciprocal transport properties, and low
intrinsic damping [3]. Control of spin-wave transport is possible by heavy-metal elec-
trodes that enable modulation via the spin-Hall effect [4–6] or by auxiliary magnetic ma-
terials that modify the spin-wave spectrum [7, 8]. However, metallic gates can also in-
troduce additional spin-wave damping because of uncontrolled spin pumping or spin-
wave-induced eddy currents [6, 9, 10]. Furthermore, the diamagnetic response of nor-
mal metals is dominated by ohmic resistance, precluding effective stray-field control of
the spin-wave spectrum. An attractive approach for strong, low-damping spin-wave
modulation is to use superconducting electrodes. Superconductors are materials with
zero electrical resistivity and a strong diamagnetic response that enables creating mag-
netic shields, magnetic lenses, and circuits such as quantum bits and quantum interfer-
ence devices [11, 12]. Spin-wave spectroscopy measurements have demonstrated that
superconducting strips on magnetic films can alter the spin-wave spectrum through the
backaction of induced currents [13] or the interaction with Abrikosov vortices [14]. Re-
cently, it was proposed to harness the diamagnetism of a superconductor to create the
spin-wave equivalents of optical mirrors and cavities [15]. Being able to image and con-
trol spin waves as they travel underneath superconducting electrodes would enable in-
sight into the nature of the spin wave–superconductor interaction and unlock opportu-
nities to control the propagation, dispersion, and refraction of spin waves. In this work,
we develop, image, and study temperature-, field-, and laser-tunable spin-wave trans-
port enabled by a superconducting strip on a thin-film magnetic insulator (Fig. 1A). We
use magnetic resonance imaging based on nitrogen-vacancy (NV) spins in diamond [16–
18] to study the spin waves as they travel underneath the optically opaque superconduc-
tor.

5.2. MAGNETIC RESONANCE IMAGING OF HYBRIDIZED

SWMC TRANSPORT MODES
Our system consists of a thin film of yttrium iron garnet (YIG) — a magnetic insulator
with low spin-wave damping [2] — equipped with gold microstrips for spin-wave excita-
tion and a molybdenum-rhenium superconducting strip for spin-wave modulation (Fig.
1A). To image the spin waves, we place a diamond membrane that contains a thin layer of
nitrogen vacancy (NV) sensor spins on top of the sample (Fig. 5.1, Fig. 5.2a) [18]. These
spins detect the spin waves by their microwave magnetic stray fields, enabling imaging
through optically opaque materials [10]. The sample is embedded in a variable temper-
ature cryostat with a base temperature of 5.5 K and free-space optical access to read out
the NV sensor spins. NV centers are atomic defects in the diamond carbon lattice with an
S = 1 electron spin [16]. The sensitivity of the NV spin to magnetic fields, combined with
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Figure 5.1. Magnetic resonance imaging of hybridized spin-wave–Meissner-current transport
modes. Overview of the experiment. A 200-nm-thick gold (Au) microstrip excites spin waves
with wavevector k = kŷ in a 245-nm-thick film of yttrium iron garnet (YIG). The spin waves travel
towards a molybdenum rhenium (MoRe) superconducting strip (width W = 30 µm), thickness
t = 140 nm) where their stray fields induce Meissner currents that act back on the spin waves,
shifting their wavenumber to kYIG/SC < kYIG. We image the waves underneath and next to the
superconductor by their microwave magnetic stray fields using a ∼ 20-nm-thick layer of nitrogen-
vacancy (NV) spins implanted at ∼ 0.07 µm below the bottom surface of a 100×100×5 µm3 dia-
mond membrane placed on top of the sample. A magnetic field BNV = Bx x̂+Bz ẑ applied at θ = 54
deg. with respect to the x-axis yields an in-plane YIG magnetization along ẑ for the small fields
applied and directional Damon-Eshbach spin-wave excitation.

its optical spin readout and excellent spin coherence, has enabled widespread sensing
applications in fields ranging from condensed-matter science to geology and biophysics
[19–21]. Here we use the sensitivity of the NV spins to microwave magnetic fields to
image the spin waves in our YIG film [17, 18, 22, 23]. When resonant with an NV elec-
tron spin resonance (ESR) frequency, the stray field of the spin waves drives transitions
between the NV spin states that we detect through the spin-dependent NV photolumi-
nescence under green-laser excitation.

We apply a magnetic bias field to tune the NV ESR frequency into resonance with spin
waves of different spin-wave lengths (Fig. 5.2b). By orienting the field along one of the
four possible crystallographic NV orientations (Fig. 5.1), we split the ESR frequency of
this ‘field-aligned’ NV ensemble ( f1) off from that of the three other NV ensembles ( f2)
as shown in the optically detected resonance spectrum of Fig. 5.2. Alternatively, we
apply the field in-plane along ẑ to enable measurements at different frequencies at a
given magnetic field. Because the applied magnetic fields are much smaller than the
YIG saturation magnetization, the YIG magnetization lies predominantly in-plane along
ẑ for both field orientations (Damon-Eshbach geometry). To demonstrate the spin-wave
modulation capabilities of our superconductor, we image the spin-wave transport above
and below the MoRe superconducting transition temperature Tc = 8.7 K (Fig. 5.3a-d). We
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Figure 5.2. Driving electron spin resonance of NVs with spin-wave stray fields through a MoRe
strip. (a) Optical micrograph of an NV-ensemble diamond membrane on top of a MoRe strip
between Au microstrips, fabricated on a 245-nm thick YIG film. Scale bar: 30 µm. (b) YIG dis-
persion (color map) and NV electron spin resonance (ESR) frequencies (red lines) as a function of
the in-plane field component Bz = BNV cos(θ). f1(2) denotes the ESR frequency of NV spins with
zero-field quantization axis aligned (misaligned) with BNV. The intersection of the ESR frequen-
cies with the spin-wave dispersion sets the detectable spin-wavenumbers k. (c) Optically detected
NV ESR spectrum at Bz = 10 mT, at a location denoted by the red cross in (a). The ESR contrast
f1(2) results from interference between the microstrip field and spin-wave field, enabling spatial
mapping of the spin-wave fronts.

generate NV-resonant spin waves with wavevector k = k ŷ by applying a microwave cur-
rent at NV frequency f1 to the gold microstrip that is located just left outside the imaging
area. The interference between the microwave magnetic stray field generated by these
spin waves and the direct microstrip field leads to a spatial standing-wave modulation
of the NV ESR contrast [17, 18]. Crucial for our measurements, this interference effect
enables a straightforward extraction of the spin-wave length. The spatial map of the ESR
contrast C1 at T = 10.7 K (above Tc ) shows spin waves traveling towards and then un-
derneath the MoRe strip without a change in wavelength (Fig. 5.3b). In contrast, the
spin-wave length increases almost twofold when the strip is cooled into its supercon-
ducting state at T = 5.5 K (Fig. 5.3c). Averaging the maps along ẑ (Fig. 5.3e) highlights
the spatial homogeneity of the wavelength change.

We explain the superconductor-induced change of the spin-wave length by developing
an analytical expression for the spin-wave dispersion in a magnet-superconductor thin-
film hybrid. In this model, building on the formalism developed in [15], the spin waves
induce alternating Meissner currents that are governed by the London penetration depth
λL of the superconductor. These currents, in turn, generate a magnetic field that acts
back on the spin waves.

By integrating this field self-consistently into the Landau-Lifshitz-Gilbert (LLG) equa-
tion, we find that the spin-wave dispersion shifts upwards in frequency as

fYIG/SC(k,λL) = fYIG(k)+ fSC(k,λL), (5.1)
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Figure 5.3. Magnetic resonance imaging of spin waves above and below the superconducting
transition temperature. (a) Spatial map of the NV photoluminescence PL0 in the absence of mi-
crowaves, showing the MoRe strip (between the vertical dashes). Scale bar: 10 µm. (b, c) Spatial
maps of the NV electron spin resonance contrast C1 above (b) and below (c) the superconducting
transition temperature of Tc = 8.7 K, at T = 10.7 K and T = 5.5 K respectively. The Au microstrip
exciting spin waves is located just outside the left edge of the imaged area. Above (below) Tc , the
wavelength is unaffected (lengthened) by the interaction with the MoRe strip. (d) DC resistance
R of the MoRe strip as a function of temperature T , with markers indicating the resistance of the
film during the measurements of (b), triangle, and (c), square. (e) Data from (b) and (c) averaged
over the z-direction, with the MoRe strip indicated by yellow shading. (f) Calculated spin-wave
dispersion fYIG(k) for bare YIG and fYIG/SC(k,λL) for YIG covered by a superconducting film with
London penetration depth λL = 400 nm. The superconductor shifts the dispersion upwards by

fSC(k,λL), which manifests as a reduction in the wavenumber at the NV frequency f1 from k(1)
YIG

to k(1)
YIG/SC as indicated by the dashed lines.

where fYIG(k) is the bare-YIG spin-wave dispersion (SI) and

fSC(k,λL) ≈ γµ0Ms ktr
1−e−2h/λL

(kλL +1)2 − (kλL −1)2 e−2h/λL
(5.2)

is the superconductor-induced shift (Section 5.7). Here, Ms is the YIG saturation mag-
netization, t = 245 nm is the YIG thickness, h = 140 nm is the superconductor thickness,
γ= 28 GHz/T is the electron gyromagnetic ratio,µ0 is the vacuum permeability, and r is a
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dimensionless factor associated with the YIG thickness and spin-wave ellipticity. The ap-
proximation holds when the kinetic inductance dominates the impedance, as is the case
for our superconducting strip (Supplementary Sec. 5.7), and when k2λ2

L ≪ 1. A more
general expression is given in the supplementary text. The dispersion shift fSC(k,λL)
is maximal when λL → 0, in which case the superconductor perfectly screens the spin-
wave stray field. This limit was analyzed in [24, 25] by considering a magnetic film cov-
ered by a ‘perfect metal’, as defined by a perfect magnetic field screening. Indeed, when
we let λL → 0, the shift calculated by our model approaches the shift predicted in [24,
25]. The calculated bare-YIG and hybridized YIG/MoRe spin-wave dispersions are com-
pared in 5.3e. The upwards frequency shift underneath the superconductor manifests as
a reduction in wavenumber of the NV-resonant spin waves detected in our experiments
(Fig. 5.3f).

We observe that the ESR contrast just to the right of the MoRe strip is higher than that
in the MoRe-strip region (Fig. 5.3c), consistent with the screening of the spin-wave field
by the Meissner currents. In addition, we observe that the ESR contrast just to the right
of the MoRe strip exceeds that just to the left of it (Fig. 5.3e), indicating the excitation
of additional, secondary spin waves by the MoRe strip itself. This enhanced excitation
of secondary spin waves is presumably caused by an additional microwave current in
the MoRe strip that is excited via the direct geometric inductive coupling with the Au
microstrip when the MoRe impedance changes as it is cooled below Tc .

5.3. FIELD-TUNING OF THE HYBRIDIZED MODES

We characterize the magnetic-field dependence of the spin-wave dispersion underneath
the superconductor and use it to extract the London penetration depth λL at the T =
5.5 K base temperature of our cryostat. Spatial line traces of the NV photoluminescence
serve as a reference image, and show increased PL on the MoRe, presumably due to ad-
ditional NV excitation by the reflection of the excitation laser on the opaque MoRe film
(Fig. 5.4a-b). For each value of y and Bz a full ESR spectrum is taken, which is fitted
with a Lorentzian to extract ESR frequency and contrast. The fitted ESR frequencies fi

for field-aligned (i = 1) and misaligned (i = 2) show Meissner screening of the bias field
BNV, along with spin-wavefronts, highlighted by subtracting the y-averaged frequency
for each Bz (Fig. 5.4c-f). The ESR contrast across the strip shows the dependence of the
spin-wave length on the applied magnetic field (Fig. 5.4g-h), along with a beating inter-
ference pattern along Bz , arising from interference between spin waves excited by the
Au microstrip and those excited by the inductively coupled MoRe strip. We extract the
spin-wave numbers in the bare-YIG and YIG/MoRe regions separately by Fourier trans-
formation (Supplementary Fig. 5.8), and plot these as a function of field and frequency
in Fig. 5.5a-b. A similar measurement with the bias field applied in-plane along ẑ shows
that Meissner screening of the bias field does not play a significant role in the wavelength
shift (Supplementary Fig. 5.9).

From the field-dependence of the extracted spin-wave numbers in the bare-YIG re-
gion, we extract the YIG saturation magnetization Ms = 194(1) kA/m (Supplementary
Sec. 5.7) in agreement with previous low-temperature measurements [26]. We then use
Ms as a fixed parameter to fit the field-dependence of the spin-wave numbers under-
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Figure 5.4. Field-dependence of hybrid spin-wave-Meissner-current modes. (a,b) Photolumi-
nescence maps during resonant excitation of nitrogen vacancy electron spin resonance in bare
YIG and MoRe-covered YIG for aligned (PL1) and mis-aligned (PL2) nitrogen vacancy center fam-
ilies. The NV photoluminescence is independent of field, and is higher in the MoRe region, pre-
sumably due to a higher reflection of the excitation laser on the opaque MoRe film than on largely
transparent YIG. (c, d) Field-dependence of the drive frequencies f1(2), which are adjusted at each
Bz to maintain resonance with the NV ESR transition. (e, f) Average-subtracted electron spin res-
onance frequencies for each value of Bz reveal spatial variations in static magnetic field due to
Meissner expulsion of the bias field BNV. The average value for each Bz is used for fitting data to
our model. The spin-wavefronts are visible in the ESR frequency, likely due to an asymmetry in
the ESR dip and imperfect fitting. (g, h) Spatial linetraces of the NV ESR contrast as a function
of magnetic field Bz . Underneath the superconductor, the spin-wavelength is stretched. Interfer-
ence with spin waves excited at y = 0 due to inductive coupling between Au and MoRe microstrips
results in a beating pattern along Bz for y > 0. Data taken at T = 5.5 K.

neath the superconducting strip using the hybridized YIG/MoRe spin-wave dispersion
(Eq. 1). From this fit we extract a London penetration depthλL = 405(10) nm at T = 5.5 K,
which agrees well with static-field nano-squid measurements [27].



5

98 5. OBSERVATION OF HYBRID SPIN-WAVE–MEISSNER-CURRENT TRANSPORT MODES

0 5 10 15
 B

z
 (mT)

0.1

0.2

0.3
 k

 (µ
m

-1
)

a

2.4 2.6 2.8
f (GHz)

0.1

0.2

0.3

 k
 (µ

m
-1

)

b
k(1)

YIG/SC

k(2)
YIG/SC

k(1)
YIG

k(2)
YIG

�t M
s

�t 6
L

Figure 5.5. Extraction of Ms and λL from field-dependence of spin-wavenumber. (a, b) Spin-
wavenumber as a function of field (a) and frequency (b), extracted from data in Fig. 5.4 through
Fourier analysis. The k(i ) are wavenumbers measured with the field-aligned (i = 1) and misaligned
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from the superconductor-covered region k(i )
YIG/SC to our hybrid dispersion model.

5.4. TEMPERATURE-TUNING OF THE HYBRIDIZED MODES
The temperature dependence of the London penetration depth provides a powerful tool
for tuning the spin-wave length. To demonstrate this, we image the spin waves in the
YIG/MoRe region while stepping through Tc at different magnetic fields (Fig. 5.6). The
extracted spin-wave number k is shown in Fig. 5.6, with the color indicating the in-plane
component Bz of the magnetic bias field BNV. We observe that k changes continuously
with temperature over the superconducting phase transition in the YIG/MoRe region
while remaining unchanged in the YIG region (Supplementary Fig. 5.11). We note that
we do not observe global heating of the superconductor due to our excitation laser (Sup-
plementary Fig. 5.10). Using our model, we extract the London penetration depth λL(T )
for every observed value of k (Fig. 5.6b, Supplementary Sec. 5.7). We find that almost all
data collapse onto a single curve described by

λL =λ0
L

[
1− (T /Tc )4]−1/2

, (5.3)

with Tc = 8.7 K and λ0
L = 380 nm [28]. The exceptions occur when the spin-wave length

λsw = 2π/k becomes comparable to the width of the MoRe strip. Here, our approxima-
tion of the superconducting strip by an infinite film breaks down. These results highlight
that imaging the hybridized spin-wave–Meissner-current transport modes is a powerful
tool for extracting the temperature dependence of the London penetration depth.
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Figure 5.6. Spin-wave manipulation through temperature control of the superconducting gate.
(a) Spatial line traces of the linearly detrended and renormalized NV ESR contrast C∗

1 over the
MoRe-covered YIG region, as a function of temperature, showing a continuous change of the spin
wavelength underneath the MoRe strip, for different in-plane magnetic fields Bz . Above the super-
conducting phase transition at Tc = 8.7 K, there is no temperature dependence of the wavelength,
indicating the absence of the Meissner effect. Ms does not change significantly over the explored
temperature range. A sudden phaseshift is visible at the superconducting phase transition for cer-
tain values of Bz . The ESR contrast C1 increases below Tc , potentially due to an increase in induced
RF signal in the MoRe strip. A.u., arbitrary units. (b) Spin-wave numbers k extracted from data in
(a). The colors indicate the different magnetic field values Bz and each field value has a unique
marker symbol. (c) London penetration depth λL of the MoRe film as a function of temperature,
extracted from the data in (a) through our hybrid dispersion model. The black line represents the
fit of the temperature dependence of λL(T ) from which we extract Tc = 8.7 K and λ0

L = 380 nm.
The colors and markers indicate the different values of Bz as in (a).

5.5. SPIN-WAVE REFRACTION AT TARGET SITES

Thus far, we have demonstrated dispersion engineering through global control of tem-
perature and magnetic field. We now show that the creation of a hot spot in the super-
conductor using a focused laser enables local manipulation of the spin-wave transport
by tuning the effective refractive index (Fig. 5.7a). To do so, we couple an auxiliary, or-
ange laser into our setup and focus it at target sites on the superconductor (Fig. 5.7b).
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Figure 5.7. Laser induced spin-wave refraction at target locations. (a) Schematic illustration of
a laser-induced scattering spot. By shining an auxiliary 594-nm laser on the sample, we create
a hot spot in the MoRe strip that locally alters the effective refractive index governing the spin-
wave propagation. (b) Scanning confocal microscope images of the NV photoluminescence at
T = 5.5 K, with the auxiliary laser focused onto the MoRe strip at three different locations indi-
cated by the arrows. Scale bar, 7.5 µm. (c) Spatial maps of the NV ESR contrast with auxiliary
laser turned on (C on

1 ) showing spin waves in the YIG-MoRe region that scatter on the laser spot.
(d) Background-subtracted ESR contrast highlighting the laser-induced spin-wave scattering ob-
tained by subtracting the ESR contrast with the auxiliary laser turned off (C off

1 ) from the measure-
ments in (c, f, i). Data taken at T = 5.5 K and Bz = 3.3 mT.

The laser spot is visible through the locally enhanced NV photoluminescence. Spatial
measurements of the NV ESR contrast C on

1 with the auxiliary laser on (Fig. 5.7c) show the
spin-wave scattering patterns induced by the local hot spot. The reduction in amplitude
behind the hot spot indicates destructive interference between the scattered and inci-
dent spin waves. Subtracting a reference measurement with the auxiliary laser turned
off (Fig. 5.7d) highlights the angular profile of the scattered spin-wave patterns. The
characteristic ‘caustic’ angles observed in these scattered patterns (dashed lines in Fig.
5D) result from the highly anisotropic dipolar spin-wave dispersion [29]. Tracing the pat-
terns to their origin shows that the scattering site is tightly confined to the laser location.
Presumably, the laser locally breaks the superconductivity, inducing a local change in the
magnetic environment seen by the spin waves, leading to local spin-wave refraction akin
to defect-controlled spin-wave scattering [29]. The ability to optically induce spin-wave
refraction at target sites could be used to create devices such as gratings or magnonic
crystals [30] and enable spin-wave manipulation via optical switching of flux-focusing
regions in the superconducting strip.
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5.6. CONCLUSION
We demonstrated local measurements of hybridized spin-wave–Meissner-current trans-
port modes in a magnetic thin film equipped with a superconducting gate. The wave-
length is tunable by temperature and field, enabling efficient phase-shifting of the spin-
wavefronts and a striking in-situ visualization and quantitative extraction of the London
penetration depth as a function of temperature. As MoRe is a type-2 superconductor
with an estimated lower critical field of

Hc1 = φ0

4πλ2
L

(
ln

(
λL

ξ

)
+0.5

)
≈ 4 mT (5.4)

at T ≈ 5 K [31, 32], where ξ≈ 0.01 µm is the coherence length [33] and φ0 the supercon-
ducting flux quantum, Abrikosov vortices were expected in measurements such as those
in Fig. 3B with a few-mT out-of-plane field component. We did however not identify
vortex-related effects in these measurements, which look qualitatively similar to those
with purely in-plane field (Supplementary Fig. 5.9). Presumably, the presence and lo-
cation of vortices is strongly influenced by our focused excitation laser, as highlighted
by recent magneto-optical [34] and wide-field NV-imaging experiments [35]. In par-
ticular, Ref. [34] showed that vortices can be annihilated by the laser via local heating
above Tc or pushed by the laser to new pinning sites or border regions of the supercon-
ductor. The presented microwave magnetic imaging of the spin-wave transport modes
in a YIG/MoRe heterostructure shows the versatility of superconducting gates for spin-
wave manipulation, enables determining the temperature-dependent London penetra-
tion depth, and opens new opportunities for creating wave-based circuit elements such
as filters, mirrors, and cavities.
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5.7. SUPPLEMENTARY INFORMATION
DIAMOND MEMBRANE FABRICATION AND PLACEMENT

To fabricate the diamond platelet with a dense nitrogen-vacancy ensemble, we purchase
4 x 4 x 0.5 mm3 electronic-grade diamond plates (Element 6 Inc.) and have them cut and
polished into 2 x 2 x 0.05 mm3 platelets (Almax Easylabs). Nitrogen ions are implanted
at an energy of 54 keV and density of 105 µm-2 (Innovion), after which the diamond is
annealed in vacuum, resulting in an estimated nitrogen vacancy center density of 103

µm−2 at a depth of approximately 70 nm below the surface [36].
Next, we reshape this platelet to host many 100 x 100 x 5 µm3 diamond membranes.

To do so, we first cover the diamond with a 50 nm Ti layer by e-beam evaporation, into
which the membrane pattern is etched by a SF6/He plasma following e-beam lithogra-
phy. The Ti layer serves as a hard mask for the next step, in which the membrane pattern
is reactive-ion etched 5 µm into the diamond by an O2 plasma. We turn the diamond
over and etch the back almost all the way through with the same O2 plasma, until the
diamond membranes only remain attached to the host by a small holding bar. Finally,
we remove the Ti with a hydrofluoric acid dip.

PHOTOLUMINESCENCE MEASUREMENTS

We perform nitrogen vacancy center photoluminescence measurements in a closed cy-
cle cryostat (Montana Cryostation S100) with optical access, through a room-temperature-
stabilized NA = 0.85 microscope objective. We position the sample globally using slip-
stick positioners (Attocube ANPx101, ANPz101), and use a fast-steering mirror (Newport
FSM300) to scan a 520 nm continuous-wave laser (Coherent Obis 520LX) over our sam-
ple. We detect the corresponding NV photoluminescence by an avalanche photodiode
(Excelitas SPCM-AQRH-13), after 600 nm longpass filtering the optical signal. The mag-
netic field used to magnetize our sample and set the NV resonance frequencies is applied
by a large permanent magnet outside the sample chamber, in a home-built positioning
system that has rotational (Zaber T-RS60) and translational (Zaber X-LRT0250AL-E08C)
degrees of freedom. A microwave generator (Windfreak SynthHDv2) is used to apply mi-
crowave signals to the excitation stripline to excite spin waves and drive the NV center
ensemble spins.

EXTRACTING Ms AND λL .

Here we describe the extraction of the saturation magnetization Ms of the YIG film and
the London penetration depthλL of the MoRe strip. We determine Ms from the magnetic-
field dependence of the spin-wavenumber kYIG in the bare-YIG region (y < 0 region
in Fig. 5.4 of the main text). Ms does not significantly change over the T = 5.5-10 K
temperature range in our measurements such that the spin-wave length is temperature-
independent in the bare-YIG region (Supplementary Fig. 5.11). Knowing Ms , we sub-
sequently determine λL from the magnetic-field dependence of the spin-wavenumber
kYIG/SC in the YIG+MoRe region (y > 0 region in Fig. 5.4 of the main text).

To extract the wavenumbers kYIG and kYIG/SC, we separate our spatial maps of the NV
ESR contrast C into a bare-YIG and a YIG+MoRe region, and then linearly detrend the
data along the y-direction (Supplementary Fig. 5.8a-b). We pad the data with zeros,
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Fourier transform along y (Supplementary Fig. 5.8c), and extract kYIG for the bare-YIG
and kYIG/SC for the YIG+MoRe region by finding the FFT amplitude maximum (Supple-
mentary Fig. 5.8d). The uncertainty ϵ(h) of the extracted wavenumbers is determined
by the inverse of the spatial sampling range 1/∆y (h). The sampling ranges are indicated
with arrows in Supplementary Fig. 5.8b.

From the field dependence of the spin-wave number in the bare-YIG region, we extract
the saturation magnetization Ms via least-squares minimization of

χ2
j =

N∑
i=1

( fsw (Bz (i ),k( j )
YIG(i ), Ms )− fNV j (i ))2. (5.5)

Here, fsw = ωsw /2π is the spin-wave dispersion in the bare-YIG region given by 2.37,

i = 1,2...N indexes the measurements at the different magnetic fields Bz (i ), k( j )
YIG(i ) are

the corresponding extracted wavenumbers (see previous subsection), Ms is a free pa-
rameter, and j = 1 ( j = 2) indicates the field-aligned (misaligned) NV ensemble used in
Fig. 5.4a (Fig. 5.4b) of the main text.

Having found Ms , we extract λL using a similar procedure, by least-squares minimiza-
tion of

χ2
j =

N∑
i=1

( fsw (Bz (i ),k( j )
YIG/SC(i ), Ms ,λL)− fNV j (i ))2. (5.6)

Here, fsw = ωsw /2π is the spin-wave dispersion in the YIG/MoRe region given by Eq.
5.41, Ms is fixed, and λL is a free parameter. Additional parameters we keep fixed in the
fitting procedures are the thicknesses of the YIG and MoRe films.

SPIN-WAVE DISPERSION UNDERNEATH A SUPERCONDUCTING THIN FILM.
Here we derive the spin-wave dispersion for the magnet-superconductor hybrid (Eqs.
5.1-5.2 of the main text). We do so by integrating the magnetic field generated by the
spin-wave-induced Meissner currents self-consistently into the linearized Landau-Lifshitz-
Gilbert (LLG) equation.

We consider a superconducting film located between 0 < x < h on top of a magnetic
film located between −t < x < 0, both infinite in the y z-plane. As we consider spin waves
with an in-plane wavevector k = (ky ,kz ), we analyze the system in 2D Fourier space.
Because the fields applied in our work are much smaller than µ0Ms , where Ms is the YIG
saturation magnetization, the equilibrium magnetization lies predominantly in-plane
along z.

THE MAGNETIC STRAY FIELD OF SPIN WAVES IN A THIN-FILM MAGNET

The magnetic field generated by a magnetization M(r) = Ms m(r), where m is a unit vec-
tor, is

B(r) =µ0Ms

∫
m(r)Γ(r− r′)dr′ (5.7)

whereΓ(r) is the dipolar tensor [37]. Fourier transforming over the y, z coordinates yields

B(k, x) =µ0Ms

∫ 0

−t
Γ(k, x −x ′)m(k, x ′)d x ′ (5.8)
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Figure 5.8. Extracting the spin-wavenumber through Fourier analysis. (a) Detrended and line-
by-line normalized field-dependent ESR contrast for the YIG and YIG/MoRe regions. (b) ESR con-
trast as a function of position, example of raw data. The solid vertical line indicates the border
between bare magnet (y < 0) and the heterostructure (y > 0), we ignore data between the dashed
lines in our fitting process. (c) Fourier transform of data in (a) padded with zeros. (d) Fourier
transform of data in (b) padded with zeros. The wavenumbers kYIG and kYIG/SC are determined
by finding the peak location in the Fourier spectrum. The uncertainty ϵ(h) (indicated by the shad-
ing) is determined by the inverse of the sampling range.

with Γ(k, x) the dipolar tensor in 2D Fourier space, given by

Γ(k, x) =−1

2
ke−k|x|

 2δ(x)/k −1 iσx s iσx c
iσx s s2 sc
iσx c sc c2

 (5.9)

where we defined σx = sign(x), s = ky /k, c = kz /k, and k = |k|.
Spin waves are described by the dynamics of the transverse magnetization compo-

nents mx,y . Because the spin-wavelengths in our work are much larger than the YIG film
thickness, we are in the 2D limit such that m(k, x) = m(k), i.e., the magnetization dynam-
ics are homogeneous over the film thickness. In this case, the out-of-plane component
of the magnetic field above the film is

Bx (k, x) = µ0Ms

2
(1−e−kt )(mx − i smy )e−kx , (5.10)

which we write as B sw
x (k, x) = B0(k)e−kx . In the following, we omit the in-plane wave

vector k from the argument lists for brevity.
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THE MAGNETIC FIELD GENERATED BY THE SPIN-WAVE INDUCED EDDY CURRENTS

The in-plane eddy currents in the metal film are induced by the out-of-plane component
of the magnetic field according to Faraday’s law:

−[∇×E]x =−ÇEz

Çy
+ ÇEy

Çz
= ÇBx (r, t )

Çt
, (5.11)

where E is the electric field. In Fourier space, this yields:

c Jy (x)− s Jz (x) = ωσ

k
Bx (x) (5.12)

where J = σE with σ the metal conductivity. We calculate the magnetic field generated
by the current distribution J = (Jy , Jz ) by expressing J as an effective out-of-plane mag-
netization [38] using:

M eff
s meff

x (x) =− i

k
(c Jy (x)− s Jz (x)) (5.13)

The total field Bx (x) is the sum of the eddy-current field and the spin-wave drive field

Bx (x) =µ0M eff
s

∫ h

0
Γxx (x −x ′)meff

x (x ′)d x ′+B sw
x (x) (5.14)

Substituting 5.12 and the expression for Γxx from 5.9 leads to the integral equation

Bx (x) = −iωµ0σ

k2

∫ h

0

1

2
ke−k|x−x′|Bx (x ′)d x ′+B sw

x (x) (5.15)

which needs to be solved self-consistently. Note we excluded the delta function from
Γxx because we are analyzing free currents instead of spins. To solve 5.15, we use a trial
solution Bx (x) = A1B0e−κx + A2B0eκx . This gives

A1e−κx + A2eκx = −iωµ0σ

2k2 A1

(
k

k −κ (e−κx −e−kx )+ k

k +κ (e−κx −e−κhek(x−h))

)
+ −iωµ0σ

2k2 A2

(
k

k +κ (eκx −e−kx )+ k

k −κ (eκx −eκhek(x−h))

)
+e−kx

(5.16)

From equating the prefactors of the exponents with the same x-dependence, we get the
solution

κ=
√

k2 + iωµ0σ,

A1 = A
1

1− a2−
a2+

e−2κh
,

A2 =−A
a−
a+

e−2κh 1

1− a2−
a2+

e−2κh
, (5.17)

where we defined A = 2i k2a−
ωµ0σ

and a± = 1±κ/k.
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Having solved for B(x) inside the metal, we obtain the eddy currents from 5.12. As
before, we calculate the field generated by the eddy currents by expressing these currents
as an effective magnetization using 5.13:

µ0M eff
s meff

x (x) = 2(1− κ

k
)

A1B0e−κx + A2B0eκx

A
(5.18)

The eddy-current field above and below the metal is given by:

B e
x (x > h) =µ0M eff

s

∫ h

0

1

2
ke−k(x−x′)meff

x (x ′)d x ′ (5.19)

=
(

A1(ea−kh −1)+ A2
a−
a+

(ea+kh −1)

)
B0

A
e−kx (5.20)

B e
x (x < 0) =µ0M eff

s

∫ h

0

1

2
kek(x−x′)meff

x (x ′)d x ′ (5.21)

=
(

A1
a−
a+

(1−e−2κh
)

B0

A
ekx (5.22)

= −iωµ0σ

k2

1−e−2κh

a2+−a2−e−2κh
B0ekx (5.23)

To calculate the coupling to the lowest-order perpendicular spin-wave mode studied in
our work, we average 5.23 over −t < x < 0, which corresponds to replacing ekx → g t =
1−e−kt

kt .

In the limit 2|κ|h ≪ 1, 5.23 reduces to B e
x (x < 0) = −iωµ0σh

2k B0ekx as found in [15]. How-
ever, in our experiments we are not in this limit as κ > k because of the superconduct-
ing penetration depth (see next section). Furthermore, we observe that the expression
reduces to B e

x (x < 0) = −B0ekx when |ωµ0σ| ≫ k2. In this limit the screening exactly
cancels the drive field at x = 0 and has become independent of σ.

DECAY OF THE MAGNETIC FIELD IN A METAL/SUPERCONDUCTOR THIN FILM

We calculate the decay constant κ for a superconducting film. Using a two-fluid model,
the conductivity of the superconductor is σ=σ′− i 1

ωL′ , where σ′ =σnnn(T )/n, with σn

the normal-state conductivity of the metal, nn/n the fraction of non-cooper pair elec-
trons, and L′ = µ0λ

2(T ) is the specific kinetic inductance, with λL the London penetra-

tion depth. Defining the skin depth δ=
√

2
σnωµ0

, we get

κ= k
√

1+ iωµ0σ/k2 = k

√
1+ 2i

k2δ2(T )

nn(T )

n
+ 1

k2λ2
L(T )

(5.24)

The imaginary term underneath the square root induces additional spin-wave damping
[10], but this effect is small because the MoRe skin depth δ ≈ 4µm for ω/2π = 3 GHz
far exceeds the MoRe film thickness and because the fraction of normal electrons nn(T )
decreases quickly with decreasing temperature [28]. As such, we neglect the real part of
the conductivity when calculating the hybidized spin-wave dispersion below.
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COMPARISON GEOMETRIC AND KINETIC INDUCTANCE

To assess the role of geometric inductance in our measurements, we first consider the
energy cost of creating a sinusoidal current pattern in the superconducting strip Jz (y) =
J0 cos(k0 y)cos(ωt ). The kinetic energy density of the supercurrent is µ0λ

2
L J 2

z /2 [39]. The
kinetic inductance per unit length is defined by

1

2
Lk I 2

z = 1

2
µ0λ

2
L

∫
J 2

z d xd y (5.25)

and depends on temperature through λL . The geometric inductance per unit length is
defined by

1

2
Lg I 2

z = 1

2µ0

∫
B 2d xd y (5.26)

with Iz = I0 cos(ωt ) the current running in the z direction, where I0 = 2W J0h
π . The geo-

metric inductance is independent of temperature. Neglecting the finite thickness of the
superconductor, the magnetic field generated by Jz is

Bx =−µ0

2
J0he−k0|x| sin(k0 y)cos(ωt )

By = µ0

2
J0he−k0|x| cos(k0 y)cos(ωt ). (5.27)

It follows that the ratio of the kinetic and geometric inductance is

Lk

Lg
=µ2

0λ
2
L

∫
J 2

z d xd y∫
B 2d xd y

= k0Λ (5.28)

where we assumed k0W ≫ 1 so that we can neglect edge effects and where Λ = 2λ2
L/h

is the Pearl length [40]. Considering λL > 0.4 µm and spin-wavenumbers k0 > 0.8 µm−1

(c.f. Fig. 5.6b and black line in Fig. 5.6c of the main text), we get k0Λ > 2. We observe
that the kinetic inductance dominates.

To assess the inductance for the eddy-current pattern excited by the spin waves, we
now consider the traveling-wave eddy-current pattern Jz (y, t ) = J0 cos(k y −ωt ) running
in an infinite metal film. In this case, the total current running in the +z direction is
independent of time, as is the energy density of the associated magnetic field:

1

2µ0
(B 2

x +B 2
y ) = µ0

2

(J0h)2

4
e−2k0|x| (5.29)

This situation resembles the time-independent magnetic field generated by a DC current
in a wire: the geometric inductance does not impede the motion of the eddy current
pattern. However, at the edges of the superconducting strip, this does not hold and both
the current and the magnetic-field energy density vary in time. Considering the effect of
the edges only, the time-dependent part of the total current is, at most, I (t ) = I1 cos(ωt ),
with I1 = J0h 2

k0
. Considering the W = 30 µm width of the superconducting strip, we thus

expect the role of Lg to be suppressed by a factor I1/I0 = k0W /π≫ 1, and the kinetic
inductance to dominate by a factor k2

0ΛW ≫ 1.
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MEISSNER CURRENT CONTRIBUTION TO THE LLG-EQUATION

To calculate the spin-wave dispersion in our YIG-superconductor hybrid, we incorpo-
rate the magnetic field generated by the spin-wave induced eddy currents into the LLG
equation. The spin waves generate a magnetic field Bx = B0e−kx , with (see 5.10)

B0 = µ0Ms kt

2
g t (mx − i smy ) (5.30)

Substituting into 5.23 yields the eddy-current-generated field in the magnetic film. Aver-
aging this field over −t < x < 0 to calculate the coupling to the lowest-order perpendicu-
lar spin-wave mode leads to

γB e,x =iωαm(mx − i smy ),

γB e,y =−αmωs(mx − i smy ), (5.31)

where

αm =−γµ
2
0Msσkt

2k2 g 2
t

1−e−2κh

a2+−a2−e−2κh
(5.32)

is a dimensionless factor that alters the spin-wave dispersion as discussed in the next
section. Assuming the kinetic inductance to dominate (see section above), we have σ=

−i
ωµ0λ

2
L

so that

αm = i
ωL

ω
with ωL = γµ0Ms kt

2k2λ2
L

g 2
t

1−e−2κh

a2+−a2−e−2κh
(5.33)

We note that ωL → 0 for both k → 0 and k →∞ as the spin-wave stray field vanishes in
this limit.

SPIN-WAVE DISPERSION UNDERNEATH THE SUPERCONDUCTOR

To derive the spin-wave dispersion underneath the superconductor, we add the eddy-
current field of 5.31 to the effective magnetic field

γBx =−(ωM (1− f )+ωD k2)mx + iωαm
(
mx − i smy

)+γB AC ,x ,

γBy =−(ωM f +ωD k2)my −αmωs
(
mx − i smy

)+γB AC ,y , (5.34)

such that the linearized LLG equation 2.10 becomes

−iωmx =−(ω3 − i (s2αm +α)ω)my −αm sωmx +γB AC ,y ,

−iωmy = (ω2 − i (αm +α)ω)mx −αmωsmy −γB AC ,x , (5.35)

where ω2 and ω3 are given in Eq. 2.34. In matrix form:(
ω2 − i (α+αm)ω (i −αm s)ω
−(i −αm s)ω ω3 − i (α+αm s2)ω

)(
mx

my

)
= γ

(
B AC ,x

B AC ,y

)
. (5.36)

The resulting susceptibility is singular when

(ω2 − i (α+αm)ω)(ω3 − i (α+ s2αm)ω)+ (i − sαm)2ω2 = 0. (5.37)
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Splitting αm into its real and imaginary parts via αm =β+ iζ and disregarding 2nd-order
terms in α and β, we get

ω2ω3 +ωζ(ω2s2 +ω3)−ω2(1−2sζ) = 0 (5.38)

We recall that αm ≈ iζ= iωL/ω, with ωL given by 5.33. Substituting into 5.38, we get

ω2ω3 +ωL(ω2s2 +ω3)−ω2 +2sωLω= 0 (5.39)

where we disregarded 2nd-order terms in α. Solving this equation leads to

ωsw = sωL ±p
ω2ω3

√√√√1+ η2s2 +1

η

ωLp
ω2ω3

+ s2ω2
L

ω2ω3
(5.40)

where η = p
ω3/ω2. Neglecting terms of order ω2

L/ω2ω3 and disregarding the negative-
frequency solution leads to

ωsw =p
ω2ω3 +ωL

(ηs +1)2

2η
(5.41)

which yields Eq. 5.1 of the main text fYIG/SC = fYIG + fSC, where fYIG =p
ω2ω3/2π is the

bare-YIG dispersion and

fSC = γµ0Ms kt

2k2λ2
L

g 2
t

1−e−2κh

a2+−a2−e−2κh

(ηs +1)2

2η
≈ γµ0Ms ktr

1−e−2h/λL

(kλL +1)2 − (kλL −1)2e−2h/λL

(5.42)
is the superconductor-induced shift, where we defined the dimensionless geometrical

factor r = g 2
t

2
(ηs+1)2

2η , and where the approximation holds when the kinetic inductance

dominates the impedance and when k2λ2
L ≪ 1 (c.f. 5.24 and Fig. 5.6b-c of the main

text).
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Figure 5.9. Temperature tunable wavelength change with purely in-plane magnetic fields. (a)
ESR contrast as a function of position at Bz = 0.1 mT, f = 2.874 GHz and T = 5.5 K, showing hybrid
modes with stretched wavelength for y > 0. Measurements are taken with a field applied in-plane,
θ = 0 deg., such that Bz = BNV. (b) Spin waves in YIG and YIG/MoRe for two different, purely in-
plane fields Bz = 11.1 mT and 4.4 mT with stretched-wavelength modes for y > 0 and T < Tc . As
the applied field is in-plane, Meissner screening of the bias field BNV is negligible and does not
introduce a static field inhomogeneity that affects the spin-wave dispersion.
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Figure 5.10. Excluding global heating of the superconductor due to NV excitation laser. (a)
To exclude the possible influence of laser heating on the extracted spin-wave lengths, we image
the spin wavelength and measure the DC resistance of the MoRe strip as different laser powers
and laser positions. The dashed line in the microscope image indicates the location of the ESR
linetraces in panel (b). The arrows indicate the laser location in the resistance measurements of
panel (c). (b) Spatial line trace of the NV ESR contrast at T = 5.5 K with the power of our 520 nm NV
excitation laser set at 62 µW and 126 µW. We do not observe a significant difference in spin-wave
lengths (c) DC resistance of the MoRe strip with the laser focused at the two locations indicated in
(a), for various laser powers. We do not observe a significant difference in R|T<Tc and Tc between
the measurements.
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Figure 5.11. Spin-wave length as a function of temperature for various magnetic fields. (a)
Spatial linetraces of the NV photoluminescence (PL) while cooling through the superconducting
phase transition with Tc = 8.7 K, showing the location of the MoRe strip at y > 0. (b) NV ESR
contrast C1(2), showing the temperature-dependent shift in wavenumber in the YIG/MoRe region
(y > 0, T < Tc ) while the wavenumber in the bare-YIG region (y < 0) remains unchanged. (c) ESR
frequency shift d f as a function of position and temperature. Below Tc , the field along the NV
axis increases (decreases) for field-aligned (misaligned) NV ensembles, due to flux focusing of the
magnetic bias field BNV through the hot spot created by the NV-excitation laser. Data are measured
for various fields and NV ensembles, indicated at the top of the figure, where the subscript 1(2)
indicates field-aligned (misaligned) NV ensembles.
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The best way to have a good idea
is to have lots of ideas.

Linus C. Pauling

Here, we reflect on the research presented in this dissertation, provide an outlook towards
NV magnetometry of valley magnetism in few-layer TMDs and spin waves in van der
Waals magnets, and suggest the realization of spin-wave optics using superconductor-
magnet heterostructures.
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In this dissertation we presented results on valley polarization in doped monolayers of
group-IV transition metal dichalcogenide WS2 (Chapter 3), NV magnetometry of the
magnetization of Van der Waals magnet CrSBr (Chapter 4) and NV-based imaging of spin
waves in a magnet-superconductor heterostructure (Chapter 5). In this Chapter, we re-
flect on these results and propose follow-up experiments to detect valley magnetism in
TMDs and spin waves in Van der Waals magnets with NV magnetometry. Finally, we
build upon the developed ability to control spin waves with a superconducting gate by
proposing the creation of spin wave optics using superconductors.

6.1. PROBING THE VALLEY MAGNETIC MOMENT IN GROUP-IV
TMDS WITH NV CENTERS IN DIAMOND

In Chapter 3, we have demonstrated a novel doping method for few-layer WS2 flakes,
detected its effect on the valley polarization of excitons and trions, and captured this
behaviour through a rate equation model. Tuning the exciton-trion equilibrium at will
is an important step in maximizing the valley magnetic moment for NV magnetometry.
We have performed preliminary measurements towards this end, which remain incon-
clusive for three reasons that are detailed later in this section. However, they do indi-
cate that highly electron doped monolayers at cryogenic temperatures are a promising
future research direction for NV-based measurements on the valley magnetic moment.
As discussed in Chapter 2, the valley magnetic moment plays a key role in the selective
addressability of valley states and gives rise to magnetic fields that provide outstand-
ing - yet unexplored - experimental opportunities for studying valley physics. Here we
shortly discuss these preliminary measurements, explain how to make them conclusive,
and discuss two sample layouts and detection protocols for NV magnetometry of valley
magnetism.

Reversible and tunable doping is an important tool to control the valley magnetic mo-
ment through the exciton-trion equilibrium, and can be achieved through the doping
method presented in Chapter 3 or by electrostatic gating (Fig. 6.1a) [1]. Monolayer WS2

luminescence measurements at room temperature showed tuning between exciton and
trion regimes through gate-controlled doping (Fig. 6.1b), reproducing similar valley po-
larization (Fig. 6.1c-d) as in Chapter 3. The same measurement at 30 K showed that
the A-exciton blue shifts on resonance with our 594 nm excitation laser and is therefore
blocked by our longpass filter at 600 nm (Fig. 6.1e, grey dashed line). For negative Vg ,
a bright trion emission appears, with strong circular dichroism and valley polarization
(Fig. 6.1f-g). Given the higher valley magnetic moment associated with trions compared
to excitons [2] and the increased trion lifetime at low temperature [3], a regime character-
ized by low temperature and high doping is thus a promising start for NV magnetometry
measurements.

However, these preliminary measurements remain inconclusive. The blue-shift of the
A-exciton hinders an analysis of its luminescence and valley polarization, and thus pre-
vents us from applying the rate equation model developed in Chapter 3 for understand-
ing the low-temperature WS2 exciton-trion equilibrium. A straightforward solution to
this would be excitation using a laser with shorter wavelength (∼ 580 nm), however the
larger the detuning between the excitation wavelength and the exciton resonance, the
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Figure 6.1. Valley polarized trions in monolayer WS2 at room- and cryogenic temperatures. (a)
Optical micrograph of a WS2 flake stamped on top of a gold lead on a Si/SiO2 substrate. A global
backgate voltage Vg is applied between the lead and the silicon to control doping. The monolayer
region of the flake is indicated by "ML". (b) Normalized luminescence spectra of monolayer WS2
at room temperature as a function of gate voltage, under 594 nm (2.087 eV) laser excitation at a
power of 1 µW. The dashed line indicates the 600 nm (2.066 eV) longpass filter used to eliminate
the laser reflection. (c) Circular dichroism of the photoluminescence spectra in (b) as a function
of gate voltage Vg . (d) Extracted valley polarization ρ from the data in (c). (e, f, g) Same as in (b, c,
d) but at T = 30 K.

smaller the induced valley polarization [4]. Additionally, the observed kink in the lumi-
nescence spectra and 30 K valley polarization at Vg =−50 V is not understood (Fig. 6.1g),
but might be related to the various types of negative trions that can form [5–7]. The trion
linewidth in our sample prevents spectral decomposition into inter- and intra-valley tri-
ons. This might be adressed through encapsulation of the WS2 monolayer in hexagonal
boron nitride, which has been shown to decrease exciton linewidths [8].

We now shift our attention to NV magnetometry of the valley magnetic moment. A
central challenge for performing NV center measurements on WS2 is the unwanted exci-
tation of NV centers due to the TMD excitation laser, since its energy of 2.09 eV is higher
than the NV– zero phonon line at 1.94 eV. Additionally, the WS2 excitation laser has not
enough energy to excite NV centers in the NV0 state (ZPL at 2.16 eV), and therefore is
expected to polarize NV centers to NV0 over time. Therefore, we next discuss several
avenues that could potentially overcome this challenge.

In order to perform NV magnetometry of valley magnetism in TMDs where the A-
exciton is higher in energy than the NV ZPL (WS2 and MoS2, Fig. 6.2d), a spatial decou-
pling of the NV and TMD excitation lasers might be required if even a low-power TMD
laser interferes with the NV spin state. In TMD flakes on oxidized silicon, as we have pre-
sented in Chapter 3 and Fig. 6.1a, this can be achieved by placing a diamond membrane
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Figure 6.2. Proposal for NV magnetometry of valley magnetism in TMDs. (a-b) Schematics
for same-side (a) and opposite-side (b) NV detection and TMD excitation, applicable when the
TMD excitation laser wavelength is longer (a) or shorter (b) than the NV ZPL. (c) Proposed pulse
schematic for flipping the NV spin in unison with TMD laser polarization to distinguish valley
magnetic signals from photocurrents. (d) Table of relevant NV excitation and emission wave-
lengths [9] and A-exciton energies in group-IV TMD monolayers [10].

on the flake and focusing the NV and TMD lasers in adjacent but different positions (Fig.
6.2a, denoted by "1"). In this way, a non-local detection of the valley magnetic moment
might be possible, which would allow insight into exciton diffusion. In order to study
the magnetic moment induced at the spot location with NV and TMD laser at the same
side (Fig. 6.2a, denoted "2"), the use of a TMD with an A-exciton lower in energy than
the NV− ZPL is suggested, such as WSe2 and MoSe2 (Fig. 6.2d).

Another promising approach would be to fabricate a device directly on diamond and
illuminate the sample from both sides simultaneously (Fig. 6.2b). For example, a metal
pad placed directly on diamond, followed by a dielectric, TMD and lead on top, will al-
low gating of the TMD while simultaneously serving as a mirror that optically decouples
the TMD and NV layer. As magnetic sensing through optically opaque metals using NV
centers was demonstrated [11], this might form a promising avenue for detecting valley
magnetism.

Finally, we discuss an NV sensing protocol suitable for detecting the valley magnetic
moment (Fig. 6.2c). Previous NV center measurements on MoS2 have revealed circu-
lating photo-Nernst currents induced by the TMD excitation laser [12]. In order to dis-
tinguish between these photocurrents and valley magnetism, we propose to employ fast
σ+/σ− polarization switching of the TMD laser in unison with the NV spin. After initial-
izing the NV centers with a green 520 nm pulse, a π/2 microwave pulse brings the NV in
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a superposition of |0〉 and |−1〉. Then, in between a sequence of microwave π−pulses,
the TMD is illuminated with σ+ and σ− for a time τ, which leads to a phase buildup pro-
portional to the valley magnetic moment. Projecting the NV center back onto |0〉 and |1〉
with another π/2 pulse allows extraction of the obtained phase through a green readout
pulse. By demonstrating gate-controlled and highly valley-polarized trions in WS2 at low
temperatures, and proposing an NV detection protocol applicable to all group-IV TMDs,
we pave the way for detecting the valley magnetic moment with NV magnetometry.

6.2. DETECTING SPIN-WAVE EXCITATIONS IN VAN DER WAALS

MAGNETS WITH NV MAGNETOMETRY
In Chapter 4, we have demonstrated NV magnetometry of van der Waals magnet CrSBr,
through which we extract the CrSBr magnetization. These measurements are an impor-
tant first step towards NV-based detection of spin waves in van der Waals magnets. A
central challenge is the frequency mismatch between the spin wave dispersion (>10s of
GHz) and NV ESR (few GHz), which seems to eliminate established magnetic resonance
methods for spin wave imaging [13]. Here, we introduce two methods that could poten-
tially overcome this challenge.

diamond

vdW magnet
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a b

f1, k1

f2, k2

f1 + f2

m
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θ

m0

Figure 6.3. NV magnetometry of spin waves in van der Waals magnets. (a) Schematic of spin
waves in a van der Waals magnet. A microstrip provides a drive field, causing oscillations in the
transverse magnetization of a Van der Waals magnet that reduce the longitudinal magnetization
from m0 to m′. NV centers in a nearby diamond detect the magnetization change, which will be
largest near steps and edges of the flake. (b) Schematic of two-tone excitation of spin waves in
a van der Waals magnet. A microstrip provides a two-tone drive field with frequencies f1 and f2,
which excites two modes in the magnet simultaneously. Their interference causes the longitudinal
component of the magnetization to oscillate at the difference frequency f1 − f2, which can be
detected by NV centers.

The first method relies on detecting a reduction in the magnetization when spin waves
are present in the magnet. In our thought experiment, spin waves in a van der Waals
magnet are excited through a microstrip (Fig. 6.3a). The magnetization precesses around
the equilibrium magnetization m0 at an angle θ. Since the perturbation is transverse,
the static longitudinal component is reduced to m′ = cos(θ)m0. This reduction might be
detected by NV centers in diamond, at edges or steps in a Van der Waals magnet flake,
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through a similar experiment as presented in Chapter 4, or via an AC NV magnetometry
protocol where the excitation drive is switched on and off to create an AC magnetization
reduction.

The second method aims to employ difference-frequency generation to create an NV-
resonant oscillation in the magnetization, as recently demonstrated in YIG [14]. By pro-
viding a two-tone drive field with frequencies f1 and f2 to the excitation line, two modes
within the spin wave band with wavevector k1(y) and k2(y) are simultaneously excited
(Fig. 6.3b). The resulting oscillation in the transverse magnetization is an interference of
the individual modes,

mT = a1e i (k1 y−2π f1t ) +a2e i (k2 y−2π f2t ). (6.1)

For a small transverse perturbation, the normalized longitudinal component of the mag-
netization is given by

mL =
√

1−|mT|2 ≈ 1− |mT|2
2

. (6.2)

While for a spin wave of single frequency the longitudinal magnetization is reduced yet
static, for a two-tone spin wave it will oscillate at the difference frequency f1 − f2 with
spatial periodicity set by the wavenumber difference k1 −k2 [14],

mL ≈ 1− a2
1 +a2

2

2
−a1a2 cos

(
(k1 −k2)y −2π( f1 − f2)t

)
. (6.3)

The frequency difference δ f = f1 − f2 can be detected through two methods: 1) tuning
δ f into resonance with the NV ESR frequency, and 2) performing AC magnetometry on
the δ f signal. We expect that these methods might enable spatial spin-wave imaging and
probing of the spin-wave band structure in Van der Waals magnets. The signal amplitude
will be limited by spin-wave damping, which is currently an unknown parameter, and
therefore it is an open question whether this signal will be detectable. Additionally, it is
unclear how strongly non-linear effects such as magnon-magnon interactions will limit
the spin-wave amplitude.

Looking back, we employed NV centers in diamond to measure the magnetization of
van der Waals magnet CrSBr, an important step towards probing spin-wave excitations.
We proposed to measure spin waves in van der Waals magnets through 1) the reduction
of the magnetization along the equilibrium direction and 2) the oscillations in the lon-
gitudinal magnetization in a magnet subject to a two-tone drive field. By doing so, we
circumvent the frequency mismatch between NV ESR and spin wave dispersion, and set
the stage for NV magnetometry of spin waves in Van der Waals magnets.

6.3. CREATING SPIN-WAVE OPTICS WITH

SUPERCONDUCTOR-MAGNET HETEROSTRUCTURES
In Chapter 5, we have developed the ability to control spin waves with a supercon-
ducting gate, which opens new avenues for magnonic device applications. We showed
that changing the global temperature of the superconductor allows for dispersion engi-
neering, while local gradients in temperature allow for propagation engineering. Here,
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we combine these concepts with theoretical predictions of our hybrid superconductor-
magnet dispersion model, and propose novel device applications and research direc-
tions.
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Figure 6.4. Band lifting of the YIG-superconductor dispersion for cavities and mirrors. (a) Dis-
persion for backward volume spin waves in YIG covered with a superconducting film of thickness
t = 200 nm at T = 0 K and Bz = 10 mT, for various London penetration depths λL . The bottom
of the band is lifted with decreasing penetration depth, creating a barrier for spin waves in the
frequency gap. (b) Two parallel superconducting barriers form a cavity for spin-wave modes with
k ∥ m (left). Refraction and reflection governed by Snell’s law for spin waves can be studied by non-
perpendicular incidence of spin waves on a superconductor-covered region (right). The trans-
parency of superconductor-enabled spin-wave beam splitters, mirrors and barriers is tunable by
temperature.

One such direction is the realization of spin-wave barriers/mirrors and the spin-wave
analogy to optical beam splitters, which might enable strong coupling between magnons
and auxiliary systems integrated in the cavity, give access to nonlinear magnonics, and
the study of Snell’s law for spin waves [15–17]. The experimental study in Chapter 5 has
focused on magnetostatic Damon-Eshbach spin waves (DESW) with k ⊥ m, of which
the dispersion is shifted upwards by the superconductor. However, for backward vol-
ume spin waves (BVSW) with k ∥ m, the upwards frequency shift predicted by our hybrid
dispersion model lifts the bottom of the spin-wave band (Fig. 6.4a). For certain frequen-
cies f in the range f0 < f < fFMR, where f0 is the bottom of the BSVW band in bare YIG,
there are no longer any resonant modes in the hybrid YIG-SC system. This creates an ef-
fective barrier for backward volume spin waves as predicted in [18], potentially enabling
magnonic cavities (Fig. 6.4b).

Of specific interest is the scenario where the spin-wave induced Meissner current den-
sity will exceed the critical current density of the superconductor. We predict that a con-
stant RF signal on an excitation strip in the cavity will result in pulsed spin-wave emis-
sion from the cavity. Furthermore, due to the anisotropic dispersion relation of both YIG
and superconductor-covered YIG, it is of scientific interest to study the angular relation
between spin-waves and barriers. We expect that the anisotropic dispersion relation that
governs the reflection and refraction of spin waves travelling underneath superconduc-
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tors at an angle (Fig. 6.4b), will allow a detailed study of Snell’s law for spin waves [15],
and enable e.g. the construction of frequency-dependent beamsplitters.

Akin to electronics and photonics, the creation of periodic distortions in the magnetic
potential enables the creation of magnonic crystals - systems in which the otherwise
continuous spin-wave dispersion obtains a field-tunable band structure due to coher-
ent scattering and Bragg reflection [17, 19–23] . Here, we propose the creation of field-,
temperature-, and light-tunable magnonic crystals by interfacing a thin film magnetic
insulator with a superconductor.

a b

Figure 6.5. Superconductor-enabled reconfigurable magnonic crystals. (a) Schematic of two-
dimensional magnonic crystals formed by patterning periodic superconducting structures on top
of a magnetic insulator. The spin-wave (SW) dispersion of the magnetic insulator can be gapped
by the periodic arrangement of superconducting islands on its surface (top). The size of the
bandgap is tunable by temperature, and largest far below Tc . The hybrid spin-wave-Meissner-
current (SWMC) dispersion can be gapped by periodic arrangement of holes or defects in an oth-
erwise homogeneous superconducting film (bottom). (b) A magnonic crystal created by periodic
arrangement of focused laserspots on a homogeneous superconducting film covering a magnetic
insulator, enabling in-situ reconfigurable lattice parameters and coordinates through adaptation
of optics.

One- and two-dimensional magnonic crystals might be realized by interfacing a mag-
netic insulator with periodic superconducting structures, such as superconducting is-
lands (Fig. 6.5a, top). The islands create a periodic distortion in the magnetic environ-
ment, introducing a band gap in the spin-wave dispersion of the magnetic insulator.
The distortion strength depends on the shielding capacity of the islands (parametrized
by λL), leading to a band-gap that is temperature-tunable in size and field-tunable in
energy. The inverse pattern, i.e. an otherwise homogeneous superconducting film with
holes, is expected to gap the hybrid spin-wave-Meissner-current dispersion (Fig. 6.5a,
bottom). The energy difference between the band gaps and the bottom of the spin-wave
band depends on temperature, while flux-focusing of perpendicular fields can increase
the band gap size.

Instead of etching a periodic structure of holes in the superconductor, we now con-
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sider the more interesting scenario where the superconductor is illuminated by an array
of tightly focused laser spots (Fig. 6.5b). As discovered in Chapter 5.5, a focused laser-
spot creates a spin-wave scattering site, and a lattice of laser-spots thus constitutes a
magnonic crystal, of which the lattice parameters can be tuned in situ by adaptation
of optics. Similarly, the use of a spatial light modulator for widefield structural illumi-
nation might be used to create reconfigurable spin-waveguides. The ability to create
magnonic crystals and waveguides in superconductor-magnet hybrids by optical illu-
mination should enable exploration of a large variety and number of designs in quick
succession, without the need for additional nanofabrication.
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Figure 6.6. Efficient nanoscale spin-wave excitation using superconducting ramps. (a)
Schematic of the spin-wave dispersion in yttrium iron garnet (YIG), and hybrid spin-wave-
Meissner-current dispersion in a YIG-superconductor (YIG/SC) heterostructure, in the Damon-
Eshbach geometry (k ⊥ B). Creating an adiabatic transition between these two systems might en-
able efficient conversion of dipolar-dominated spin waves to exchange-dominated spin waves. (b)
Schematic of the proposed experiment. A micron-sized excitation strip efficiently excites dipolar
spin waves underneath a superconductor, that are adiabatically transformed to short-wavelength
spin waves through interaction with a superconducting ramp.

Nanoscale spin waves are attractive for magnonics due to their short wavelength and
high group velocity, which enable device minimization and improved performance [17,
24]. However, efficient excitation of nanoscale exchange spin waves using transducer
lines remains an outstanding technological challenge due to the required scale of fabri-
cation and impedance mismatch to the environment [24, 25]. Alternative approaches,
such as periodic patterning of auxiliary magnets on top of the spin-wave conduit [26–28]
or the use of magnetic vortex cores have enabled excitation of nanoscale spin waves, yet
these methods rely on complex nanofabrication and are unsuitable for planar devices
that require multidirectional propagation. An attractive alternative is therefore to in-
stead reduce the spin-wavelength only after generation [24]. Here, we propose to achieve
this using a superconducting ramp to efficiently convert dipolar spin waves to nanoscale
spin waves.

As demonstrated in Chapter 5, the dispersion of spin waves in a YIG-superconductor
thin film hybrid shifts upwards due to the back-action of Meissner currents created by
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the spin-wave stray fields. For nanoscale exchange-dominated spin waves, the stray
field and Meissner shielding gradually vanish, leading to a merging of YIG and hybrid
YIG-superconductor dispersions with increasing wavenumber k (Fig. 6.6a). In a fre-
quency range above the flattening of the YIG dispersion, there are only high k modes
in bare YIG, yet low k modes in the YIG-superconductor system. We propose to create
an adiabatic transition between these modes by constructing a superconducting ramp
(Fig. 6.6b). In the superconductor-covered YIG, a transducer will efficiently excite low
k modes that propagate through a region where the thickness of the superconductor is
gradually decreased. As the thickness of the superconducting film vanishes, the hybrid
YIG/SC dispersion approaches the YIG dispersion. As such, the superconducting ramp
should adiabatically transform long-wavelength spin waves into short-wavelength spin
waves that the transducer itself can not excite. The ability to coherently excite nanoscale
spin waves with transducers that are much larger than their wavelength (and thus eas-
ily fabricated) gives straightforward access to the short-wavelength regime in magnetic
insulators, opening up new avenues for research and applications.

SUMMARY
In this chapter, we have proposed AC NV magnetometry experiments for detecting the
valley magnetic moment of highly valley polarized trions at low temperatures in mono-
layers of group-IV TMDs through fast polarization switching. Additionally, we proposed
NV detection of spin waves in van der Waals magnets through a reduction in the mag-
netization and through oscillations in the longitudinal magnetization component due
to two-tone spin-wave excitation. Finally, we discussed magnonic device applications
based on the hybridization of spin waves and Meissner currents in thin film magnets
interfaced with a superconductor. By doing so, we have set the stage for exciting exper-
iments that aim to detect valley magnetism and spin waves in Van der Waals semicon-
ductors and realize magnon optics with superconductor-magnet heterostructures.
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