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Executive summary

Context & Problem

The development of human industry can be divided into separate 'revolutions'. The first one brought
mechanical innovation, the second introduced electrical power into the factory, while the third revolved
around the use of computers and automation. We are now at the brink of a 4th industrial revolution:
improving factories by applying smart sensors, artificial intelligence, and other emerging technologies. One of
these emerging technologies are called AGVs: Autonomous Ground Vehicles. these are fully automated
driverless vehicles that can transport goods and machinery. The newest generation AGVs moves efficiently and
flexibly without guiding rails or fixed paths.

All of these extra ingredients are causing the factory to become more complex and less transparent in the face
of high demands for safety and efficiency. Humans and their robotic colleagues are in dire need of enhanced
methods for information exchange. Augmented Reality (AR) is an excellent tool to provide this exchange
because of its inert ability to curate visual information and untangle complexity. The goal is to improve
situation awareness and safety in the factory.

Analysis

The Magna Steyr factory in Graz was visited so to better understand the context. Literature research provided
the necessary insights into the state of the art of the smart factory and AGVs as well as the human factors
involved.

Design & iteration

To work towards the design of a solution an explorative approach was first adopted by matching different AR
methodologies to different roles within the factory. This created a matrix of possible solutions. The following
idea was selected: to place a projector on top of the AGV to provide visual cues to the factory worker by
projecting the spatial intention of the robot directly on the factory floor. An iterative approach was now
adopted to develop a solution that could be mounted on top of an AGV.

Validation

In order to validate the presumed positive effect of placing spatial cues in front of the AGV, a between-groups
study was conducted. Because of COVID-19 restrictions, physical lab research was not possible. Instead, a
questionnaire research was devised in which a test group and a control group were shown videos of an AGV
approaching the participant. The test group videos included projected arrows while the control group videos
included no indication of the direction the AGV would take. Multiple realistic scenarios were tested to measure
the response of the participants. Apart from the response of the participants, the experienced task load and
situation awareness were also measured.

Results & conclusion

It was concluded that the projection of arrows in front of an AGV improves the perceived safety of workers as
well as their assessment of the robot's future actions. Participants that were shown the projected arrows had a
far greater chance of executing the desired response toward the robot. Improvement with regards to the
situation awareness was measured in some, but not all scenarios. Additional research and design opportunities
are identified and presented in chapters 12 and 13.

This project proposes a framework for future AR projects in the smart factory environment and also provides
insights into the merits of using (spatial) augmented reality to facilitate communication between robots and
people in the smart factory context. It shows that the use of Spatial Augmented Reality can make factories
safer and more efficient, paving the way for more industries to adopt AGV systems and take the next step
toward the factory 4.0 paradigm.



Introduction

Automated Ground Vehicles (AGVs) are autonomously functioning vehicles often used in factory
context for transport and logistics. The new generation of AGVs will not just follow static guides but
will be versatile, flexibly adapting to a more and more dynamic factory environment. The dialogue
between machine and men needs to be properly facilitated, otherwise the AGVs are perceived as
unpredictable by human factory workers, decreasing the trust and value of the AGVs contribution to
the manufacturing process.

Additionally, supervisors run the risk of losing the overview of the swarm of AGVs. The supervisory
operator is currently using desktop applications to read out the sensor data from vehicles and
associated hardware. Multiple screens are used to display information. The information should
provide insight into the current, past, and future actions of the AGV’s, which is plentiful and
complex.

Augmented Reality (AR) technologies allow for the mediation of visual information. It can
supplement, emphasize, and contextualize information that is already visually present. This provides
a good opportunity to untangle the complexity for both the factory floor worker and the supervisory
operator. Within this project, special attention is given to the opportunities of Spatial Augmented
Reality (SAR). SAR aims to create augmented layers of information utilizing only hardware that is
external to the user. This methodology offers many advantages in terms of ergonomics and
cooperative use.

The goal of the assignment is defined as:

This project will identify (Spatial) Augmented Reality solutions, that are suited
to facilitate the interaction with AGVs (automated ground vehicles) in a smart
factory setting. The focus is to identify problems experienced by factory
supervisors such as information overload or lack of oversight and to design
an AR user interface solution, that will increase situation awareness.

In a broader perspective lessons from this project may be applied to other Cyber-Physical Systems
(CPS) that wish to apply AR solutions to improve situation awareness.
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Chapter 1

Analysis plan

1.1. Structure of the Analysis part

The analysis part of this report is quite extensive. Hopefully, this short chapter can explain the
structure and help you find what you are looking for.

This chapter, chapter 1, outlines the analysis plan of the project; it defines a scope and the resources
required for the analysis. Chapter 2 outlines the stakeholders and their position within the project.
In chapter 3 the fundamentals of the relevant fields of research are provided. Chapter 4 describes
the contextual inquiry that was performed to understand the current industry state and the
challenges the client is facing. Chapter 5 combines the information found in chapters 2, 3, and 4 to
go deeper into the relevant research fields and show the status of the industry.

In chapter 6 we reflect on the insights that were found and derive requirements for further
specification of the project scope. The three variable factors (Industry state, application context and
technological framework) are used to create a three-dimensional chart (This is further explained in
chapter 1.2, ‘Scope’). Every combination of these three factors leads to a ‘solution space’. A solution
space consists of a problem (defined by the industry state and application context) and a solution
(technological framework). If a technological framework can be used to solve the problem, then the
solution space is fertile for AR-based innovations and can be further investigated.

Finally, a solution space is selected based on the requirements in chapter 7.

Section 1 Section 2 )
Analysis Development & Iteration

——_
Fundamentals @ R
@ S Research on Solution

related work Spaces
Contextual

Research T

‘ | 6.4 Technological Framework |

5.3 Application context H 5.4 Industry State |

Image 1: A diagram showing the progression of information in the analysis part of this report.



The project scope consists of two sets of factors. First, we define a fixed set of factors which have
been defined from the beginning, and secondly, a variable set of three key factors that are defined
based on the outcome of the analysis research. Let’s discuss the variable factors first.

Solution Space =

All fixed factors +

1 Industry State

1 Application Context

1 Technological Framework

Fixed Variable
Factors Factors

A ed
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Image 2: The scope consists of fixed factors (set from the beginning) and variable factors (to be decided on in the analysis
part of this report).

The scope of the project is defined by three key factors:

1. The industry state. How ‘advanced’ is the factory? It describes how far technological
advancements such as AR, Al and AGV automation are integrated into the manufacturing process.
2. The application context. Where in the factory do we apply the solution? Who is experiencing the
problem? This is a specific context of use in which it is suspected that use cases for Augmented
Reality solutions can be found.

3. The technological framework. What kind of Augmented Reality are we applying? There are
different approaches to achieving Augmented Reality, which are defined by their technological
means.

Industry state

Three industry states are defined: current, intermediate and future. The current state describes the
current situation in the Magna factory. The intermediate state is presumed reachable within 10
years and the future state is presumed reachable within 20 years. The measure of the integration of
factory 4.0 technologies greatly influences the type of AR innovations that would be suitable for the
factory. The industry states are illustrated in chapter 4.3. It is important to realize that the industry
state as it is discussed in this report concerns the Magna factory specifically. If the same is to be
applied to other companies or other industries an analysis is needed to divide the progression of
that factory in a meaningful manner.
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Application context

Four application contexts were selected. They will be researched to obtain a generic overview of the
processes and functions that are fulfilled within that context. All contexts contain human-robot
interactions. A more elaborate description of the four application cases can be found in chapter 4.4.

Technological framework
Four different approaches to creating augmented reality are distinguished. see chapter 5.4.

Apart from these three key factors, the direction of the project is influenced by the stakeholders (see
chapter 2).

A specific industry state and application context will need to be selected to create a proper, narrow
scope for the project. The technological frameworks will be selected based on the combination of
industry state and application context.

The following scope-defining factors were set when the assignment was written

Augmented Reality: the project will involve the application of augmented reality to solve the
problems encountered.

Human-to-Machine and Machine-to-Human visual communication: Within the complex system of
an automotive factory many types of communication take place. This project focuses on the visual
communication between humans and machines. Other senses may be included such as auditory or
tactile communication. This is briefly touched upon in chapter 12, design opportunities.

Automated Ground Vehicles: the project works toward improving the interaction with AGVs and not
with other machinery or robots.

Situation awareness: The goal of the project is to provide a means to improve situation awareness
within the chosen application context.

11



1.3. Research Questions

The questions formulated here are not research questions in the traditional sense but are used to
guide the analysis phase.

ACADEMIC
RESEARCH

Ul / UX for
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WEB RESEARCH
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[Bre=itepy Mobile
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State of the art

Spatial AR Projected AR
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factory - -
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robotics Mission C!'Itlcal
work environme
Existing AR
application

contexts M .agna Steyr

Factory
Supervisors

UNDISCOVERED Comparablée
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RESEARCH FIELD

CONTEXTUAL
INQUIRY

Image 3: The three areas of academic research and the topics they contain.

Web research
What are definitions for SAR / AR / MR / AGVs / Swarm robotics / Situation Awareness?

. What is currently possible and impossible with the technologies mentioned above and what
will soon be possible?

° What are the current applications of AR in a (smart) factory context or within a comparable
context?

Contextual inquiry

. How is the work process structured regarding control of the AGVs?

. How far are Industry 4.0 developments integrated into the current Magna manufacturing sets
and what are the plans for integrating more in the future?

What hardware and software are being used in the application contexts?

Which problems occur in the process of controlling the AGVs?

What is the distribution of responsibilities regarding the AGVs?

How is situation awareness regarding AGVs obtained in the current context of use?
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What type of tasks are currently given to AGVs and what tasks does the client envision for
them in the future?

What problems occur at all levels of interaction with the AGVs?

Basic information about Magna as a company including their future vision and mission.

What are the current possibilities and limitations of AR through HMDs or other technological
means?

What are the human factors relevant for human-to-AGV interaction? how are they measured?
how are they improved?

How do you measure and improve situation awareness?

What else is published regarding projected AR and Spatial AR? (explorative research)

13



Chapter 2

Stakeholders

The stakeholder map as seen in image 4 divides all involved parties in three ‘circles of influence’.

This model puts more emphasis on the amount of influence stakeholders have on the direction of
the project than a traditional stakeholder map, which shows all parties affected by the outcome of
the project and how they will potentially be affected.

The Stakeholder map is divided into three ‘rings’: defining, influencing, and ‘potentially benefiting’.
People and entities within the inner ring are defining for the direction of the project, this is the
graduate student and his graduation team exclusively.

The middle ring (influencing) are all in contact with the graduation team and can directly influence
the direction by contributing resources and feedback. the most important of these is the client,
Magna. All others are part of the CoCoAs project consortium. The outer ring consists of institutions
that can potentially benefit from developments within the project. Their preferences and activities

may be considered when making design decisions, but they do not directly influence the direction of
the project.
Image 4: the Stakeholder map is divided in three ‘rings’ indicating different amounts of influence on the project.
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Chapter 3

Fundamentals

The assignment goal is defined as follows:

This project will identify (Spatial) Augmented Reality solutions, that are suited to facilitate the
interaction with AGVs (Automated Ground Vehicle) in a smart factory setting. The focus is to
identify problems experienced by factory supervisors such as information overload or lack of
oversight and to design an AR user interface solution, that will increase situation awareness.

Specific terms used in this description require a common shared definition and background
information. The purpose of this chapter is to provide that.

In literature, the development of human industry is often divided by pointing at distinct
‘revolutions’. [1] [2][3]. The first industrial revolution was started at the end of the 18" century and
saw the emergence of the mechanization of industrial processes.

The second industrial revolution was driven by the availability of electricity as well as the
optimization of factory processes using the organizational models of innovators like Ford and Taylor.
The third industrial revolution is considered to have started with the widespread use of electronic
components during the 1970s. This allowed for automation within the factory walls.

Although these developments are often referred to as ‘revolutions’, in reality the process contains
gradual change spread out over the duration of multiple decades.

These days many people believe we are at the start of a fourth industrial revolution. The term
‘Industry 4.0’ originated from a governmental high-tech strategy started by Germany in 2011 [4].
These days the term is used everywhere in the industrial landscape when talking about the
integration of emerging technologies into the manufacturing process.

According to Wang & Wan [5], the industry 4.0 entails horizontal integration through value
networks, vertical integration and networked manufacturing systems, and end-to-end digital
integration of engineering across the entire value chain. To this end ‘industry 4.0’ is an often-used
term when talking about the integration of modern IT solutions in the manufacturing field including
but not limited to: Internet of Things, artificial intelligence, and Augmented and Virtual Reality. This
interpretation will be chosen for this report.

Industry 4.0 is first and foremost a vision for an industrial company. Not only may this vision differ
strongly from company to company, but the steps toward it as well. It can be stated that a shared
aspect is the purpose of improving the manufactured value, safety, and efficiency of the factory.

Many futuristic visions published by companies include a strong focus on flexible and versatile

transport automation [6][7]. The versatile use of AGVs in the factory context allows for high-level
automation and facilitates the integration of other process innovations.
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Internet of Things & the Digital Twin

Wang et al. describe four distinguishing characteristics for Industry 4.0: high interconnection,
dynamic reconfiguration, mass data, and deep integration [1]. The ‘high interconnection’ and ‘mass
data’ are well illustrated by the ‘Internet of Things’ (loT). Within the industrial context, loT refers to a
trend in which more and more objects are being incorporated as part of the factory network. This
means elements are outfitted with the sensors and connectivity to report local data to a centralized
system. This is creating a strong upward trend for the sensor density in factories.

When the entire physical state of a factory can be accessed, we can speak of a ‘Digital Twin’ of the
factory. This information about the real world can be used to benefit a variety of factory processes,
for example by creating information-rich augmentation layers and overlay them more efficiently to
create effective augmented reality.

INS| INTOSITE | Siemens Demo
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» Layers
Saarch
Expand All | Collapse All

i) DASH ZONE (Baseline)
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<

» W Final Assembly
» W Paint
» W Powertrain
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» M Floor Layout
» l Map View
~ M Operations

Image 5: an example of a digital factory by Siemens [8]. AGV locations, assembly lines states, and the positioning of every
robot arm are included.

The higher density of sensors also allows hardware to report more accurately and in a more
centralized manner on its state. When this information is processed in large quantities accurate
predictions can be made about the state of the hardware and they may receive maintenance before
malfunctions occur. This is referenced to as ‘predictive maintenance’.

Cobotics

Another step toward higher levels of automation is the concept of ‘cobots’, a contraction of
‘cooperation’ and ‘robotics’ [9]. Many application efforts are currently focused on creating safe
coexistence between robots and humans. In the current industrial context, humans and robots are
often already working alongside each other but tasks are usually divided between them. In the
immediate future robots and humans will interact in a shared work process (collaboration)[10]. In
the past, some tasks could exclusively be done by humans because of the subtleties of the required
motion or the required short feedback loop. Thanks to the dynamic between human and cobot we
can start to ‘teach’ these tasks to robots. Because of the short feedback loop and connectivity with
other robots (motions and error margins can be shared instantly with robots performing the same
task), higher efficiency can be achieved.
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It is important to remember that all these developments and more are unfolding simultaneously.
Most companies will attempt to apply a selection of them to their production chain and during the
integration of such technologies, they will influence each other as well. The most successful
businesses will be the ones that succeed at selecting the most relevant technologies and successfully
integrate them into their existing manufacturing process.

One development that belongs in this list are Automated Ground Vehicles (AGV’s) because this is
specifically a focus of this project, we will discuss them in greater detail here.

For this project we will use the following definition:
An AGV is a term encompassing all driving transport systems that are capable of functioning without
driver operation. [11]

In the discourse surrounding AGVs, the first two letters of the acronym are contested. The ‘A’
meaning either ‘Automated’ or ‘Autonomous’ and the G meaning either ‘Guided’ or ‘Ground’.
Although there is a discussion to be had about the different meanings of these words, the result is
that 4 terms are used that are almost always referencing the same phenomenon. Within the context
of this project AGV will mean: ‘Automated Ground Vehicle’. ‘Autonomous’ is rejected because it can
be argued that a machine is not autonomous if centrally controlled, like most AGVs. The term
‘Guided’ is rejected because it might suggest the AGVs are guided by external physical elements such
as painted or magnetic lines. Early AGV systems functioned in this way but as we will discuss later
this is no longer the case for the vehicles considered for this project.

Especially in the area of supply and disposal in storage and production areas (both of which are
present in an automotive manufacturing plant), AGVs have been found to reduce the damage to
inventory, make production scheduling more flexible, and reduce staffing needs [12].

Thanks in part to this, the AGV market is growing fast. Bloomberg estimates the current AGV market
to be worth 2 billion dollar (2019) and expects it to achieve a value of 2.9 billion dollar by 2024 [13].
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Image 6: AGVs exist in many shapes and sizes and are designed for a broad variety of applications. (top left: Automated
pallet truck by Jungheinrich, top right: Ridgeback by Clearpath Robotics, bottom left: WEASEL by SSI Schaefer, bottom right:
KATE by Gétting KG).

Currently, the most often occurring use for AGVs in the factory context is to have them function as
autonomous forklifts. Moving pallets within the workplace. In the context of the Magna factory,
most of this transport is currently done by human-operated forklifts that are eligible to be replaced
by AGVs. Currently, AGVs in the Magna factories are used for short transport tasks such as
transporting a car-seat from one side of an assembly line to the other.

. )
Image 7: An illustration showing an AGV transport car seats to the other side of the assembly line. This strategy was chosen
because the alternative was to build an elaborate and costly transport-line over the main assembly line.
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There is a great variety between different AGV systems, which for example differ in their mode of
localization and navigation. The systems governing the AGVs differ in the way that they schedule the
AGVs and in the amount of autonomy the system has compared to the amount of control exerted by
human operators. Image 8 gives an overview of these different aspects and how they relate to each
other. They are further discussed in the following paragraphs.

Supervisory Mapping &
Localization

Process Planner

/ supervisor -
T cenral controlling

processor

Image 8: Mapping is the creation of a shared map that can be used by the AGVs. Localization is determining where on the
map the AGV is and which way it is oriented. Navigation is the AGVs ability to use the map to move to a different location.
The central processor provides scheduling by giving the AGV their tasks. This continuous process is supervised and
influenced by the process planner who exerts supervisory control to supplement the autonomy of the system.

Localization

Localization is the AGVs ability to define its physical position within the working area. Older ‘guided’
AGV systems provide magnetic or painted lines for the AGVs to follow. The vehicle might follow the
line until the goal position is reached, requiring no localization. Another method is the use of QR
codes placed in fixed positions in the working area. The codes (sometimes called AR-tags) are read
and interpreted by cameras mounted on the AGV [14]. Localization can also be achieved the other
way around, by placing AR tags on the AGVs and using cameras that cover the entire workplace area
[15]. Sometimes multiple methods may be applied to achieve a higher accuracy of the localization.
Because AGVs often use an industrial WIFI connection for data transfer, WIFI can be used as a
supplemental localization technique [16]. The current industry standard for localization is the ‘SLAM
technique’ which takes care of the localization as well as the mapping and is covered in the next
paragraph.

Image 9: An AGV system that uses painted navigation lines. Source: Movexx.com.
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Image 10: AGV system using AR-tags for localization. image is taken from [14].

Mapping

The SLAM-technique (Simultaneous Localization and Mapping) creates a shared real-time
approximation of the factory floor that is used to plan the routes for all AGVs [17]. A commonly used
hardware for this application is a LIDAR sensor. These emit laser light in a 360-degree field around
the sensor. The light is reflected by the surrounding objects and registered by the LIDAR sensor upon
return. Using the angle of incidence and the time the light has traveled the sensor can approximate
the location of the surface the beam was reflected from. By combining thousands of these
measurements in a map the entire surrounding environment can be mapped in real-time.

Image 11: Example of a LIDAR sensor in action. the sensor in the head rotates to capture measurements in all directions.
Image is taken from [18].
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Image 12: Thousands of SLAM measurements together form a map. For AGVs a 2D map is sufficient but a 3d map is also
possible. The map contains both static points (such as walls and permanent obstructions) as well as temporary points such
as humans or other AGVs. Image adapted from [19].

All AGVs contribute to the shared map and use it for localization and navigation. Every scan of an
object improves the accuracy of the map. This method however does pose a ‘chicken and egg’
problem because the method of localization is dependent on the map and the method of mapping is
dependent on localization (the position and orientation of the AGV). Multiple mathematical
approaches exist for dealing with this problem, but analysis of this lies beyond the scope of this
project. It is enough to know these methods exist and have been proved to create dynamic multi-
robot systems that are accurate enough for industrial applications.

Additional information provided to the system can help make the SLAM problem easier to solve
(such as pre-existing maps and secondary localization techniques like WIFI localization).

Planning and Scheduling
Once the AGVs have a map and know where on this map they are positioned they can be given tasks
to perform.

Rigorous research has been done to mathematically define optimal paths and schedules for AGVs
[20]. Current path planners are typically used to determine paths that minimize time or length,
which does usually not include the social desirability of the path as a factor [21]. Machine learning
may be applied to optimize for social desirability of the path without harming the production
process. Considering the isolated environment of a factory, employees may be trained to give AGVs
priority over their own movement.

AGV scheduling can even go further and let AGVs function as a swarm that actively works together
to meet production goals. AGVs could be coupled together to achieve tasks that would not be
possible with a single machine. Another example of advanced planning is to have the AGV schedule
replace a faulty or low-battery AGV with another unoccupied AGV before downtime occurs,
effectively increasing the redundancy and reliability of the system.

Navigation
When AGVs are tasked with going from A to B and are given the path they should ride to reach their
destination we can talk about AGV navigation.

A simple model AGV will simply follow magnetic or painted lines on the floor for the AGV to follow.
An AGV would simply follow this line until it reaches its destination (indicated in a similar way by
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using magnetics or visuals cues on the floor) unless an unexpected object would enter the safety
area surveyed by the AGV his sensors, in which case the AGV would make an emergency stop.

Image 13: AGVs typically define separate spatial zones around and in front of the machine. Behavioral consequences are
tied to the occurrence of objects being measured in these zones. The first zone, for example, may prompt the AGV to slow
down while zones closer to the AGV trigger an emergency stop. The zones are often programmed to scale up with the speed
of the AGV. Image adapted from [22].

However, it is far more efficient if an AGV can avoid obstacles and adapt its route accordingly. When
demands for the versatility of production processes grow fixed-path AGVs are no longer an optimal
solution for warehouses and factories [23]. ‘Natural’ navigation methods (AGV systems in which the
AGVs perceive the world in a similar fashion as humans do [24]) are becoming more mainstream in
the AGV market. A SLAM driven AGV system is an excellent example of this.

Supervisory control & autonomy

Industrial contexts such as an automotive manufacturing plant use ‘supervisory control’ to control
individual processes and control loops within the environment. Sheridan defines supervisory control
as follows: "supervisory control means that one or more human operators are intermittently
programming and continually receiving information from a computer that itself closes an
autonomous control loop through artificial effectors to the controlled process or task environment."
[25]. Within this definition, there is still a spectrum of possibilities ranging from complete control of
the human over the system or complete autonomy held by the machine. For defining the position on
that spectrum Sheridan developed a 10-level scale as indicated in image 14.
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1 | The computer ollers no assistance, human must do it
all.

2 | The computer offers a complete set of action alterna-
tives, and

3 narrows the h’(—’.l(—’.(fti()ll (1()\\"]‘1 to a f(—‘\\-’, or
4 | suggests one, and
5 | executes that suggestion if the human approves, or

6 allows the human a restricted tinie to veto before auto-
matic execution, or

7 | executes automatically, then necessarily informs the hu-
mai, or

8 | informs him after execution only if he asks, or

9 | informs him after execution if it. the computer, decides
to.

10 | The computer decides everything and acts au-
tonomously, ignoring the human.

Image 14: Sheridan's model for defining levels of autonomy. ranging from 1 (total control by the human supervisor) to 10
(total autonomy of the computer). Image adapted from [26].

As the development toward industry 4.0 progresses it is expected that the supervisory control will
move toward the higher end of Sheridan’s scale because the growing complexity is too much for
human operators to handle without help.

When the highest level of autonomy is reached, warehouses and distribution centers can be turned
into ‘dark factories’, the concept of a factory with no human involvement and therefore no need for
lighting. The automotive industry however requires very specific assembly tasks that so far have
proven difficult or expensive to automate. Therefore the human presence inside an automotive
factory will be a defining factor for automation for the coming decades.

The development of solutions in the areas of navigation and AGV scheduling is influential for the
industry of AGVs itself. It is, however, outside the scope of this project to develop solutions that
optimize AGV scheduling, navigation, mapping or localization. Technical problems that still exist
within these fields are assumed solved or solvable to allow this project to focus on the Human-to-
AGV interaction.

3.3 Situation Awareness

Situation awareness (SA) is defined by Endsley as the perception of environmental elements and
events with respect to time or space, the comprehension of their meaning, and the projection of
their future status [27].

One of the most adopted theoretical frameworks for situation awareness is Endsley’s model [27].
The model works in three steps (or levels) leading up to a decision and its execution. The first level
concerns the perception of the monitored elements (these can, for example, be objects, events and
people). The second level is called comprehension and requires that the individual can create
cognitive connections between the separated elements and understand how they interact and
create causality. The third and final level of situation awareness allows the individual to project what
it has learned on the first 2 levels on future situations. The individual obtains a predictive capability
over the situation.
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Apart from this, there are individual factors, environmental, and task factors that influence all steps
of the process including the decision and the performance with which it is executed. Examples of
individual factors are the experience, goals and knowledge of the individual. Examples of
environmental factors are the complexity, dynamics and transparency of the system as described in
[3]. Examples of task factors are the workload of the task as well as its complexity and structure.
Because of the number of influential factors, Van Doorn argues a holistic approach is required when
measuring and assessing situation awareness [28].

Task and Environmental Factors

State of the
environment/ —==
system
( SITUATION AWARENESS \

Perception Comprehension Projection PERFORMANCE

of data and of the meaning of future states DECISION OF
the elements of and significance and events ACTION
the environment of the situation

(Level 1) (Level 2) (Level 3)

Image 15: A diagram showing Endsley’s model for Situation Awareness [13].

In some situations, errors made by manufacturing operators can result in large damages, expensive
loss of progress, and health risks ranging from injury to loss of life (environments where this is the
case are called ‘mission-critical’). In the United States of America, 61 robot-related workplace
fatalities were reported between 1992 and 2015 [29]. Especially in these environments improving
the situation awareness is critical for preventing incidents and correcting errors where they arise [2].
The cause of human errors can be attributed to three main problem factors: the degree of
complexity, dynamics, and lack of transparency within the system [3].

Moving toward the factory 4.0 paradigm will likely result in operators having more responsibilities
[30] and having to survey a cyber-physical system that is increasingly complex, dynamic, and non-
transparent. These problem fields lead to a higher mental workload resulting in lower task
performance. Because of this development situation awareness is the main metric used to measure
the success of designed interventions in this project.
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There are multiple standardized methods for measuring situation awareness:

SAGAT (Situation Awareness Global Assessment Technique) provides an objective measure of SA
based on queries during freezes in a simulation, this is referred to as a freeze probe technique [31].
The main advantage of SAGAT is that it allows an objective, unbiased index of SA that assesses
operator SA across a wide range of elements that are important for SA in a particular system. [32]
SART (Situational Awareness Rating Technique) [33] is a different measuring technique that provides
an assessment of the SA provided by some system based on an operators’ subjective opinion. The
main advantages of SART are that it is easy to use and can be administered in a wide range of task
types [32]. The choice of a measurement method will depend on the mode of testing that is used at
the end of the project.
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Moshayedi et al. note in a review paper concerning novel AGV challenges that the interaction
between human and AGV is considered one of the greatest roadblocks for a successful AGV
installation, with the trust in the AGV being the most important factor [34].

Human-Robot Spatial Interaction (HRSI), is the study of joint movement of robots and humans
through space and the social signals governing these interactions [35]. This is a more specific study
area that falls within the study of Human-to-Robot communication as briefly discussed in chapter 3.4
and deals exclusively with multi-agent systems. Within HRSI a goal is to improve the predictability
and legibility of mobile robots. Many researchers outline the importance of legibility especially for
navigating robots such as AGVs [35]—[37]. Within the context we can define three categories of
communication: Human-to-Human, Machine-to-machine, and Machine-to-Human. In modern
industrial applications, communication is often bi-directional. Machines and humans communicate
with each other and will iterate and adapt in accordance with each other’s input.

This project will primarily concern itself with Machine-to-Human communication. This is the type of
communication that should be optimized in order to increase situation awareness.

Depending on the context three different categories of communication from a machine such as an
AGV toward the human operator can be defined: Legacy, Status, and Intention. Put in simpler words
these communications are the past actions, current status, and future intentions respectively.

M2H

é,
"O-\ Communication \—/

Human Machine
H2M
Legacy —_— Status Intention
Past status and current status and future status and
actions actions actions

Image 16: Diagram depicting the types of communication between humans and machines. In this project, the type of
information is primarily spatial and the mode of communication is primarily visual.

Perhaps the least relevant for the industrial context of use is the communication of the past actions
of the AGV. It does, however, allow the interacting user to backtrack perceived problems and error
behavior of the machine. With sufficient training, this may increase the likelihood for the individual
user to reach the ‘projection’ level of situation awareness.

Status communication comes in two shapes in this context. Firstly, the machine reports all data of its
sensors in a continuous stream to the centralized processing unit. This includes positions,
temperatures, and forces. From this information, it automatically can be deduced whether the
machine is having problems or whether certain performance values are falling outside of the
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acceptable boundaries. When the reported values are used to determine whether parts of the
machine are approaching these boundaries repairs can be automatically planned to intervene before
the machine fails. This is called predictive maintenance. It is mainly a machine-to-machine type of
communication where only after reaching certain conditions humans are notified about the required
maintenance steps to be taken to guarantee smooth planned production.

The other way in which machines report on their status is between machine and human. This
happens mostly directly on the factory floor where workers and operators might need to assess the
machines' status and current task directly. This can be done using lights, screens or voice generation.

An important factor for achieving situation awareness and higher perceived safety is the
communication of intent. If an AGV can successfully communicate its intent, comprehension, and
projection (levels 2 and 3 of Endsley’s model) can more easily be achieved.

This works in two ways. The user will also need to communicate its navigational intent to the AGV.
This can be done by interpreting the head pose [38] or by tracking the eye movement [39], [40].

Apart from navigation other types of intent also need to be communicated between humans and
machines such as the spatial positioning of a robot arm [41]. As the amount of automation and
flexibility grows within the factory, we will need more intention communication between machines
and humans.
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3.5 Augmented Reality

The Virtuality Continuum
Milgram and Kishino define a spectrum of visual display techniques that they group as ‘Mixed reality’
[42] and which they group as a subset of Virtual Reality displays.

| Mixed reality |

Real Augmented Augmented Virtual
environment reality virtuality environment

Image 17: a visualization of the mixed reality landscape. Adapted from Milgram and Kishino [42].

Let’s talk about the spectrum and the four categories defined within image 17 with the exception of
the real environment since that would concern our unenhanced real world.

A virtual reality environment attempts to suppress all senses of the subject in order to make room
for new sensory input that is virtually created. The subject is therefore closed off from the real
world. Popular examples are virtual reality glasses such as the Oculus Rift and HTC Vive. These types
of solutions often cover the visual and auditory senses. Haptic gloves can be used to create a virtual
haptic sensation and there are even solutions for creating olfactory sensations e.g. smells.

Image 18: In virtual reality, senses are blocked off in order to be replaced. In this picture we see a man use an HTC Vive for
visual VR, a headset for auditory VR and HapTX haptic gloves for haptic VR.

Augmented virtuality is equal to a virtual environment that is enhanced and supplemented by
virtually placing real-world objects inside of it or using other real-world factors.
Augmented Reality

According to Azuma [43] a (visual) AR system should:

e Combine real and virtual objects
e Runinteractively and in real-time
e Register and align the real and virtual objects

28



In the context of this project, we are primarily discussing Augmented Reality. There are different
ways of augmenting virtual layers on the real world. Subsets of this modality are spatial augmented
reality, recorded augmented reality, and see-through augmented reality (which in turn includes
head-mounted displays). The four types considered for this project are discussed in more detail in
chapter 5.4.

When objects are removed or replaced in the real environment this can additionally be called
mediated or diminished reality. If this is done carefully and in a contextually adaptive manner it can
be deployed to lower perceived complexity.

Image 19: The physical equivalent of a "diminished reality". The TV remote has all buttons that are not needed covered with
tape to minimize confusion and misuse. Image source: Reddit.

Spatial Augmented Reality

In their book about Mixed reality experiences Meschini et al. [44] define Spatial augmented reality as
“augmentations of real-world objects and scenes without the use of special displays such as
monitors, head-mounted displays or hand-held devices’. SAR makes use of digital projectors to
display graphical information onto physical objects”

This definition ties SAR specifically to the use of digital projectors and prescribes that any other
medium cannot create a SAR.

For the purpose of this project, we will slightly broaden this definition. We define SAR as the use of
augmented layers of visual information that use the same spatial distribution as the real world.

This definition would include projects such as The Shaderlamps project [45] see (image 20)., in which
a hand-held device is used to project on objects. This would fall outside the original definition
provided by Meschini et al, while it could easily be argued that this is an excellent example of the
spatial variation of AR.
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Image 20: This 2001 project called Shaderlamps [45], [46] explored a variety of tabletop applications to apply colors and
textures to real-life objects using projectors.

Image 21: Projections can be used to illuminate shelves and products in storerooms. guiding employees to a specific product,
giving alerts when supply is low and providing improved situation awareness in general. Image source: Alexander
Isreb on Pexels (Creative Commons).
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Image 22: Multiple academic groups are researching possibilities to use spatial augmented reality to aid in repair,
maintenance, and assembly tasks. This is an example from Mengoni et al. [47] using a projector and depth sensors
(Microsoft Kinect) to aid in the assembly of a phone.

Only when this is done in collaboration with cameras and other sensors we can speak of real
augmented reality because the information becomes interactive and updates in real-time, fulfilling
the second requirement set by Azuma et al. (an AR system should run interactively and in real-time)
(43]
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Because multiple people can observe the same augmented information in the real world without the
need for installations that measure the human observer (transparent screen) or hardware mounted
to the human observer (HMD) this approach has been found well suited for collaborative
applications. More specific applications of Spatial Augmented Reality are outlined in chapter 5.3
where we shall discuss it in relation to AGVs and situation awareness.

While VR headsets have proven to induce a troublesome amount of motion sickness and dizziness in
some individuals, research indicates that this may be less the case for AR headsets [48] because
most of the visual context used for orientation is maintained. However, research still needs to be
done toward the potential health risks of elongated AR headset use.

Applying spatial augmented reality can only be done for selective spaces. llluminating entire
factories with projections is (and will probably remain) too costly, both in terms of installation and
maintenance. One way to minimize the hardware cost is to consider which contexts are best suited
for enrichment with spatial augmented reality solutions. Another way is to make the projection
move with the user (for example the shaderlamps project in image 20 or by attaching the projector
to an AGV)

Although Azuma et al. describe that all senses can be augmented [43], Mangold estimates that 85-
90% of information processing by humans is done by the visual system [49].

Therefore we prioritize visual augmentation while keeping in mind that auditory and haptic
augmentation are promising additions to support and enrich a visual augmented experience.

The following list contains the most important insights that are relevant for the project:

e The development of AGVs is a prime driver for other industry 4.0 innovations.

e There are certain prerequisites for an industrial smart AGV network:

o The factory needs a high sensor density approaching the level on which a digital twin
of the factory can be made.

o There needs to be a state of cooperation between industrial robotics and human
workers. This in turn requires a multitude of innovations to streamline and optimize
the interactions between them. This project aims to contribute in this regard.

e Theroad to Industry 4.0 is vastly different from industry to industry and from company to
company. For Magna smart adaptive transport systems are pivotal to prepare for a market
that is becoming more and more demanding in terms of speed and customizability.

e This project focusses on the optimization of the visual communication of spatial information
between human and machine. Other challenges in the AGV industry such as planning,
scheduling, navigation, and localization are left out of focus.

The communication is divided into 3 parts: legacy (past), status (current), and intention
(future).

e For this project we consider the AGVs to use LiDAR sensor for the SLAM method.

e Within the AGV system, the balance between autonomy and supervisory control will shift
more toward autonomy as we move to more futuristic industry states.

e Endsley’s model and definition are used to define situation awareness.

e The decision of a SA measurement method depends on the type of evaluation chosen for the
later stages of the project. SAGAT can be used in user simulations while SART is applicable
on a wide range of other types of evaluations.
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Within the virtual continuum as defined by Milgram and Kishino this project focusses on
augmented reality with a focus on the spatial variety because it is specifically potent in visual
spatial communication.

Applying spatial augmented reality on an entire factory at the same time is (and will
probably remain) too costly. The context of application needs to be carefully considered so
spatial augmented reality can be applied where it brings the most value.

32



Chapter 4

Contextual Research

On 11 September 2019, a visit was brought to the Smart Factory department of Magna in their
factory plant in Graz, Austria. Presentations were given about Magna’'s efforts to move toward the
industry 4.0 paradigm, their AGVs, and developments in the fields of AR and VR, big data, and
Internet of Things. In chapter 4.1. the key insights from the visit are discussed. In chapter 4.2 this
information is processed to formulate the vision of Magna regarding the smart factory and its
components such as AGVs. In chapter 4.3. we discuss the three distinct factory states, which are
abstractions of the technological state of the current factory (current state), the future factory
(intermediary state), and the factory in the far future (future state). Chapter 4.4 talks about four
different application contexts, which are specific user roles and scenarios for which AR designs could
be made. The factory state and application contexts are variable factors of the scope.

See appendix B for a complete set of notes concerning the visit to Graz.

The Smart Factory team has created three AGV prototypes of which the last one is ready for use in a
real manufacturing context.

The lighting system used in prototype 3.0 covers a wide range of necessary Human-Computer
communications such as a few status indications (loading, waiting, starting to park, etc.) and
intentions (“will make a left turn”)

Image 23: [REMOVED] A rendering of the Magna AGV Prototype 3. Further information was removed to protect sensitive
business information.

33



Image 24: Magna AGV Prototype 1 in action with a storage delivery rack mounted as a modular attachment.

Opportunities:

Sound is not yet used for communication between AGV and workers.

. The first prototype contained a screen for showing sensor info, error states and other metrics.
Prototype 3.0 no longer contains a screen. This information is found on the desktop
application. A screen can be useful for workers that require more detailed information about
an AGV (current task, error state, etc.)
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Image 25: The screen on prototype 1 shows additional information such as the values of the sensors and the status of the
AGV.

‘v

The AGV can be outfitted with different addons (robot arm, storage rack or a lift that can carry a
Euro pallet). The AGV uses depth sensors to sense if an obstruction is nearby. If the obstruction is in
the warning zone the AGV will slow down. If the object enters the Stop zone the AGV will make an
emergency stop.

The AGV uses the SLAM method for navigation in combination with InCubed software. The SLAM
information is shared with the central server so a real-time map of the factory is built which all AGVs
can use.
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Many OEMs (Original Equipment Manufacturers) are researching technologies that allow for
advanced intralogistics solutions (in line with the industry 4.0 vision). The way that these
technologies are implemented will greatly influence the role of the AGV and the way it is controlled.

Supplementing the industry 4.0 paradigm, there is also a vision of the reconfigurable smart factory: a
highly flexible factory floor on which all machinery and parts are transported by or mounted on
AGVs. All hardware is only present where and when it is needed.

New technological integrations are needed to make this a reality. Innovations such as AR, VR, Al, loT,
big data, and predictive maintenance can help.

Magna has already successfully utilized a large range of these technologies in real cases:

. Product impression in VR (showing customers and clients cars in a VR environment).

° Ergonomics evaluation in VR.

. Walkthrough of a production set with the client (the manufacturing and assembly line) in a 3d
model.

. Augmented reality is used for quality control. Going through the checklist with an AR headset
on. Quick access to documentation. Automatically run down the checklist. This greatly reduces
errors.

. A meeting space with 3 integrated projectors, and a large central touch screen which is
engineered towards effective meetings both internal and with suppliers and clients.

The amount of sensor data collected in the factory is already enough to allow for a digital twin to be
constructed. This amount of data can be used to have the system present decision-makers
(supervisors) with actionable information.

The CoCoAs project proposal specifically mentions the development of swarm behavior that will
allow groups of AGVs to transport larger units such as complete cars. However, this is currently not a
development priority.

In the current factory, forklifts are outfitted with a screen that shows the tasks assigned to that
forklift (for example: 3 pallets labeled JMO01 from loading dock C to assembly line 59).

AGV’s are also used inside the factory and are a vital part of the assembly line.

To give an example of a current AGV implementation: an AGV brings car seats from one side of the
assembly line to the other, greatly increasing efficiency and reducing costs. The AGV is alone and
mostly isolated from the other subsystems of the factory. Its behavior is simple and predictable and
only deviates if a worker enters its direct surroundings. (a more detailed look on this can be found in
‘Industry state — current’)
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Image 26: [REMOVED] A screen of the forklift driver gives a good indication of the distribution of tasks. Specific forklifts get
tasks to deliver a specific number of pellets from a location to another. Further information was removed to protect
sensitive business information.

The factory currently has a layout that is similar to a district with streets. Vehicles keep right and can
not deviate far from their planned route. In a context like this the usefulness of autonomous
wayfinding is limited. Obstructions are very temporary.

In the “reconfigurable smart factory” however, the street layout will disappear, and the layout will
be in a state of continuous change. Adaptive wayfinding will then be essential for the efficiency of
the AGV.

Magna International (of which Magna Steyr is a part) has more than 60 years of experience in the
automotive industry. Magna creates components and entire cars for a very large variety of car
brands (General Motors, Ford, BMW, Mercedes, Volkswagen, and Tesla Motors, among others).

The automotive industry is moving more and more into a future where the car as a product is highly
customizable. Current day manufacturing and assembly practices allow only for superficial
customizations such as interior and software options. All other customizations are costly and require
parallel production sets.

Industry 4.0 developments are offering an increase in the flexibility that can be imbued in the
assembly line. car manufacturers are already moving from ‘dedicated manufacturing systems’ that
are geared toward a single product to ‘flexible manufacturing systems’ that can vary certain parts of
the production within pre-set values. In order for the vision of Industry 4.0 to become a reality
another step needs to be made toward reconfigurable manufacturing systems that can make a large
variety of different products by reconfiguring the system during a relatively short changeover period
[50]. Leading in these developments is particularly interesting for Magna because as an independent
manufacturing partner their factories see a lot more changeovers than other manufacturers that
focus on making a single model for a very long time.

As described in the fundamentals chapter a lot of other high-tech components associated with
industry 4.0 are necessary to make the smart factory as efficient, flexible, and safe as it can be.
Magna has a head start in these developments by already actively using technologies such as AR, VR,
Big Data, and Internet of Things in their manufacturing process. In addition, Magna already has
workable digital twins that can be used by potential AGV swarms.

In the smart factory of the future supplies, machines and cars need to be where they are necessary
to accelerate the process. The application of AGVs is an essential key to achieving this flexibility.
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DATA > INFORMATION > KNOWLEDGE > WISDOM

(ACTIONABLE KNOWLEDGE)

G \ J /

Image 27: Factory data is converted by the computer system into actionable knowledge. The point in the process where a
human operator intervenes in this process is defining for the balance between autonomy and supervision.

The DIKW model [51] describes information as being structured in 4 levels: data, information,
knowledge, and wisdom. Information is defined as data that is structured to contain meaning.
Knowledge is defined as contextualized information. Wisdom is defined as knowledge that is fully
understood and therefore actionable. This can also be called actionable knowledge.

One of Magna’s goals for the future is to provide its process supervisors with more actionable
knowledge. This indicates that in terms of the balance between supervisory control and autonomy
as described in chapter 3.2 Magna wishes to move more toward autonomy of the system where only
the highest level of decisions are made by human supervisors.

4.3 Industry State

The industry state is a measure to indicate how far a factory has progressed toward the industry 4.0
paradigm. This cannot be expressed on a linear scale because it is not standardized which
technologies belong to this goal, in what way they are integrated into the manufacturing process,
and in what order they are to be implemented. For this project, three phases are defined through
which the Magna production set is expected to progress. On the following page, you will find three
illustrations of strongly simplified fictional factories that show the Human-to-AGV interactions
possible within it.

CURRENT > INTERMEDIATE > FUTURE
factory state factory state factory state
! ™ o S
2020 2025 2030 2035 2040

Image 28: Industry states are an abstraction of the state of technological integration. In what year other states are
achieved is entirely dependent on business and investment decisions made by Magna. This image provides an estimation.
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4.4. Application Context

De Pace et al. defines five major areas of application for AR in the industry domain: Human-Robot
Collaboration, maintenance-assembly-repair, training, product inspection, and building monitoring
[52]. Magna has already indicated to be actively applying AR and VR in at least the first four domains
in this list. Four application contexts within the factory have been selected which are likely to benefit

from AR solutions.

Supervisor/process- planner

The supervisor keeps an overview of all activities of the AGVs.
Future planning: the supervisor states his intent (e.g. we need
to make 88 Jaguar E-pace with configuration X) to the central
control server which translates this into tasks that are
distributed among the AGVs. Alternatively, the supervisor
enters a specific task for the AGVs to perform.

Status Quo: the supervisor monitors the current state of the
assembly line.

Past: the supervisor evaluates irregularities and efficiency.

Workers on the factory floor share their work with the AGVs. It
is essential that:

e They complement each other’s work.

e Human workers do not block AGVs from fulfilling their tasks.
e Human workers feel safe and in control around the AGVs.

The responsibilities of the worker regarding the AGVs include:
e Execute small corrections of the AGV’s actions.

e Solve small errors.

Larger constructive problems with the functioning of the AGVs
are picked up by supervisors and maintenance.
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Troubleshooting / Maintenance

Installation

AGVs routinely need maintenance. Depending on the industry
state the AGVs might be outfitted with predictive maintenance
technology allowing it to evaluate and plan its own
maintenance schedule. Explorations have been done to use AR
as an indicative measure for the spatial locations of errors [53]
[2] or using remote guidance to execute maintenance and
repair tasks [54].

Troubleshooting is the activity of identifying and resolving an
error state or incorrect behavior exhibited by the AGV. Much
like a doctor diagnosing and treating a patient.

Installing an AGV solution is considered to contain the following
steps:

Evaluation: assessing whether using an AGV is the most suitable
option for the task.

Design: deciding how an AGV will execute the task.

Installation: The physical placement and connection of the AGV
solution to the rest of the assembly line. (Cyber-Physical System
design)

Testing: Evaluating whether the AGV installation was successful
and making adjustments where needed.

This application context is mostly applicable to the current and

intermediate industry state. In these factories, AGVs are matched by humans with specific activities.
In the future industry state, almost all activities are executed by the AGV swarm autonomously and
installation for isolated tasks is not needed. AR has found broad support for spatial planning tasks
such as planning factory assembly lines [55].
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Chapter 5

Research on related work

After defining the fundamental knowledge in chapter 3 and exploring the context of use in chapter
4, this chapter will look toward more specific research and technological applications. Several topics
arise when the ‘ingredients’ from chapter 3 are combined.

In section 5.1 we take a look at the academic connection between the application of augmented
reality and situation awareness. Section 5.2 gives an insight into the state of literature concerning
AGV adaptation in the industrial context and what it means to create a ‘swarm’. Section 5.3
investigates the deployment of AR to monitor AGVs. That chapter also contains a section dedicated
specifically to spatial augmented reality. Section 5.4 covers the four selected ways of creating AR,
called technological frameworks, a variable factor of the scope of this project. In section 5.5 we
recap the most important findings of the specific research

5.1 AR in relation to Situation Awareness

Because of the ability of AR to filter, select, and supplement information in a real-life setting it is
often suggested as a technological means to improve situation awareness. Bell et al. explored this by
providing workers with a miniature version of their surroundings in AR [56], thus providing them
with improved situation awareness.

In the manufacturing industry, the relation between and AR and SA is very well researched. A
valuable opportunity is the improvement of SA in remote collaboration [57] [58] as well as during
the spatial planning of factories [59].

The link between Augmented Reality and Situation Awareness is also thoroughly investigated
outside the manufacturing context. Lukosch & Lukosch [60] apply AR to create SA for collaborations
in the security domain such as interactions between emergency and security personnel. Livingston
did the same for a military context [61].

. a > "-.: h
Image 29: Image adapted from Lukosch & Lukosch [60]. Two policemen are virtually co-located using an AR HMD. The
remote colleague can highlight suspicious objects in the scene or point in the direction of emergency exits.
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In these papers, a strong trend seems to be to limit the information found in mission-critical
environments and to provide agents with contextually relevant information. The applications for the
positive effect between augmented reality and situation awareness are not limited to any specific
industries and the results found in academic research (improvement of situation awareness and
reduction of mental and physical workload) are promising.

The most striking difference between the past industry state and the intermediate state as seen in
chapter 4 is the replacement of the human-operated forklifts by AGVs.

Toward the future industry state more and more machines will become AGVs as well (or become
attachments for AGVs with more or less the same result)

The complete title of the CoCoAs project, of which this project is part (see stakeholder map in
chapter 2) is ‘Collaborating and coupled AGV swarms with extended environment recognition’.

When we talk about a swarm, we mean a step beyond centralized control of the AGVs. In a swarm
the loose elements (in this case the AGVs) are ‘conscious’ of each other’s activities and can act to
supplement each other resulting in a collective behavior rather than the sum of multiple individual
behaviors. An example of this would be to use multiple smaller AGVs to move a car that could not
have been moved properly with one single AGV. This kind of swarm behavior belongs to the “future
industry state’ as described in chapter 4.3.

In a system that contains strictly machine-to-machine interactions, everything can be geared toward
efficiency, cost, and risk reduction. Adding humans to the equation makes the situation a lot harder
to optimize because the human to machine interactions are more complex and introduce more
factors to the situation that need optimization. For the smart factory, it is no longer enough for the
AGVs and workers to simply coexist, they need to collaborate in a shared work process [62].

One of the factors introduced when humans enter the equation is called ‘social cost’ and is a
collective term for everything that is demanded from the human interacting with the AGV. Loss of
trust or an annoyance with the way the AGV behaviors would be examples of social cost.
Researchers such as Ramon-Vigo and Perez-Higueras apply ‘inverse reinforcement learning’ to derive
social cost functions that can help predict what the most preferable robot behavior would be [21],
[63]. These researches however were done for autonomous robots working in public spaces such as
museums and boardwalks where socially acceptable behavior is very important. In the industrial
context, the balance between social cost and financial cost will tend to move toward the financial
side instead. The advantage of a specialized context such as a manufacturing factory is that users can
be trained in the proper interaction with the AGVs and can be required to wear certain safety or
guidance measures such as safety vests [40].

De Pace et al. [52] describes that AR is a promising technology that can enhance the user’s ability to
understand:

1. The movements of a mobile robot.

2. The movements of a robotic arm.

3. The forces applied by a robot.
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These are all metrics that, when communicated sufficiently with the operator, improve his or her
situation awareness. Specifically, the first enhancement (movement of a mobile robot) is relevant for
this project while the other ones becoming further stretching opportunities once AR frameworks are
adopted within the factory.

While numerous innovations have been proposed to use AR technologies to assist in robotic path
planning [14][64], these researches take a different approach to the application of AR. For example,
Erdei et al. [14] use AR to scan QR-tags to locate AGVs in the factory. The AR is used as a sensory
system for robot-to-robot communication instead of the robot-to-human communication
investigated in this project.

Let’s take a look at two research initiatives that propose methods meant for increasing and
improving the information available to the operator through AR, an endeavor more in line with the
goal of this project:

Papcun et al. [23] propose a system specifically designed for the
transition from the more static ‘fixed slotting warehouses’ to the
dynamic ‘chaotic slotting warehouses’. This is a vision that is in line
with the expected developments described in chapter 3.1
concerning the smart factory and which reserves an important role
for AGVs. The proposed system uses recorded AR through a phone
(see chapter 5.4. recorded AR) or smart glasses (see chapter 5.4
HMD AR) to highlight obstacles and paths for the user.

Piardi et al. [65] present a system called ‘ARENA’ meant for active
experimentation in smart warehouses, aiming to promote the real
characteristics of the factory floor. Video footage of the factory is
overlaid with an AR layer which adds information about states,
zones, AGVs, tasks, and other elements found in the factory (see
chapter 5.4 for an explanation of the ‘recorded AR’ technological

0 0 .
Image 30: Within the app the user
can place and see virtual obstacles framework).
that the AGVs consider. The user can
influence the AGV path and he or she
can see the world like the AGV does
(image adopted from Papcun et al.

(23])
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Image 31: visualization of the ARENA system [65]. On the left we see an impression of the warehouse. on the right we see
the same warehouse with a layer of information showing sections, AGV paths, and AGV safety zones.
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Spatial Augmented Reality and AGVs

When designing an interface solution for the problem of improving perceived safety and situation
awareness in the study of Human-Robot Spatial Interaction (HRSI) It might be logical to resort to
spatial interfaces.

There are promising leads that indicate that simple solutions such as lamp indicators (that
communicate a navigational intention) improve the comfort experienced by the users [35].
However, this modality has a limitation in terms of expressing detailed navigation information such
as future trajectory and context-dependent information [40]. Spatial augmented reality offers many
advantages in this regard. Researchers like Chadalavada et al. and Matsumaru have done multiple
experiments with a projector unit mounted on top of a mobile robot. By projecting simple
information such as the future trajectory of the mobile robot and safe paths around it on the shared
floor they were able to improve the communication, reliability, predictability, transparency, and
situation awareness as it was perceived by the human subject [66], [67], [68]. Coovert et al. use
comparable hardware to demonstrate that individuals can determine the upcoming movement of
the AGV with high confidence [69]. Further advantages of the SAR method are demonstrated by Park
[70], who shows that projections around an AGV can be an alternative to anthropomorphic
interaction styles and can solve the ergonomic difficulties that touch screen interactions have.

Image 33: adopted from Chadalavada [67]. a projected indication of
the area needed for an emergency stop (in red) and the footprint of
Image 32: adopted from Chadalavada [40]. The the robot in the next 5 seconds (in green). A barely visible white line
should indicate the direction. The goal of these experimentations was
to see if information like this spatially mapped would influence
human trust in the robot. Trust was defined as a combination of 5
attributes: communication, reliability, predictability, transparency
and situation awareness. The perceived values of the factors were
measured in human subjects and a significant increase in all 5
attributes was found when the projections were provided compared
to no projections.

research compared the capability of intent
communication of a projected arrow, a line, a
blinking arrow or nothing.
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Image 34: Matsumaru [68] shows various pieces of
information in the projection: an arrow indicating direction

and speed, status information, and incoming motions such as
a revolution on the spot.

Image 35: an experimental setup by Coovert [69] shows the
user which obstacles have been perceived by the AGV. The
sytem makes distinctions between short term, mid term and
long-term problems and assigns visual cues which signal an
appropriate amount of urgency.

Image 36: Park & Kim [70] propose to use
projections on an Autonomous robot as an
alternative to the anthropomorphic
interaction paradigm (imitation of human
interactions). Interactions are facilitated
through mobile devices or a laser pen.
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5.4 Technological Framework

Visual augmented reality can be achieved in a variety of ways. Considering the contextual research
of chapter 4, four methods for creating AR have been selected that are deemed feasible for the
manufacturing context. We call these methods ‘technological frameworks’ and they are a variable
factor to the scope of the project (as explained in chapter 1.1), meaning that one will need to be

selected.

Projected AR

Transparent Screen AR

A projector is used to display information on the object itself.

This is a form of Spatial augmented reality. The augmented
layer is created with hardware that is external to the user. A
group of people can look at the same augmented object for
cooperative purposes.

A transparent screen is used to add a layer of information to the
real world.

This can be done with transparent OLED or by using holographic
glass such as the HOPS projection glass [71]. This is a type of
glass that reliably redirects light if it hits the glass under a
specific angle. Using a projector an image can be projected
while the rest of the surface remains transparent.

Head Mounted Display (HMD) AR

The user wears a contraption on their head, similar to a pair of
glasses which adds a digital augmented layer to the vision of the
user. A large variety of methods can be used to create the
augmented layer. Well known examples include Google Glass,
Magic Leap, and the Microsoft HoloLens.
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Recorded Augmentation

When a real-life scene is captured by a digital camera and
digitally enhanced or supplemented before playback, we define
this as ‘recorded augmentation’. Modern hardware reduces the
playback delay to such low levels that it is perceived by users as
a real-life display.

A popular example is the mobile game Pokémon Go, where
apart from using the players’ actual GPS location for the game,
monsters are augmented in footage that is recorded and played
back on the mobile device. Because this can be done by almost
any smartphone, this method is relatively cheap, and the
technology required is widely available.
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The following list contains the most important insights from this chapter that are relevant for the

project:
[ ]

Research has indicated that applying augmented reality is a useful measure to increase
situation awareness in an industrial setting. Observing the development of factories
becoming more dynamic and chaotic, many researchers focus on improving the information
flow to the operators. Applying AR is a promising tool to facilitate this. Spatial augmented
reality in this regard is especially interesting because it is a good fit for the highly dynamic
and collaborative industry 4.0 future.

Advantages of spatial AR compared to HMD AR and recorded AR:

o Multiple people can look at the same augmented layer and they will be looking at
the same information mapped in space in the same way, meaning they can discuss
the information with confidence that it is presented to everyone in the same way.

o Less expensive hardware is required.

o Users do not need to fit an HMD on their heads and calibrate the display.

o Communicating spatial information works the most intuitively when done in a
spatial manner.

When introducing a more autonomous behavior in AGVs, more social elements need to be
introduced to make the AGVs capable of co-habiting and co-working with humans. Examples
are social costs, the perception of the AGV behavior, and perceived safety.

AGVs in closed environments such as a factory can however be approached differently than
AGVs that interact with the public. Optimization can be shifted toward efficiency rather than
the social desirability of the behavior because workers can be trained on how to interact
with the AGVs.

A future as described in the ‘future industry state’ (see chapter 4.3.) will probably bring
swarm intelligence to AGVs enabling collective behavior and the pursuit of collective goals.
With the ‘ARENA’ system. Piardi et al. [65] propose a set of information that may be overlaid
on top of a factory layout to offer more information to operators. It should be noted that
ARENA focusses on the design of new factory layouts rather than factories that are in full
operation.

As described by Park et al. [70] spatial augmented reality can provide an alternative to
anthropomorphic interaction styles and can solve the ergonomics problems present in touch
screen solutions.

Personalizing the projected information can be an interesting opportunity, also proposed by
Chadalavada [66].

Lessons learned during this project may also apply to other mission-critical contexts since
many of these industries are looking for suitable AR interventions and conditions are often
comparable.
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Chapter 6

Solution spaces

As explained in chapter 1.2. (the scope) a solution space is a combination of all factors of the scope.
Apart from the fixed factors, it consists of one chosen industry state, one application context, and
one technological framework. Since there are three industry states (current, intermediate, future),
four application contexts (supervisor, worker, maintenance, installation), and four technological
frameworks (projected AR, transparent screen AR, HMD AR, recorded AR) this combines in a total of
36 possible solution spaces. Only if an AR intervention can reasonably be applied in the given
combination a part of the morphological chart will be colored green and thus marked ‘fertile’ for AR
solutions (see chart on page 55). For example: a transparent screen AR will not work for the
supervisor in the current and intermediate industry state because it is expected that the street-like
infrastructure will obstruct the direct view of the supervisor.

The decision about whether a solution space is fertile for innovation or not is not as binary as the
chart suggests. The decision is based on multiple factors described in chapter 1 and the designer’s
vision.

6.1 Selection criteria for a solution space

Requirements derived from the assignment
As is described in more detail in chapter 1.2, the scope of the project is defined by the following
fixed requirements. The project involves:

e Interaction with AGVs and not with other machinery or robots.

e The application of augmented reality.

e The visual communication between human and machine.

o Improvement of the situation awareness within the chosen application context.

Situation awareness is a less relevant measure in the application context of maintenance and
installation. This makes the solution spaces for these application contexts less suitable for this
project.

Requirements from Magna

Magna wants to have the augmented reality solution integrated into the existing AGV platform; this
means that the next innovative step taken should connect to the factory context as it exists now
while also extending further than the current possibilities. This indicates a strong preference for the
intermediate factory state.

Of course, the solution will need to be economically viable for Magna, delivering value that exceeds
the investment costs.

Magna has a strong preference for solutions that aid the factory floor worker and sees less potential
value in creating AR solutions for the supervisor /process-planner position

Installation of new AGV systems is done by external companies which makes AR interventions meant
for the installation process less interesting for Magna.
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Directions from personal vision

In my vision, augmented reality solutions will become not only an important part of the industry but
also in our personal lives. Although augmented reality has the ability to enhance the communication
between machines and humans it should not limit or obstruct communication between humans in
the process. Technological solutions such as head-mounted displays create a personalized
augmented layer which may become a barrier for human-to-human communication if not correctly
calibrated. This may become an obstacle that makes the AR technology less accessible. Because of
these observations a preference exists toward a projected spatial augmented reality solution.

Vision-based design

A big design challenge within this project is created by the fact that many research fields discussed in
this report are all under active development or still in their infancy. The design problem does not yet
truly exist because the technological conditions in which that design would be necessary are still in
their early phases.

The approach for this project will therefore be based on a vision of the smart factory and the
technologies that are part of it. This might mean that the world in which this ideation is performed
might develop in a different way than was assumed in this report. An example of vision-based design
is the industry states as illustrated in chapter 4.3. A lot of substantiated assumptions need to be
made in order to assess what the factory will look like beyond the year 2025. However, this practice
does allow for meaningful ideation with a clear goal without having to resort to generalized
conclusions because of the unfinished state of the industrial development.
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6.2 Nominated solution spaces

Two solution spaces were selected as suitable for the project.

AGV with mounted projector

s

W

[rg

Industry state
Intermediate

Industry state
Future

Factory Floor Projected
Worker AR

An ultra-short throw projector mounted on top of an AGV could illuminate the ground around the
AGV offering numerous opportunities for enhanced communication between human and AGV as
demonstrated by Chadalavada, Coovert, Park, and other researchers [40], [66], [68]—-[70], [72].

AR cockpit with a transparent screen

Industry state
Future

Supervisor /
proces planner

Transparant
Screen AR
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From an unobstructed point of view a factory supervisor or process-planner can see the real factory
with augmented layers provided by transparent screens.

This is a design direction not yet pursued by academic discourse. This may be the case because a
design of this kind would require a factory floor that grants open view over a large section of the
factory. Currently, many factories do not offer such an unobstructed view. The future smart factory
as it could be envisioned might offer a suitable context for this design.

6.3 Selected solution space

Although both solution spaces fit the criteria set for this project (see chapter 6.1.) the AGV with
mounted projector fits more closely with the wishes of Magna and the vision of the designer.
Furthermore, academic research shows a promising perspective for this type of design intervention
while still leaving more than enough space for further innovation.

Magna

The design intervention could be applied directly into the current factory state contributing to the
transition toward the intermediate factory state. This design direction focusses on the factory floor
worker which is the application context in which Magna sees the most potential.

Personal Vision
The use of projected AR fits more closely to the vision and skill of the designer.

Other

Research efforts toward comparable solutions have resulted in favorable results, indicating a
potential for this kind of solution in the manufacturing context to improve situation awareness and
reduce both physical and mental workload.

The concept of an AR cockpit with a transparent screen is further developed by a student team in the
course ‘Advanced Embodiment Design’ (Course code: ID4175) at the faculty of Industrial Design at
the TU Delft. Their concept will be adopted and further developed inside the SAM | XL research lab in
Delft (see stakeholder map in chapter 2).
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Chapter 7

Design Iterations

7.1 Method

The iterative process is here summarized into three main iterations. In reality, each iteration
consisted of multiple smaller trials and design interventions (which may or may not be reverted at a
later stage).

Simplifying the design process into these three main iterations is not representative of the real
process but does allow for the documentation of the important conclusions of all trials.

Iteration 1 focusses on the initial practical implications of rigging a projector on an AGV and the
direct contextual factors such as lighting conditions and the driving surface. The only observers are
the researchers themselves.

Iteration 2 introduces external observers and focusses on the interaction between those observers,
the AGV, and the projections.

Iteration 3 was planned to be a session of iterative testing (RITE method) but was finally executed as
a formal test with two different conditions (with projected arrows and a control group without).
More details about that can be read in chapter 8.4.

Iteration 1 Iteration 2 Iteration 3
Practical opportunites Projection of Formal test with E&
and limitations responsive armows control group =

Conclusions

Obsenvers

ressarch participant ressarch participant

Image 37: Visualisation of the method of testing and the different iterations.
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7.2 Iteration 1 — Practical opportunities and limitations

Goal: practical testing of rigging, positioning of the projector, lighting conditions, stability, and the
driving surface
Diagram of communication:

Image 38: A simple setup with the projector and the laptop both mounted on the ridgeback. although easy to install this did
pose practical implications in terms of controlling the projection.

Conclusions:
e Itis positive if the projection extends a little bit along the sides of the AGV, this way people
approaching from the backside of the AGV can also see the robots next move in case it
intends to move toward the side the observer is walking

-—\_,_\_“\ .

Image 39: Because the projection extends beyond the sides of the AGV it is possible to see an arrow indicating a potential
collision course with the walking individual.

e There is still a lot of shaking in the rigging. However, this mainly occurs at acceleration and
breaking and occurs less when the robot is moving at a constant pace. The shaking is not to
the extent that it is problematic for testing. It might limit the readability if text is projected.

58



e Having the rigging adjustable in terms of angle is useful for adjusting the projection range
and therefor projection size between testing.

Image 40: The projector is held at the preferred angle and position for an ideal ‘canvas’.

e The projection needs a slight perspective correction because of the angle of incidence.

Image 41: Because the projector is not mounted perfectly perpendicular to the floor the projection is warped.
The red line indicates the actual projection canvas. The green line indicates the corrected canvas.

e 3000 ANSI Lumens seems around enough for the factory conditions, in the selection of the
projector brightness should be prioritized above contrast. the contrast ratio of the projector
is almost entirely irrelevant.
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e Alaser projector is needed because of the excessive shaking the projector is subject to. Laser
projectors are far more resistant to vibrations compared to traditional lamp-based
projectors.

e Textures on the factory floor are not problematic for the visibility of basic shapes (such as an
arrow). Reflective surfaces can however be problematic. very dark floors can also be
problematic and would require a projector with a higher light output (4000+ ANSI lumen)

e Anuneven floor can cause the projection to throw short shadows, warping the projected
image slightly. Brownfield applications might be more problematic.

o  Wireless control over the projection is preferred because it makes testing more practical.

7.3 lteration 2 — Projection of responsive arrows

Goal: getting first reactions to the responsive arrows from outside observers.
Initially, the arrow responded to the controller input. Later it was adjusted to react to the movement
vector of the ridgeback.

phone with 0SC

Image 42: For testing purposes, signals can be sent to the projector through a smartphone using 'Open Sound Control (0SC)'
a protocol for sending wireless messages. This allows the researcher to control the projection wirelessly from a distance.
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Conclusions:
e Based on the findings in iteration 1 a projector was selected and tested

i3 L3502W Laser Projector

This projector was selected based primarily on these three factors:

Throw distance: this is what’s called an ‘ultra-short throw’ projector which means it can
make a large image from a short distance. With a throw ratio of 0.27:1 it makes an image
of 1,5 meters wide at a distance of 40cm.

Brightness: with 3500 Lumens this projector can easily create highly visible figures even in
a bright lit factory hall.

Resistance to vibrations: The light source of this projector is a LED-Laser module.
Traditional projectors use a bulb as the light source which wear down quickly or can
malfunction under the vibrations and shocks that the projector might endure. A LED-laser
module is far more durable in this regard and can produce light for up to 20.000 hours
before the module needs replacing.

e Therigging (as can be seen in image 43) can be adjusted to change the angle of the
projection

.

Image 43: simple but flexible rigging for the prc;jector.

e Passer-by’s and other invited observers experience the projected arrow as a natural
indicator for direction. The arrow is appreciated far better in this regard than a single line
(this was also confirmed by Chadalavada et al. [73])



e Having the arrow extend instead of turning brighter is a better metaphor for acceleration

Image 44: (left) initial concept for the visualization of acceleration during iteration 1. (right) improved visualization.
Observers deemed this as a more natural metaphor for speed.

e Because projectors are best at projecting white light the white color creates the most
contrast and works best on the factory floor.
colors with less white light in it such as red make a far less vibrant impression on the floor.

e Visuals are triggered manually at this point (at Industrial Design Engineering at the TU Delft
this is often referred to as the ‘Wizard of Oz-technique’) Because the AGV and the laptop are
moving we need to be able to trigger visuals remotely. Touch OSC is a standard for sending
wireless messages mostly used to communicate between music- or lighting devices. It can be
used to control the projections with extremely low latency. This allows for wireless control
of the projection, but the laptop still needs to be mounted on top of the AGV

e By using a MiraCast device the laptop may be removed from the AGV, connecting wirelessly
to the projector. The MiraCast introduces a slight delay (200ms) which is noticeable but
acceptable for testing. This final information infrastructure is visualized in image 45.

o The Ridgeback is capable of omnidirectional movement. Observers consider this type of
movement to be very unpredictable. Luckily, the model of AGV used by Magna is not
omnidirectional and will therefore only require projection on the front of the AGV. For
further testing the omnidirectional movement of the Ridgeback will not be used.

7.4. Iteration 3 — Formal test with a control group

Original plan

The original plan of iteration 3 was not primarily to do a validation of a specific design but to iterate
further on the design supported by the input from test participants. The intention was to use the
RITE method for this (Rapid Iteration Testing and Evaluation) [74] in which it is customary to make
design changes in between tests. Participants would be invited to the lab and given a task in a
controlled environment. An example of such a task would be ‘walk straight ahead at the crossing’.
During the task the user would encounter the AGV with a pre-set behavior.

A short quantitative questionnaire would be given for each scenario (the TLX and SART methods
would be used, which will be explained later in chapter 8) followed by a qualitative discussion with
the participants. This qualitative discussion would form the basis for design interventions to be made
before the next participant arrives.
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Corona plan

because of the COVID-19 pandemic testing in person in the lab was not possible. A plan for filming
was hastily drafted and executed in order to get the right video material for remote testing. The
scenarios drafted for the original plan were adopted in remote testing.

The original goal of iterating on the design was replaced by a more formal goal to validate the merit

of projected AR on AGVs.

Alternatively, testing is now conducted through a remote questionnaire with videos. The method
used is a derivative of the ‘freeze-probe’ methodology. The participant is placed in a simulated
environment (in this case a ‘POV’-video). Once the video leads up to a decisive moment the video
suddenly cuts to black. the participant must then decide what to do, as well as answer several
standardized questionnaires.

Chapter 8 goes into more detail regarding the experimental setup of this test, but first, the final
information infrastructure used for testing is illustrated on the next page (image 45).
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Information infrastructure

The figure below illustrates the infrastructure used to control the ridgeback and the visuals.

USED FOR THIS EXPERIMENT

ENVISIONED NEXT STEP

Controller input
(over network)

T . < :
l |
| PYTHON |
| @ SCRIPT |
l |
l |

B reomis 2
|
|
RESOLUME |
ARENA |
|
|

=

Mg frdve,

Controller

Controller input
(over network)

Motor vectors
(over network)

PROCESSING |
PATCH |

\
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\

\

\

(over Spout)
RESOLUME
() ARENA

(7N
Miracast Final video
) (Wireless over MiraCast)
=

Image 45: lllustrations showing the infrastructure from the controller input up to the projector. On the left, the setup used during this
experiment. On the right, the envisioned next step to make the setup more accurately respond to the AGVs direction

Controller input is picked up on the network. specific controller
inputs are translated to TouchOSC messages using a python script.
The TouchOSC messages are used to trigger images such as
arrows.

This stream of video is sent to the projector mounted on the AGV.

This process was run on separated computers because of the
practical availability of specialized software and operating systems
but may be configured in a singular laptop instead.

In this envisioned next step, the arrow would be generated live
based on the motor vectors of the Ridgeback.

The video is processed in two different software packages because
Processing can renderer the arrow and Resolume can effectively
apply the perspective warp as well as other effects.

The diagram on the right was envisioned but not executed. The
COVID-19 crisis forced the experimentation to be executed in a
remote fashion and live generation of the visuals was not required
for creating the videos needed for remote testing.

64



Validation



Chapter 8

Experiment setup

This chapter aims to explain the structure and setup of the formal experiment. In section 1 an
overview is given, and the used questionnaires are explained. In section 2 the scenarios that were
tested are explained.

8.1. Overview

<=

2. Testing 1. Preperation

3. Finish

—

1.1

1.2

1.3

2.1

2.2

23

2.4

2.5

3.1

Consent form

Preliminary questions

- age, gender, nationality, education
- topic specific experience

- technological aversion

- skill in the english language

Synthesize
tell the participants what will be expected from
them.

Scenario 1- AGV turns left
Condition A or B

Scenario 2 - Diagonally behind AGV
Condition A or B

Scenario 3 - You are in the way
Condition A or B

Scenario 4 - AGV reaches goal
Condition A or B

Comparison section
Participant is shown both conditions next to each
other. Followed by qualitative questions.

Final information
Thank the participant for their participation and
provide contact information again.

PROCESS FOR ALL SCENARIO'S

Every participants gets only one condition for
every given scenario

1. Warning and instruction:

"pay attention, you may only view the movie
once”. Tell the participant the intention he/she
has in the movie.

2. Show movie. The movie cuts of at the pauze
sign (see illustrations) and the screen immedi-
ately turns black.

3. Response questions
4. SART Questionairre
5. TLX Questionaire
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The goal of this experiment is to see if there are merits to the use of projection-based visualization
(Spatial Augmented Reality) of AGV’s spatial intent. This is done by comparing the reactions to an
AGV with a projected arrow to the reactions toward an AGV with no projection. The goal is to
produce leads for design direction for the further development of this system and to see if any
verifiable statistical relationships are present.

This experiment is conducted as a between-groups experimental design. A within-group design
would lead to a significant learning effect and would enlarge the effect of demand characteristics
(Participants guessing the goal of the experiment and altering their behavior because of this).

At least 20 participants will be needed for the main experiment (10 for each group). Whenever
possible the participants will be distributed over the A and B groups based on age and gender.
Age is the most important for the distribution because it is strongly correlated to technology
aversion.

A pilot will first be conducted with at least 3 participants to optimize the design of the experiment.
For this pilot participants will be recruited that are knowledgeable about the project because they
can not be used for the main experiment and because they can give more detailed feedback.
During the pilot additional text boxes will be available at each step of the experiment to allow the
pilot participants to leave additional feedback.

See appendix C for the complete research questionnaire.

Preliminary questionnaire. Contains standard demographic questions. Additionally, questions are
added to measure the participants' experience and affinity with technology because it is assumed
that this may influence participants' approval of the demonstrated techniques.

Single Ease Question (SEQ). As the name implies this is a single question with a 7-point rating scale
to assess how difficult users find a task. It performs well as a measure of usability even compared to
more elaborate measures [75]. The SEQ is asked as the first question directly after the ‘task’ of
viewing the video.

Response questions. The test was originally planned to be a lab experiment in which the response of
the participants and their assessment of the situation could be observed by the researcher. In the
new remote situation this information is found through these open questions (e.g. ‘describe the
action you will take at the end of the movie’).

Situation Awareness Rating Technique (SART). A rating technique that was originally developed for
the assessment of pilot situation awareness. It uses ten dimensions on a 7-point scale to calculate a
standardized score [33]:
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Domains

Construct

Definition

Attentional demand

D

Instability of situation

Likeliness of situation to change
suddenhy

Wariability of situation

Mumber of variables that require
attention

Complexity of situation

Degree of complication of situation

Altentional supply

Arousal / alertness

Degree that one is ready for activity

Spare mental capacity

Amount of mental ability available for
new variables

Concentration

Degree that one's thoughts are brought
to bear on the situation

Division of attention

Amount of division of attention in the
situation

Understanding

U

Information quantity

Amount of knowladge received and
understood

Information quality

Degree of goodness of value of
knowledge communicated

Familiarity

Degree of acquaintance with situation
experience

The final SART score is calculated using the following formula: SA =U — (D —-S), where:
U = summed understanding

D = summed demand
S = summed supply

The questionnaire used for this research was missing one question. Details on how this came to be
and how it was handled can be read in chapter 11.1.

Nasa Task Load Index (TLX). A widely used assessment tool to measure workload. Seven dimensions
are measured on a 21 point scale: Mental demand, physical demand, temporal demand,

performance, effort, and frustration [76]. After data collection, the 21-point scale is changed to a
100-point scale for each dimension.
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Python script: this script uses the controller joystick input and sends one of five (OSC) messages
every 50ms. Each message corresponds to a preset arrow (left, slightly left, forward, right, slightly
right).

Touch OSC: Touch OSC is a standard for sending wireless messages mostly used to communicate
between music or lighting devices. It can be used to control the projections with extremely low
latency. It can be seen as a variation on the MIDI standard.

Processing: open source software that can generate live output based on a large variety of possible
inputs. Here it would be used to generate an arrow visual (or other visuals) in real life.

Spout: software that acts as a bridge between software packages that generate pixel matrices. Here
itis used to bring the output from processing into Resolume. (for macOS see Syphon for the same
functionality).

Resolume Arena: Powerful software meant for VJs, video technicians, and video artists. It is included
in this chain because it allows the researcher to change visual aspects on the fly, allowing for rapid
iteration.

MiraCast: Essentially ‘HDMI over Wifi’. It can send Full HD video with 30 frames per second
wirelessly to a device on the same network. The network needs to be optimized to limit latency.
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8.2. Scenarios
Scenario 1 — AGV turns left

NO PROJECTION | | ARROW

Image 46: scenario 1, the pause signs indicate where the movie cuts off.

The participant and the AGV are moving toward each other. The AGV is about to turn left into the
trajectory of the participant.
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Scenario 2 — Diagonally behind the AGV
N

Image 47: scenario 2, the pause signs indicate where the movie cuts off.

The participant is walking diagonally behind the AGV. The participant is going faster than the AGV
and will soon overtake the AGV.

Scenario 3 —You are in the way

NO PROJECTION

Image 48: scenario 3, the video cuts off after the participant has seen the AGV.

The participant is stacking boxes. The AGV approaches and either indicates (condition B) or does not
indicate (A) that the participant is in the planned trajectory (using a projected red blinking arrow).

71



Scenario 4 — AGV reaches goal

NO PROJECTION STOP SIGN
CONDITIONS

Image 49: scenario 4, the pause signs indicate where the movie cuts off.

The participant has the intention of going straight at the crossing. An AGV approaches from the
right. The AGVs destination is just before the crossing so it intends to stop before it’s trajectory ever
crosses the intended walking path of the participant.

Other scenarios
The selected scenarios are the ones most frequently occurring in a factory environment and also the
ones where the projections could be used to communicate spatial intent.

These scenarios were also filmed but not selected:

AGV standing still. The AGV would either indicate that it is at a loading dock or indicate that there is
a problem that prevents it from moving. Designs for the projection were not tested or iterated in
previous sessions.

Boxes are in the way. This is comparable with the content of scenario 3. Scenario 3 was chosen
instead of this scenario because scenario 3 concerns the participant directly, soliciting a more
immediate response.

Passing straight on. The AGV and the participant pass each other while going in opposite directions.
The amount of interaction in this scenario is limited.
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Chapter 9

Pilot

Before launching the main questionnaire, a pilot was held to see if participants understood the line
of questioning. Finding technical mistakes within the questionnaire was also important.

Another concern to be addressed was whether the participants experienced the questionnaire as
too long.

The pilot questionnaire contained additional ‘pilot boxes’, open question boxes at the end of each
page which allowed for feedback from the participant.

A total of 7 responses was recorded for the pilot. 4 participants filled in all questions with proper
attention given to the content and line of questioning. The other 3 participants mostly checked for
technical problems within the questionnaire.

e Age, gender, and country of origin are well spread.

e All pilot participants score high on affinity with technology.

e Experience with production environments, AGVs, and Augmented Reality is spread.

General

e Some text was made bold for emphasis, a short test with outsiders concluded this was a
helpful graphical change.

o The total length of the questionnaire was deemed long. It was considered to shorten it by
removing the TLX-questions, but this option was not taken because some researchers would
like to have the results of the TLX nonetheless.

Synthesizing

e The videos were considered very short. A warning text was added to make sure participants
are fully focused on the video before pressing play because the video may only be played
once.

o The text explaining to the participant what the ‘intention’ is that he or she has in the video
was confusing for some participants. It was confused with the intention of the robot. The
text was reformulated to a ‘task’ description which also made answering the standardized
guestionnaire more natural. Especially the TLX strongly builds on the assumption that the
user has just completed a task.

Questions

e Changed the phrasing of multiple questions in cases where pilot participants indicated
confusion or ambiguity.

e One very important change was to supplement the text of the response questions with
“from your perspective” to make the answers less ambiguous (especially the distinction
between left and right matters here).
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e Opinions differ about the formulation of the scale of the ‘experience’ questions. (preliminary
guestions). No changes were made because this scale is the most unambiguous option.

e Changed video game question (preliminary questions) to the same 7-point scale as the other
‘experience’ questions. Asking for the frequency of gaming can be misleading when users
have game experience but do not frequently game currently.

e Reformulated questions about the experience to be more specific about the user being
‘experienced in its use’.

Videos

e Changes were made to ensure that:
o Thevideo cuts off before the participant can see what the AGV will do next.
o Videos between groups A and B are comparable in everything except the controlled
condition. For example: equal factory audio was added to all videos.

NASA TLX

e Multiple participants indicated having problems answering the TLX questions. Because of
this, the SEQ was added as an alternative in case the TLX did not return useful results.

e Question 2 of the TLX concerns physical demand. Since no physical activity is undertaken by
the participant at all it was deemed necessary to remove the question.

SART

e The word ‘aroused’ in question 4 was considered awkward by multiple pilot participants. It
was also not interpreted with the right meaning by these participants. The word was
replaced with ‘alert’.

e SART questions 6, 7, and 8 were deemed confusing by some participants. However, no
changes were made to ensure the validity of the standardized test.
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Chapter 10

Results & Conclusions

In this chapter results and conclusions will be shown of the statistical analysis of the data gathered in
the research. The structure will follow the structure of the research.

27 responses were received for group A but one entry was excluded because the participant seemed
inattentive (seemingly random answers, quick completion time, and short open question answers),
resulting in 26 responses for group A.

21 responses were received for group B.

The full data set produced by this research can be found in appendix E.

10.1 Single Ease Question (SEQ)

This question was asked directly after the movie of the scenario: Overall, how difficult or easy was
the task to complete? The participant could respond on a 7-point scale with 1 meaning very easy and
7 meaning very difficult.

Single Ease Question (SEQ) over all 4 scenarios
B A Projected Arrows [ B.NoProjection
7
s _
5 - l
4
3 #
| I i i
1 = B — = H 2 —=
Scenario 1 Scenario 2 Scenario 3 Scenario 4

We can see that in scenarios 1, 2, and 3 the ‘no projection’-group found the task more difficult on
average.

A t-test points out that the positive effect of the projected arrows is significant in scenario 1 (p =

0.003, MD =1.313). Levene’s test points out that for scenario 1 the variances cannot be assumed
equal. In Scenario 4 the effect is negative but not significantly so (p = 0.065, MD = 0.978).
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10.2 Response Questions

Analysis process

Questions 2, 3, and 4 for each scenario are open questions and therefor return qualitative results
(labeled as ‘RAW’ in the dataset). In order to do quantitative analysis all data was converted to more
general categories first (In the dataset this is labeled as ‘CAT’). After that, every description was then
classified again in order to fit within a ‘verdict’. In question 2 (Q2), for example, we are interested in
whether the participants can correctly guess the robots' next action or not (correct and incorrect) a
third verdict, don’t know, is used when the participant cannot give a clear answer. (Verdicts are
labeled ‘VERD’ in the dataset)

Assessment of the AGVs next action (Q2)

The second question after each scenario movie: Describe what you think the robot will do at the end
of the movie (please describe from the robot’s perspective). This was an open question. Responses
that accurately described the next action of the robot were deemed ‘correct’. If the participant could
not give a clear answer it was labeled ‘don’t know’. Everything else was labeled ‘incorrect’.

Processed results of Q2: Describe what you think the robot will do at the
end of the movie (please describe from the robots perspective)
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||
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0,0%
T1. Projected 1. no T2. projected T2.no T3. projected T3.no T4. projected T4. no

projection arrows projection arrows projection arrows projection

correct mincorrect don't know

A Pearson Chi-Square test points out that in scenarios 1 and 2 the participants with projected arrows
were significantly more often correct (p < 0.001.) We can see in the graph that scenario 3 and 4 that

the group with projected arrows also scored more correct answers than incorrect but the difference

is not significant (p=0.145 and p=0.051 respectively).

In Scenario 4 it seems particularly hard to assess the robots' next action for both conditions.

Action response of the participant (Q3)

The third question after each scenario movie: Describe the action you will take at the end of the
movie. (please describe this from your perspective). This is an open question. When participants can
not make a clear choice, it is labeled ‘don’t know’. Desirable actions are labeled desirable while
actions that might bring harm to the participant, AGV, or factory process are labeled ‘not desirable’.
Actions that are neither are labeled neutral.
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Processed results of Q3: Describe the action you will take at the end of the
movie. (please describe this from your perspective)
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desirable mnotdesirable neutral mdon'tknow

A Pearson Chi-Square test shows that the response from a participant that is shown projected
arrows has a significantly higher chance of being correct in scenarios 1 and 4 (p < 0.001 and p < 0.05
respectively). Scenario 2 and 3 also show a positive effect from projected arrows but the effect is not
significant (p=0.053 and p=0.157 respectively).

Experienced feeling (Q4)

The fourth question is: How would you feel if you envision yourself in the situation shown in the
movie? This question required rigorous labeling. The first step was to label all emotions and feelings
in the responses. These were then categorized into 26 groups (for example: anxious, nervous, and
worried were grouped) these groups were deemed either positive, negative, or neutral.

If a response counted multiple of these feelings, they were counted. If the positive emotions had the
majority, it was labeled positive and the same for the negative emotions. A response is labeled
neutral if there was an equal amount of positive and negative emotions.

Processed results of Q4: How would you feel if you envision yourselfin the
situation shown in the movie?
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In scenarios 3 and 4 we see more positive reactions in the projected arrows group. In scenarios 1
and 2 we see approximately the opposite. The difference in scenario 1 is the only one that is
significant (p < 0.05).
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Perceived certainty (Q5)
Question five is as follows: How certain were you of the robot's next move? Which the participants
answer on a 7-point Likert-scale.

Q5. How certain were you of the robots next move?
(perceived certainty)
B A Projected Arrows [ B.NoProjection
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6
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Scenario 1 Scenario 2 Scenario 3 Scenario 4

As can be suspected from the graph Levene’s test points out that in scenario 3 the variances cannot

be assumed equal. In scenarios 1, 2, and 3 we find that the projected arrows significantly improve
the certainty experienced by the participant.

In scenario 1 with a p-value lower than 0.0001 and an effect size of 2.5 points

In scenario 2 with a p-value of 0.04 and an effect size of 1.5 points

In scenario 3 with a p-value of 0.01 and an effect size of 0f 1.9 points.
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Perceived safety (Q6)

Question 6 concerns perceived safety: How safe did you feel in the situation? Again, the participants

are asked to answer on a 7-point Likert scale.

Q6. How safe did you feel in the situation?
(perceived safety)

B A Projected Arrows [ B. No Projection
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Only scenario 1 yields a significant effect (p < 0.005, MD = 1.3). Interestingly in scenarios 3 and 4
there is a tendency toward a reversed effect: the projection seems to lower the perceived safety,
although the difference is not significant (p > 0.05).

10.3 Situation Awareness Rating Technique (SART)

The calculation of the SART score is explained in chapter 8.1.
Discussion on the validity of our execution of the SART score can be read in chapter 11.2.

Situation Awareness Rating Technique
(SART score)
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[ A Projected Arrows [ B.No Projection
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The situation awareness is higher for the participants with projected arrows in all scenarios, but this
effect is only significant for Scenario 3 (p = 0.0037, MD = 1.2) and is leaning toward significance in
scenario 2 (p =0.07, MD = 1.1).

The strongest effect is measured in SART question 8: How much information have you gained about
the situation? Have you received and understood a great deal of knowledge (High) or very little
(Low)?. On average (all scenarios included) participants that are shown projected arrows score 1.2
points higher on this question than participants that are shown no arrows. The effect is significant in
scenarios 1, 2 and 3 (p < 0.01)

10.4 NASA Task Load Index (TLX)

The calculation of the NASA TLX score is explained in chapter 8.1.

NASA Task Load Index (NASA TLX)

100
[l A.Projected Arrows [ B. No Projection
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The t-test points out that none of the differences between the A and B groups are significant.
It could be concluded that the projected arrows bear no influence on the experienced task load of
the participants.
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10.5 Post Test Questionnaire (PTQ)

After all scenarios and associated questions have been handled the participants see a movie showing

both conditions (projected arrows and no projection) next to each other.
They are then asked 4 questions to be answered on a 7-point Likert scale with 1 meaning disagree
and 7 meaning agree.

Post Test Questionnaires (PTQ)

B A Projected Arrows [ B.No Projection

PTQ1: The projected PTQ2: I don't need the PTQ3: The projected PTQ4: The projected arrows
arrows help me tounter-  arrows to understandthe  arrows give me confidence are distracting.
stand the situation situation. in the situation.

Since both the A and B groups get the same question with the same movie (see image 50) there
should be no significant difference between the groups. A T-test points out that this is correct.

Image 50: screenshot from the movie shown during the last part of the research.

The results are highly favorable toward the projected arrows. However, the participants by now
have most probably understood that the researcher is the one designing this system. It may
therefore very well be that these answers are simply meant to pander to the researcher.
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Using preliminary questions PQ5, PQ6, and PQ7 (How familiar are you with smartphone / desktop
computer/video games) a score was calculated and labeled TAS (Technology Affinity Score).
We wanted to see if this score correlates with any performance scores such as the SART or TLX

and SEQ for all tasks. A Pearson’s correlation test was executed. Aside from a weak correlation
(Correlation = 0.362, p = 0.012) with the SART score of task 3 no correlations were found. Leading us
to conclude that the technological affinity of the participants did not influence the test results in this
setup.
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Image 51: figure showing the correlation between the Technological Affinity Score and the Situation Awareness Rating of
the third scenario.

Using preliminary questions PQ8, PQ9 and PQ10 (How much experience do you have with AGVs /
production environments / AR) an average score was calculated and labeled FES (Familiarity &
Experience Score).

We wanted to see if this score correlates with any performance scores such as the SART, TLX, or SEQ
using a Pearson’s correlation test. Apart from a weak correlation between FES and the SART score of
task 3 (Correlation = 0.291, p = 0.047) no correlations between FES and other parameters were
found leading us to conclude that familiarity and experience with technology do not significantly
influence the results in this test setup.
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The most relevant and significant results of this research:

Projected arrows made scenario 1 significantly easier to assess as evident from the SEQ.
Assessment of the robot's actions (Q2) was improved in all scenarios. In scenarios 1 and 2,
the chance of a participant correctly assessing the robot rose dramatically when the

projected arrows were used. Participants also had a heightened certainty of this assessment

in scenarios 1, 2, and 3. In scenarios 1 and 3 this relationship was very significant.

Projected arrows increased the chance of a participant taking a desirable spatial action in all

scenarios.

Emotional responses greatly differed. Anxiety was an often-reported emotion especially in
scenario 3.

The Post Test Questionnaire indicated that:

e Participants find the projected arrows helpful in understanding the situation

e Participants think the arrows are needed to understand the situation

e Participants are confident in the situation because of the projected arrows

e Participants do not think the projected arrows are distracting

As evident from SART question 8, the project arrows caused the participants to gain more
information about the situation in scenarios 1, 2 and 3. The average score was 1.2. points
higher than for participants that are shown no projection.

Please see next page for scenario-specific descriptions
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Scenario 1

Projected arrows made the situation significantly
easier to assess (Q2, Q3). Participants also
experienced that this assessment was easier to
make (SEQ, Q5). Participants felt safer because of
the projected arrows (Q6) but were more likely to
feel negative emotions (Q4).

NO PROJECTION

Scenario 2

Projected arrows greatly increased the chance the
participant could correctly assess the robots next
action (Q2). Participants also experienced that this
assessment was easier to make (Q5) and it did
provoke a (non-significant) rise in situation
awareness (SART).

Scenario 3

The projected flashing red arrow increased
anxiety (Q4) and made the participant feel unsafe
(Q6). However, it did very clearly communicate
the robots next action (Q2) and increased the
participants situation awareness (SART). It made
participants more certain of the next action of the
AGV (Q5).

RED BLINKING
NO PROJECTION ARROW

Scenario 4

The projected visualisation made a (non-
significant) positive impact on the experienced
ease of the task (SEQ). This is confirmed by the
fact that participants significantly more often took
desirable action (Q3). However, it did provoke
more negative emotions such as anxiety (Q4) and
might lower perceived safety (Q6) compared to
the situation without projection. The results
indicate that the design confuses the participants
and does not clearly communicate that the robot
is about to stop.

NO PROJECTION STOPSIGN
CONDITIONS
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In the previous chapters, statistical results are presented at length, but the question remains what
this means for the industry, the concept of the smart factory, and for the merits of spatial AR applied
in this manner and context. The results seem to indicate great potential for SAR within smart
factories with a high degree of cooperation or coexistence between mobile robots and humans.

The results indicate that the projected visualizations have a risk of inciting anxiety in the users.
Although we suspect that training and habituation can greatly lower the occurrence of this anxiety, it
should also be noted that future development should involve special attention toward making the
visualizations consistent and calm.

Edge-cases such as scenarios 3 and 4 need to be better explored so more effective visualizations can
be created. Training can help workers properly understand the visualizations in these more
exceptional cases.

In the most regularly occurring cases (such as scenarios 1 and 2) where the main communication
concerns the projected arrow, the SAR setup provides an intuitive way for workers to quickly assess
the robot's movement intention. In terms of subjective measurements, the projected arrows seem
to positively influence the situation awareness, although this relation is only significant in scenario 3.
Furthermore, the perceived safety is increased. In terms of objective measurements, the projected
arrows lead to a far better assessment of the robots’ actions and lead to a far greater chance of
humans taking actions that are desirable for themselves and the factory. In the factory, this can lead
to a decrease in incidents involving AGVs and an increase in worker wellbeing because both the
experienced and the real safety are improved.

Applying this technique may mean that AGVs could now be applied in industrial situations that were

previously considered unfit for AGV installations. This would accelerate the progress toward the
factory 4.0 paradigm.
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Chapter 11

Discussion

As discussed earlier in this report the experiment had to be executed remotely because of the 2020
COVID-19 crisis. Because the entire testing experience is virtual, control over the participant is
limited. He or she can for example watch videos multiple times or be less attentive. The time the
participants uses for the experiment could not be measured with the used survey tool (Google
form).

Because of the use of videos, participants feel less immersed in the situation and the videos are
barren of external stimuli.

A positive aspect of the use of videos is that they could be more easily controlled. Manual operation
would have created variations in the exact path and speed of the AGV.

Labeling qualitative data is a tedious process, but in the end, this seems to be the data showing the
strongest results. From the open feedback questions, it can be concluded that participants had a lot
of trouble ‘roleplaying’ the feelings they were asked for in the SART and TLX questionnaires.
However, providing their own response to the situation and assessing the robot’s actions seem to
come more easily to the participants. This is also evident from the low amount of data that needed
to be labeled ‘don’t know’.

The data collected through the situation awareness rating technique is useful to some degree.

A major problem with the execution of the SART is that one dimension (information quality) is
missing. Many sources online seem to spread an image that is missing this dimension. Regrettably,
the questionnaire was adapted from one such image.

The ‘information quality’ was removed from the calculation that defines the SART score. The SART
scores can be compared amongst themselves within this research but do not account for the
dimension that concerns the quality of information. Furthermore, the SART scores in this research
are not comparable to other researches. The scores now have a range between -5 and 13.

One question was removed from the TLX for this research (How physically demanding was the task?)
The five remaining dimensions contribute equally and the scores from separate tasks can be
compared to each other. But because of the excluded question, the results cannot be compared to
other researches where the NASA TLX was deployed.

NASA TLX concerns tasks. Watching a movie can not truly be considered a task. It requires a lot from
the participants' imagination to imagine all the types of strain and workload. Because the NASA TLX
builds on participants' experience of the workload rather than their imagination of it, this resulted in
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the participants not knowing what information to give. This is also evident from the relatively high
variance in the data. In hindsight, this method should not have been deployed in this remote setting.

Visualizations of scenario 3 and 4

The results indicate that the visualizations designed for scenario 3 and 4 did not properly
communicate the status quo and intent of the AGV or that the visualization would otherwise
negatively affect the participant.

The values for T3TLX5 show that the flashing red arrow in scenario 3 is evaluated as frustrating. And
the results from Q4 show that scenario 3 and 4 made participants anxious.

Image 52: (left) Scenario 3 visualization (rlght) Scenario 4 visualisation.

Post-test questionnaire

By the end of the post-test questionnaire, many participants might have figured out what the
research intention of the research is. The results here might therefore be strongly influenced by
participants pandering to the researcher.

Technological Affinity

The questions that were included to measure technological affinity and experience were improvised
without proper academic reference. In the future, a standardized and verified test might be used
such as the ATl scale (Affinity for Technology Interaction scale) [77].

11.3 Benchmark selection

The decision to execute the research remotely was hastily taken because of the COVID-19 situation
developing in April 2020. Because it was uncertain if the lab would remain open, a plan to film the
required materials was made and executed within a 20-hour period.

Regretfully this resulted in filming the two conditions as they are described in this research. The
ridgeback AGV (like most AGVs) has indicator lights that are used in a comparable fashion in cars. In
hindsight testing the projected arrows against a benchmark of the integrated turning indicator lights
would have been far more meaningful.

However, even if this realization had come in time it would not have been possible to film the
movies with indicator lights on short notice because:

o We did not yet get the indicator lights working.
e We did not obtain detailed information regarding the behavior of the indicator light in
the industrial setting.
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The way that the projector is rigged to the AGV causes a practical problem. In the Magna factory, a
pallet is picked up by an AGV in a special pick-up station. They enter the station on one side and exit
it on the other. The projector rigging would block the AGV from entering the pick-up station.
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Image 53: The AGV enters a special pick-up dock from one side (1) and then continues out on the other side (2).

This could be solved by developing an ultra-short-throw projector that can be implemented at a
height of 20cm from the projection canvas. If optical lenses are developed specifically for this
application, it would be possible. It does need to be noted that this will cause ridges and debris on
the floor to cast large shadows in the projection, making it unfit for brownfield applications.

A secondary option is to change the pickup behavior so the AGV enters and leaves on the same side
of the pick-up station. This could be implemented without costly development, but it might delay
the pick-up process. This design restriction does not apply when machinery is permanently fixed
upon the AGV as is the case for the ‘Mobile Manipulator’, a robot arm installed on top of an AGV.
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Chapter 12

Design Opportunities

During the runtime of this project and as a result of the research described in chapters 9, 10, and 11,
multiple design opportunities were identified that would capitalize on the projected Spatial
Augmented Reality setup. In this chapter, these opportunities are explained and in some cases
examples of designs are given. The solutions go beyond the scope of this project but are provided so
they might inspire future design efforts.

Presence acknowledgment

Participants and visitors to the lab often expressed doubts concerning the question ‘whether the
robot has seen them’. In day to day interactions and in traffic, humans use cues to acknowledge
each other and this creates a high certainty regarding the question of whether he or she has been
seen. The projection may very well be used to accommodate this acknowledgment (see image 54).

Image 54: The AGV projects an indicator that points toward obstructions that the AGV (through the SLAM system) has
identified as human. This will communicate to the human workers that the AGV has ‘seen’ them and that it will plan its
route accordingly. The design may vary to indicate more information such as the proximity of the human or it’s assumed
walking direction.
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Contextually dependency

Contextual relevance
the context functions as a filter

N4

Extended
Spatial Temporal User Context

9 O 22 ik

Image 55: lllustration showing the ways that contextual relevance can function as a filter for the shown information

Considering that the AGVs operate in a factory that has a digital twin, a lot of information is known
about its environment. The context can be made to function as both a filter and a means to prioritize
the information that passes the filter. There is a lot of information that could be shown, too much to
practically comprehend. The concept behind the application of contextual relevance is to use factors
of the context as a filter for which information to show and which information to exclude. If multiple
pieces of information are still to be shown, then the context should provide a means to prioritize the
information. Some examples:

e User: e.g. Maintenance workers may require different information than forklift drivers;

e Spatial: The visualization as it is shown from far away may evolve to give more details
once it comes closer to the observer;

e Spatial: The visualization could adapt to the viewing point of the user, so the
visualization is always ‘right side up’ and readable.

e Extended context: Information regarding the role of the AGV in a multi-AGV coupling
can be given (see image 56):

VAN
AN

Image 56: As the AGVs prepare for a collaborative operation they show their respective roles.
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e Spatial: Breaking zones may be shown when the AGV is speeding. The zones would
extend when the AGV is moving fast and would disappear as the AGV slows down (see
image 57).

3

Image 57: A visualization of breaking-zones.

Multimodal interaction
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Image 58: An illustration showing the different modalities in which humans and AGVs could potentially communicate.

This project has specifically focused on visual information from the AGV to the user. However, other
modes of communication could improve the interaction and create a more effective, safer, and
more user-friendly environment. For example: audio signals from the AGV could prove useful in
situations where the user is not facing the AGV (like scenario 3 in the experiment). Another example
is that users could use voice commands to engage with the AGV.

92



Spatial communication of spatial intent of robot arms

Once the AGV is outfitted with a projector, the same concept could be extended to other machinery
in the factory. The projected information could for example also be used to show the spatial
intentions of s robotic manipulator arm mounted on an AGV.

Image 59: The projection may be used to visualize the motions of a robot arm as well.

Projecting on the environment

In the hectic factory environment, the AGV can often run into obstructions it can not surpass. By
projecting directly on these obstructions, it can clearly communicate to its human co-workers what
the problem is. This will also assist in troubleshooting situations where the AGV perceives objects
that are not actually there (for example due to a sensor malfunction).

Image 60: the AGV indicates where it has observed an obstruction.
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Evaluation

Spatial Augmented Reality can help with evaluating the performance of an AGV system because it is
easier to connect the actions of the robots to its perception. After all, the perception is spatially
visualized in real-time.

Image 61: Video by the Massachusetts Institute of Technology. [78] In this setup the behav:or of robots is evaluated within a
modeled city. A fully projected environment visualizes the available data in real-time allowing researchers to quickly see
mismatches between the real model and the robots' interpretation of it.
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Chapter 13

Research Opportunities

13.1 Potential research

The experimental setup as described in chapter 8 could be repeated but with some key changes to
make the results more valuable for industrial application and academic discourse and to iterate on
the findings in this report.

Interviews should be held with multiple types of factory workers within their working
context. The goal would be to find which design opportunities (see chapter 12) facilitate
their information need best and which interaction scenarios are most likely to occur.
This information can then be used to create realistic scenarios and design the
visualizations and behavior exhibited by the AGV in that scenario.

Specifically, better visualizations are needed for more complex scenarios such as 3 and
4. The research results indicate that the visualizations did not properly communicate the
current status and intent of the AGV. This should be done in an iterative fashion first
(using the Rapid Iterative Testing and Evaluation (RITE) method) to find a good design
before doing academic measurements. The effect of training personnel to interpret
visualizations in these rarer cases could also be researched.

The experiments should be executed in a lab environment with a real AGV. This will
improve how realistic the testing environment is, which will improve the reliability of
standardized scores such as the SART. Also, this will give the researcher more control
over the testing environment.

The experiment described in this report used two groups: ‘Projected arrows’ and ‘no
projection’. In a future experiment, the ‘no projection’ should be replaced. AGVs in
factories use signal lights to communicate their intent. This would provide a more
realistic real-world benchmark to test against.

AGV installation experts should be consulted to verify whether the behavior of the lights
in the experiment is representative of the behavior in a factory.

Image 62: Most AGV’s (like this ridgeback AGV) that are used in a factory context have indicator lights just like cars. They
are used to communicate intent or the robot's current status.

95



e Asdescribed in the discussion (chapter 11) the NASA TLX did not seem to produce
reliable data on account of the remote testing. A pilot for these experiments should
focus on finding out whether this improves when the scenarios are enacted in a lab
environment. In addition, the complete SART question list should be used.

e To measure the technological affinity of the participants a standardized test should be
used such as the ‘Affinity for Technology Interaction (ATI) Scale’ [79]. This way the
technological affinity of the participants can be compared to other researches or to the
average technological affinity of the target user group.

Other proposed research

The concept of ‘presence acknowledgment (see chapter 12) could be evaluated to see if it
lowers the participants experienced anxiety. It is suspected that this method, if designed
properly, can greatly help improve the participants' trust in the workplace robots.

The evaluations described in this report are all based on first impressions; the participants
have no experience with the situation they are exposed to (AGV with projections). In reality,
factory workers will be trained to interpret the AGV’'s communications and to communicate
back adequately whenever needed and they will quickly grow experienced in this
interaction.

Although first impression research can tell us a lot about the successfulness of the design
efforts it does not fully account for the expert roll that the real users have and although
experience and training will generally mean that the AGVs communication will be more
easily correctly interpreted it also increases the demands and expectations the user has
regarding the interaction. A follow-up research in which participants are either trained or
experienced in the interaction would be a logical next step to see how the design fares with
these users.
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13.2 Solution Spaces Chart as a tool for framing research
efforts

The image seen below (image 63) is the 3-dimensional chart that was used in chapter 6 to define
potential solution spaces for AR innovation in the smart factory environment.

This chart may be used to communicate the position of a research project and help it to achieve a
narrow scope. For example, this may be used for research within the TU Delft. Research efforts that
fall within the same solution space could be connected to share insights and tools. The three
dimensions of the chart could easily be expanded if needed.

APPLICATION CONTEXT

SUPERVISOR WORKER MAINTENANCE / INSTALLATION
TROUBLESHOOTING
o~  future future future
=
& intermediate
=
& current
—  future future future future
==
= Sg intermediate intermediate intermediate
= =3
= = - current current
2
S future future
= = intermediate
= =
8 / =
= current current =

Image 63: Solution spaces chart with three dimensions: Application context (y-axis), Technological framework (x-axis), and
Industry state (three options within each cell). The green cells are the ones that were considered ‘fertile’ for design
innovation within this project. This will need to be reconsidered for each project individually.
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Original Design Brief

DESIGN
FOR QLW

IDE Master Graduation

Project team, Procedural checks and personal Project brief

This document contains the agreements made between student and supervisory team about the student's IDE Master
Graduation Project. This document can also include the involvement of an external organisation, however, it does not cover any
legal employment relationship that the student and the client (might) agree upon. Next to that, this document facilitates the
required procedural checks. In this document:

+  The student defines the team, what he/she is going to do/deliver and how that will come about.
+ SSC E&SA (Shared Service Center, Education & Student Affairs) reports on the student’s registration and study progress.
+ IDE's Board of Examiners confirms if the student is allowed to start the Graduation Project.

@) USE ADOBE ACROBAT READER TO OPEN, EDIT AND SAVE THIS DOCUMENT

Download again and regpen in case you tried other software, such as Preview (Mac) or a webbrowser

STUDENT DATA & MASTER PROGRAMME
Save this form according the format “IDE Master Graduation Project Brief_familyname_firstname_studentnumber_dd-mm-yyyy".

Complete all blue parts of the form and include the approved Project Brief in your Graduation Report as Appendix 1 ! ®
family name ~ Verbeij T —— Your master programme (only select the options that apply to you):
initials MM. __ given name Martijn IDEmasteris: () IPD) O Di) () sP)

student number 4150015 B S 2" non-1DE master R
street&no. .. ... . individual programme: _- - (give date of approval)
zipcode &city - honours programme ( ) Honours Programme Master )
country  Netherlands specialisation / annotation {7)Wedisi§|'17 - ‘_7J
phone  _ o ( ) Tech. in Sustainable Design )

email T =7 3 P (_). Entrepeneurship __;_*A_)

SUPERVISORY TEAM **

Fill in the required data for the supervisory team members. Please check the instructions on the right !

Chair should request the IDE

: : - Board of E» ers for apprové
** chair  Doris Aschenbrenner dept. / section: DE/MM Board of P,‘x(mun.,rs for approval
of a non-IDE mentor, including a

**mentor _Zoltan Rusak dept. / section: CPS © notivation letter and c.v
“'mentor _TBA (Someone from SAM | XL or Magna Steyr) o Second mentor only
organisation: _SAM | XL or Magna Steyr s
2 assignment is hosted by
city GP(L‘? country:  Netherlands / Austria an external organisation
comments o Ensure a heterogeneous team
(optional) In case you wish to include two
[ team members from the same
: section, please explain why
IDE TU Delft - E&SA Department /// Graduation project brief & study overview /// 2018-01 v30 Page 1 of 7
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Procedural Checks - IDE Master Graduation

To be filled in by the chair of the supervisory team

\ C d
chair _Doris Aschenbrenner date 04 - O) = /ZO/U signature

CHECK STUDY PROGRESS
To be filled in by the SSC E&SA (Shared Service Center, Education & Student Affairs), after approval of the project brief by the Chair
The study progress will be checked for a 2nd time just before the green light meeting.

Master electives no. of EC accumulated in total: j_&_ EC
Of which, taking the conditional requirements [ E ’
into account, can be part of the exam programme 1 EC
List of electives obtained before the third
semester without approval of the BoE

name DQLPQ'\SL(/ date '1[) \9 - \/9 signgtur, ] 5

FORMAL APPROVAL GRADUATION PROJECT

To be filled in by the Board of Examiners of IDE TU Delft. Please check the supervisory team and study the parts of the brief marked **
Next, please assess, (disjapprove and sign this Project Brief, by using the criteria below.

CENE/) +rrroveo Y ) noTAPPROVED )
ol
Croceure. (()IEEED @INEEGNED)
¢ |sthe level of the project challenging enough for a

: ) =
MSc IDE graduating student? OJO\O YOIV R not OJAAOWQ
« Is the project expected to be doable within 100 & b CEl . Pleose Mkﬂ)pt‘
)

e Does the project fit within the (MSc)-programme of
the student (taking into account, if described, the
activities done next to the obligatory MSc specific
courses)?

working days/20 weeks ?
e Does the composition of the supervisory team H\Q/ (’J tLﬁL .
comply with the regulations and fit the assignment ?
comments
name “ A/\)\'\\/\)O‘Q\- date ‘W : O\ = /Z/Ol O signature m
/ J \)
IDE TU Delft - E&SA Department /// Graduation project brief & study overview /// 2018-01 v30 Page 2 of 7
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Explorative study for application of Spatial AR on factory AGV project title

Please state the title of your graduation project (above) and the start date and end date (below). Keep the title compact and simple.
Do not use abbreviations. The remainder of this document allows you to define and clarify your graduation project.

startdate 06 - 05 - 2019 25 -10 - 2019 end date

INTRODUCTION **
Please describe, the context of your project, and address the main stakeholders (interests) within this context in a concise yet

complete manner. Who are involved, what do they value and how do they currently operate within the given context? What are the
main opportunities and limitations you are currently aware of (cultural- and social norms, resources (time, money....), technology, ...).

CURRENT STATUS: Automated Ground Vehicles (AGVs) are autonomously functioning vehicles often used in factory
context for transport. The new generation of AGVs are no longer predictable, train-like vehicles, but quite literally have
a mind of their own. The dialogue between machine and men needs to be properly facilitated otherwise the AGVs are
perceived as unpredictable by the human operators and thereforecreate physical danger. An additional problem is,
that supervisors lose the overview of the swarm of AGVs.

The supervisory operator is currently using desktop applications to read out the sensor data from vehicles and
associated hardware. Multiple screens are used to display the information and keyboard and mouse are used for input.
The information is plenty and complex but should primarily provide three insights: what has the fleet done, what is it
doing and what is it going to do. When errors occur the operator should quickly be able to understand the problem
that was created and provide input to solve it.

The information complexity in both of these situations could be improved using AR solutions that provide a better
flow of information within the factory. AR solutions will become more prevalent in the future, but not all contexts allow
the usage of head-mounted displays. Spatial AR utilizes only hardware that is external to the user and offers many
advantages in terms of ergonomics and cemmunication between humans.

PROJECT CONTEXT: The specific context for this research is applying Spatial Augmented Reality to improve situation
awareness of autonomous factory transport. The project is conducted in cooperation with the TU Delft faculty of
Industrial Design Engineering, the SAM XL lab in Delft and Magna Steyr in Austria. Problems in the factory working
place are derived from high information complexity. AR offers the means to filter and provide contextually specific
information. This fits within a broader perspective of applying AR in complex work environments to relieve human
operators (more about my vision on complexity in the persenal project brief).

OVERALL OBJECTIVE: The first objective is to analyze the interactions between factory supervisors and the AGVs. Focus
will lie on interactions that are A. the most critical B. have the most potential for improvement, and C. are most
susceptible to a design solution using Augmented Reality. This design solution should improve the situational
awareness of the human controller, reduce risk and increase performance and employee wellbeing. The merits of
applying spatial AR will be researched for this purpose.

MAIN STAKEHOLDERS: Magna Steyr smart factory in Austria. SAM|XL Lab and it's associated partners. The TU Delft,
specifically the faculty of Industrial Design Engineering and the Applied Labs. The stakeholders all expect insights into
the application of AR in a complex workplace. They wish to learn what impact AR can have in this context in its current
technology level but also it's potential for future development when AR has become more socially acceptable, has
been further developed to make it deployable for a broad range of applications and will be more affordable.
LIMITATIONS AND CONSIDERATIONS: There are also certain limitations that should be kept in mind. AR is a rapidly
developing technology, this means that discoveries and insights may quickly become deprecated or design solutions
may become obsolete when solved by other technological means. Therefore | will not only try to demonstrate the
merits of AR in this specific use case but also outline more general insights for the application of AR in complex work
environments. Many teams working on the development have a computer science or robotics background and will
have a strong focus on data structures and efficiency optimizations. | will attempt to complement this by applying a
human-centered approach to my design work, using metrics that allow the effect of these efforts on humans to be
measured.

space available for images / figures on next page
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PROBLEM DEFINITION **

Limit and define the scope and solution space of your project to one that is manageable within one Master Graduation Project of 30
EC (=20 full time weeks or 100 working days) and clearly indicate what issue(s) should be addressed in this project.

SOLUTION SPACE

The first phase of the project will concern indexing the responsibilities and challenges of the fleet supervisors and the
current state of AR application.The solution space is where appropriate AR technology and the appropriate context
meet. A profound contextual inquiry at the beginning is required, to find those opportunities. This contextual inquiry
will take place during our planned visit to Magna Steyr (10.09 until 12.9). The analysis phase will be used to narrow the
solution space down, so that the conceptualization will either focus on the information complexity facing the
workfloor operator or the information complexity facing the supervisory operator. A Ul framework or interface
prototype will be designed using existing AR development tools (such as Unity AR/ VR).

LIMITATIONS

There is limited access to the context of use. | will need to prepare properly to make the most of the contact moments.
At this moment a lot of assumptions are made about the operators and their responsibilities, problems and
interactions with the AGVs. Before doing the contextual inquiry it is unclear exactly at what place in the factory process
the most improvement can be achieved. Multiple issues still persist within the concept of a Smart Factory. A lot of
these issues will need to be assumed fixed in order to focus on the problems with the user-robot interaction. The
project will not address associated AR challenges such as tracking, calibration, the display technique itself, graphics
rendering and information processing.

ISSUES TO BE ADDRESSED: Sensory and mental overload of the supervisor needs to be limited, mission-critical
information needs to delivered to the appropriate agent with a high degree of reliability. Other communications and
processes in the factory should not be obstructed in any way.

ASSIGNMENT **

State in 2 or 3 sentences what you are going to research, design, create and / or generate, that will solve (part of) the issue(s) pointed
out in “problem definition”. Then illustrate this assignment by indicating what kind of solution you expect and / or aim to deliver, for
instance: a product, a product-service combination, a strategy illustrated through product or product-service combination ideas, ... . In

case of a Specialisation and/or Annotation, make sure the assignment reflects this/these.

awareness.

RESEARCH. | will research the context of supervisors working with the AGVs, what are their tasks, responsibilities, and
challenges? What tools are they currently working with and what are their limitations? There are two roles within the
factory (see image 1), the workfloor operator and the supervisory operator, that have potential for an AR intervention.
The flow of information within the factory should be mapped on a fundamental level. This should include sensor
information, how it is displayed and also the role of human operators in the information distribution.

The second part of the research phase is to better understand the practical application and limitations of AR. When
both the context and the technology are properly understood, | can identify which interaction with an AGV swarm for
intra-logistic can be supported by Spatial AR based on the smart factory scenario of Magna Steyr .

See image 2 for more specified topics of research.

CREATE. In the ideation phase, the solutions identified in the research phase are explored and rough design directions
will be created accompanied by mock-ups, prototypes, and sketches. Toward the conceptualization phase, these ideas
will become more detailed and will be tested to become more detailed concepts.

REALIZE. The project will be concluded by an interactive prototype to be tested through simulation. A first iteration will
be tested with subjects without context knowledge. A second iteration would focus on relevant factory personnel
although it is currently unclear if this will first within the project scope and will be practically possible (the factory
being in Austria). Along with this, a report will be made in which (apart from a disquisition of my entire process) a
summary will list all other useful insights concerning the application of Spatial AR in complex work environments.
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PLANNING AND APPROACH **
Include a Gantt Chart (replace the example below - more examples can be found in Manual 2) that shows the different phases of your
project, deliverables you have in mind, meetings, and how you plan to spend your time. Please note that all activities should fit within

the given net time of 30 EC = 20 full time weeks or 100 working days, and your planning should include a kick-off meeting, mid-term
meeting, green light meeting and graduation ceremony. lllustrate your Gantt Chart by, for instance, explaining your approach, and
please indicate periods of part-time activities and/or periods of not spending time on your graduation project, if any, for instance
because of holidays or parallel activities.

startdate 6 -5 - 2019 25~ 10~ 2019 end date

month sept Oct Nov Dec Jan Feb March
week nr. 36 37 38 39 4041 42434445464748495051521 2 3 4 56 7 8 9 10

Activity Hours 1 2 3 45 6 7 8 9 1011121314 1516 17 18 19 20 21 22 23 24 25 26 27|

Organizational overhead 80

Phase 1 - Research and orientation 208 ..-...

Kick-off meeting ¢ 8 L 2

Devolopment lessons 80 .-..-.

AR general research 32 ==E

Academic research 36

Contextual Inquiry 32 .-.

Redefining project brief 8

Reporting 12 .

Phase 2 - I ion and Conc 302 . .-.-

Ideation 72 -

preliminary testing 32

Midterm meeting 4 20 *

Conceptualisation 74 ..

Concept verification (testing) 48

Concept selection 12

Reporting 44

Phase 3 - Realisation and conclusion 210 -

Detailing design 74 .

Greenlight meeting ¢ 20 L

Testing final design 16 -..

Finalizing deliverables 60 .-.

Preparing Presentation 32 TEES

Graduation Presentation 8 *

800

The image above is a global planning which will be subject to change and will be accompanied by more detailed
planning-documents, which will be proposed to the graduation team at the start of each phase. These planning
documents will contain day-to-day activities.

In discussion with my graduation team we have agreed on a 32 hour a week workload for 25 weeks to fulfill the 800
hours. I would prefer to schedule short meetings on a bi-weekly basis with my mentor.

DELIVERABLES:

- Research report, to be discussed at the end of Phase 1. This includes test results and interpretation of these results.

- Ideation summary. Summarizing the process and results of the ideation phase (to be discussed in phase 2).

- Concept presentation. Summarizing the process and results of the concept phase including prototypes and testing.
- A final report containing all information above. A preliminary version to be discussed during the green light meeting.
- Summarizing sheet as specified in the ‘deliverables document'.

- Demonstration of the final selected concept. This may be a prototype or video depending on the outcome.

RESOURCES:

If possible, | would prefer to have a fixed place to work. | will require access to AR tools. | will be better able to assess
what exactly is needed at the end of phase 1. All other hardware (such as a powerful computer to run simulation and
make prototypes and projectors) | already own.

The most important resource required is external knowledge concerning the development and deployment of AR.
This knowledge is available represented in the stakeholders already involved in this project.

IDE TU Delft - E&SA Department /// Graduation project brief & study overview /// 2018-01 v30 Page 6 of 7

Initials & Name Student number

Title of Project

110



) '?U Delft
Personal Project Brief - IDE Master Graduation

MOTIVATION AND PERSONAL AMBITIONS
Explain why you set up this project, what competences you want to prove and learn. For example: acquired competences from your
MSc programme, the elective semester, extra-curricular activities (etc.) and point out the competences you have yet developed.

Optionally, describe which personal learning ambitions you explicitly want to address in this project, on top of the learning objectives
of the Graduation Project, such as: in depth knowledge a on specific subject, broadening your competences or experimenting with a
specific tool and/or methodology, ... . Stick to no more than five ambitions.

MOTIVATION

Vision: We live in world that is not only increasing in complexity but this increment is accelerating exponentially. My
grandmather got out of touch with technology when she was 60, my parents lost track when they were 40 and sadly it
does not look like this acceleration will be more kind to my generation.

Not only technology itself is accelerating in complexity, it also allowing other aspects of our experienced world to
‘complexify’. Technology has added value but also complexity to our social relations, politics and economics in more
ways than | can describe here.

Designers should adopt the role of guide for other people to deal with this ever increasing complexity.

Augmented Reality as a concept has the potential to change the way we relate to technological development and the
potential to untangle much of the complexity it accompanies.

The technology itself provides the absolute bridge between technological world and the 'real' world as we experience
it every day.

COMPETENCES

Experience with projection mapping and prototyping using (a simulated) spatial augmented reality

A strong visual and graphical background in both academic as industrial sense. A good understanding and experience
in the design of classical user interfaces.

LEARNING GOALS

| believe augmented reality has the potential to be a very prevalent technology in our future and as a designer | wish
to learn how to harness this potential to make meaningful and functional user interfaces that improve the context of
use. Furthermore, | wish to become more experienced in the work context where academics and industry work
together. (such as the Sam | XL Lab)

CHALLENGES AND CONSIDERATIONS

The project will contain the development of prototypes that will need to be developed in Unity. The project may have
the tendency to lean more toward development than toward design. | will need to deploy proper expectation
management to ensure all stakeholders expect a design solution rather than a solution in code.

The content matter of the project could be easily expanded to a PhD-sized project. | will need to take care that the
problem definition and solution spaces become specified enough to restrain me to a specific design problem and stay
near the 800 hour limit.

FINAL COMMENTS

In case your project brief needs final comments, please add any information you think is relevant.

IDE TU Delft - E&SA Department /// Graduation project brief & study overview /// 2018-01 v30 Page 7 of 7

It's hard trying to outline my entire graduation and although orientation on the process is very useful | will also remain
opportunistic and flexible, stirring my graduation in the direction that seems most fruitful while at the same time
staying within the outline discussed in this document.

Initials & Name Student number

Title of Project
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Appendix D

Midterm Evaluation Form

The Midterm Evaluation Form

>> Complete the form to prepare for the midterm evaluation, and send it to your supervisors, at least 3 days
prior to your midterm evaluation session. <<

Name student Martijn Verbeij
Student number | 4150015

Name chair Doris Aschenbrenner
Name mentor Zoltan Rusak

Interim/In-between results

Short description of realised interim results:
The goal of the project is to identify (Spatial) AR solutions, that are suited to facilitate the interaction with an AGV (autonomous guided
vehicle) swarm in a smart factory setting. The AR interface solution should improve the situation awareness of the user. Important
outcomes of the analysis phase are:

. deciding upon what operational role the user has within the factory € ‘Application Context’

. what the (future) factory is like (including the level of ‘industry 4.0° technological integration) € ‘industry State’

. What type of Augmented reality framework is to be used € ‘Technological Framework’

The project has seen delay of approximately 1 month due to uncertainty surrounding the project; difficulties with the literature research
and personal reasons.

These milestones were delivered:
Contextual Inquiry (visiting the Magna factory in Graz)
Identification of industry states, application contexts and technological frameworks
Stakeholder Map
Made first steps toward a proof of concept using holographic glass as an Augmented Reality Device.
Marphological chart with solution spaces. This includes initial concept directions.
Morphological chart with existing AR solutions / state of the art overview (unfinished)
Literature research (unfinished) including
o  Automated Ground Vehicles, their behaviour, functions and application in the industry (including the topics
supervisory control and autonomy)
o  Augmented Reality and Spatial Augmented Reality, Including the different technological approaches, academic
research and it’s current integration level in the industry
o  Situation Awareness, it’s relevance to the industry and the way it is measured
o Fundamentals of human to machine communication (with focus on spatial intent and visual communication)

Reaction on description interim results:

@Zoltan:

The supervisory team was very pleased with the results from the contextual inquiry. The student has a good
insight into the project. In general, he follows a very structured approach, but he currently struggles with the
theoretical side of the project and the literature analysis also due to family reasons. Coping with the
complexity and uncertainty around the project creates a challenge that needs to be sorted out soon.
Reporting the results could benefit from weekly updates.

Reflection®
<take the course’s learning objectives as starting point when reflecting on the topics below 25
Reflection on The factory visit in Graz was insightful and gave an impression of | <to be filled in by supervisory team>

the application context. However, we were unable to meet and The student shows strong design
speak to employees that work with the AGVs on a daily basis. In
order to design for the future context of the factory | will need to
build on justified assumptions and vision of the Smart factory

quality
capabilities. His attempts to re-

framing the project context is

shared by Magna. clearly one of the very strong
I have a proper basic understanding of all the key factors points of his work, together with
influencing the project assignment: AGVs, AR, (S)AR and the

he high visual lity. |
Industry 4.0 paradigm. the high visual quality. Currently,

I have put the complex matter of deciding on a specific direction he struggles to dIEESt the
for the project into a workable framework and structure, | have academic literature which is
however struggled in communicating the framework properly. involved in the project context.

Quality of the work is on a good

! A short indication of your thoughts and considerations with regard to the graduation project up till now.
? Learning objectives are to be found in the Course Manual, and in the IDE Study guide.
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level, meaningful insights are
created. The full potential of the
student is not always reflected in
the written material.

Reflection on
planning

The original planning was good but because of external and
personal factors was not reached.

The separate topics required more research than expected. It is
challenging to decide on the depth of research required for each
individual topic.

Steady progress has been made but the planning will need to be
revised for the remainder of the project.

<to be filled in by supervisory team>
The student did not take into
account the amount of time
needed for a structured
literature analysis, especially
regarding the external factors.
We expect, that the planning
within the practical part is
better. The way of working
needs adjustments, the focus
should be on the strength of the
student (visual communication
and design).

Reflection on
personal

ambitions (if
formulated in
project brief)

I learned a lot about the relevant topics: Situation awareness,
AGVs, AR, SAR. | have obtained a proper understanding of the
way these topics are interconnected and what the state of the
art is regarding these topics.

I have not been able to start programming a Unity simulation.

I am not satisfied with the amount of progress made during the
first part of the project.

By reserving more time for the graduation and working in a more
disciplined fashion I hope to pick up the pace

<to be filled in by supervisory team>
The student has high ambitions
and suffers, if he is not able to
meet them, especially with
regards to timing and also in the
context of academic literature
research. We fear that this
overreaction blocks him from
further productivity and advise
to search for coaching regarding
this matter.

Reflection on
supervision
and/or project
context

The project is moving in a direction where | feel | can create
something valuable for the client and the industry. Lessons from
the project can hopefully be more broadly applied: the solution
spaces morphological chart provides multiple directions for
matching AR solutions to specific factory responsibilities.
Information coming from the company has been limited.

Support from the supervisory team has been good. Sometimes
questions through email/WhatsApp need additional reminders to
get answered.

<to be filled in by supervisory team>
The supervisor team encourages
the student ask for help a bit
more, in case he feels stuck. We
want to motivate the student to
continue bringing in his view on
the project.

Decision supervisory team concerning progress graduation project at this moment

[0 Continue

X Adjust

[0 Discontinue

Substantiate the decision:
<to be filled in by supervisory team>

The supervisory team sees a substantial delay of the project with regards to the original planning.
Nevertheless, we think that the work of the student is valuable and can yield results, that are

beneficial.

Adjustment of Project Brief: new arrangements

Proposal new arrangements based on this midterm evaluation:
<to be filled in by the student, based on the above reflection. If applicable: add appendices>

The contextual inquiry did not include interviews with workers. However, a good idea of the application
context has been obtained. The ideation and conceptualisation phase will be based on the information we do
have from the factory visit and a vision of the future smart factory.
We do also not expect to have access to Magna factory workers for the evaluation of the final concept. The
evaluation will happen based on testing with students. Contextual info will be supplemented using expert

interviews
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The project has been delayed. The planning will need to be revised. A new planning is added in the appendix.

Final arrangements
<describe here the agreed on new arrangements, to be filled in during/after meeting>

Weekly email updates will report on the progress toward a finished analysis report
The student will start practical work such as unity development simultaneous to finishing the

analysis report.

Signatures (name, date and signature of student, chair and mentor)

/Name ir: Doris Aschenbrenner Name mentor: Zoltan Rusak

Date: 27 -] — 2020 Date: 273 -y - 2020

Name student: Martijn Verbeij /
Date: 29 - Jl -~ 2020

At the end of the Midterm Evaluation meeting: Please hand-in the filled-in form on Brightspace, upload to ‘IDE

Master Graduation Project’ organisation.

133




Appendix E

B cunvor

1vor0TL [Eom mon "myurDTL PnaacoTL B v

1L =a mvucorl Y owanzotl [ 1wozorl Pwuzor.

[ - e -

=10 I

uorypuod O I

s I ADFHANY

o'r EEELTEIN

& S W IDHINY

ETGEEET] 3|qeiopweun gAY | “a|qEUOJUICIUN 3|QEISEp 10U ) “BpIse dals pue JYEU B aHE] EECVIT-EIN] do3s dois ¢ [ | 6Z:2L:9l 0202/52/5 usipaloldoN @ 128

jennau 13430 4E] AABY @INOYS | 841 3|qENS2p 10U ) Bpise days by ay) 0] anopy FEEYITEIT] dois uow doig o 272791 020/FE/S uonaoidoN @ 0z8

annesau pafouue 1 1Y) palel A|pjw [eanau  apise days apis dais Apjainb J931103U8 dais upow doig 5 67812l 0Z0Z/7T/5 uonaioidoy g 618

anmsod El LRl T BIJELOLLOT) LE 1EM ‘BnBsqo ‘8sSnEd 37284100ul dols s 10 8sned ¢ [ Z1:85.0L DZ0ZIET/S uonaloid oN =] B8

anpedfau piRye  UpSIEPIUNUI NG % MOUY JUOp  apisE dals uasmiag ssooy) 3224402U1 dezszanewoiny 5 0Z-:00°F| 0Z0Z/ZTIS uepaioidon @ LT8

3A13883U SnONNEY  SNOANED |23 PNOM | ajgenssp  apise dags i apise dags [ | P3100U1 doisfois | oH 5 126211 020Z/TelS uoipaloldoN @ 918

annjesau passays 01 2y| passaljs iq e aigenssp  apise dajsiens ob o] juem | FEEYITEI] dogs w joqos 3y | 2111 EC D20/ L E/S uopioigoN @ c18

jennau snolny ol e sl alay "panbuupajqensap jou yBu winy ybu wing pinom | MOy JUop  1yF o y3juadap ey g [ ] 90°E0°EC 020Z/V&/S uopaioidoN @ 18

ELUTEET] piE1jE AWl 1511 8Y) SNOIXUY 3|QEISSp 10U apise dals EME 30EQ pInoMm | 3222100U1 dois | U HuIyl | £ | ] 62-60-41 DE0E/0EIS uo1330l4 ON q €18

annedau |nagnop UEUsIUN  ajqelsap 1EM 3S O] JEM PINOM | 123.403U1 paewuoginuod m ) G L¥EE 9L 0Z0Z/6L/G uoppaloidon 8 18

2nyedau | 1B} paleas 4q v [Elnau nemw dois Algegoig S 42use iy adoy | g | ] 4¢-40-€l DC0E/6 LIS uoprloidon 8 118

|253nau B[QISAL]  MOUX JUOp  apise degs SPISE aA0W P2100U1 paewuo; unow deey o E€'85'6 DZOT/BLIS usipsieidoN @ 018

anpeEau Auopy  agensap em dois | FRENTLI] doys csdojs oy 5 G201 0202/8LI5 uojpafoidoN g 608

ELOEEET prelje jay JEP USZAl NOZ Y| MOuy Juop apise dajs eD syuipjo jyoay J9300u paewuoy Joopiyiay N 9L-0£-8L 0Z0&/8L/5 uonI3oid ON d 20d

anneau INAGNOP 1 0] MaU S110q0) BY] J|  Mouy LUop  spise da)s 3] Wwng Jayus | | 3021400U1 daisiyy1oedxe | 5 N 216021 DZ0Z/8HS uonioidoN @ L08

annedau 3|geyojwodun g J_n_m.tE.._._ou:: Ug e Mouy LUop |ennau ja) ayl 01 ob | JI3400ul nn_um_:_._ pasuag g I EZ-AZZL OL0T/8LIG uonaiold oy -] |08

annefau 2]gEHOWO0IUN NEJB] B|QEUOJIODIUN  8jgENSap Jem:m pue dojs 151y | 322.4402U1 J3y3io 0001 B 5y 7 [ ] SEPE0L 0Z0Z/8L/S uopaloidon 8 508

EIGEEET] |n3gnop Iy} 1By} JUSpyU0d 10} ajgeissp Jem Jof Jem pue dojg FREVITEI] dojs eoaq dojg g [ | 65456 0202/8)/5 uoppafoidoN @ +08

jennau SnojInd snoung) aljgensap 1emed L3u} pue Hefy J334100U8 dojs 3| pue n_n_._m g I L5118 DZ0Z/8L/% uoiysalold ON =] €08

[CENED] [CIOE MO mouy juop apise dals  dsisapis 01 £ 303.1100U1 doiss [ joqoy G Z0Z0°9L 0Z0Z/LHS uonioldon @ o8

a annefau pieaje /B MOUY 1UOp wr yBu 1o ya) ob 1734100U8 paewuoy  Biens o I 0E:JZEZ 0Z0Z/9LIG uonaioidon g 108
Jennzu IR P JuBlagipul a|geNsap UEM yem pue dois 3234402 y2| yei wn CZ95°4 DEDT/BLIS smodly pazalodd W arw

I_L [CEEED [BImEU Wo  agensap TEMIGOI 31 [N JEM L B wunt ¥557'8 0202/3215 EHOL PPl ¥ 5TV
aanegau |nagRopalay} Se Juapyuod Jop algensap Jemw e 1o} dojs | Pauor u3 B Ayl |2 £ I G2FL0L 0203/ LE/5 SMOLy papaaloly '] v

a jennau |en2u pip | ybnoyy “yo sunb ajgensap 3| wn 3| wmy 303100 ¥y wn] 5 Z0-55-11 0202/92/5 Mol pRasiold W £I%
annisod JUSPIIUCT B1E5 108G ‘BJES |88) PINOM | ajgqensap | epise dals 81s map e ob | 1731103 yainjoqo. ay) 00201 0Z0Z/9T/5 SMOLY papdalold [

D annedau |nagnep ap 1siy JE WeWsou  ajgensep em ‘wbnoys | sy 3y 1734403 ¥ njogoiayl 5 00-ZL-8L DZ0Z/SE/S smodiy papaloid v o
[EEGED] pasiidins 1 pasudins aq pjnom | a|qensap uem jo 8jdnoa B UEAN 32a4i02 ¥ us wnl o L0V 2L 0Z0Z/ZT/S smauly paaeleld v oTv

aaisod u3pIjuSd Fes 3085 PUE 8INS  @Qelisap R TR 1981i03 w03 241 0109 9 0Z:20°81 0Z02/22/5 smolly papalold . &IV

[CDGED] |=2unau |eennap  ajgenssp Yem oem ua uaddolg JP=21103U8 doys ue ueddols N N EAN AN A AAL] smolly papafong BTV

jennau |NJSNI1 JUBNSAY 2USaY I B 3q PNOM. | ajqelsap VIEA 1IN |1tk JOG01 ALY | FRETIE] ¥ aypuyy | 9 E26L 2 DC0C/TEIS smolly paafold W LTW

A annesau psfiouue 'y | ey pafouue ug e ajgenssp 1B BN 10J LIEM [[IA | 1731102 u3| ojjoy 1w ¥ o [ 0401 DE0T/TEIS smOLly pa1aelold o Ty
|ennau |ennau [ennap  agENSap 1em 07y ‘Bunyem doig 1734403 Y3 ys| e e 5 6574791 0Z0Z/6L/S smodly papafold v STW

C |ennau Jzyio dn wie Aw i pinom | aigensap 43| “LIn} 1yl 0} wing pinos | F34d03ut paemuog i joged 2yl 9 NG G6E-EL-51 020ZT/6LI5 smoiy papraloid W L
3AS0d ;NoINed 3| ELI0JNG) Ug|e ng paxe|ss ajgensap 1EM QDI BY] [1UN JEM RRETIER] 3 ¥o| wny g ¥2-20-5L 0208/6 /5 SAVOLIY pajaalolg W ETV

L aAnesau pleyejwos |33y p| aulBewr | ajgensap Jemmiag uida)s | 1731103 3| anow ||w Y o I 9204tk 020Z/6H/5 Smolly paaafold W Y
Je1nau SNOINEY J8JUNOJUS 151y A Y ajgelsap UEM OGO B 10y UEAN P03 w31 Ay yuy | LESEZE 02086 15 swoly papaalolg v TV

a |ennau Jzyio Jeym Buuspuom sem|  sjgenssp UEMIN S PUB]S [[IMA | FRETHE] y3| . j0qo) aU | o I GLPE0L OZ0Z/6L/S smolly paafold v oTw.
2agised 3U2PI3U03 P O} JEYM 2IN33S Yal43|qensep Jou Wby fwmy By wny 3234102 w2 e wnyl o G V5-vE-E2€ 020Z/8L/5 smoddy payraloag v 60

e |ERNsUIapIuSY B|qeLiojwad mosle Duiddepeno 8y algeiIsap UEM QR UL 13UN UEAL 333103 Wilwqu a5 254202 DE0T/BLIG smoLy papalodd W B0V
2anyisod FUEGINOGE] uapuuod fyjaid ajgenssp Ys| wny JYa| wim 3731103 w2 e wn) 9020°02 0202/84/5 SOl papRfold W L0V

amsod 1U3pHuod juapyuod aynb ajgensap em 1y 1 anb o3 asned 192103 ¥2| Ay} 03 wn} JZVS6L DZ0Z/8 LG SmoLly paafold 90%

S annedau INBQNep ‘pRALINY PASMYUOD PUE PBLUNY  S|JElNSSp 1EM 1 IEM PUE 8SNEYH 3081102 we  yejwn) 102161 0Z0E/8L/5 smouly pEslold v cov
annefau Inngnop ‘peq || (a8} | -spuadap sy ajgensap UEM INW JOU S1 818l P30 w211 yuy | AZL08L 0Z0Z/8 LIS smoLy payalold v oy

e anijesau 'ajes ‘Jqediopuoaun o) 'asea e | B Y ajgensep Hem ssagul auy je dois d324i02 ¥2| njogos 8y 9 [ ¥0-85-L1 0C0Z/8L/5 swasy paxloid W o
|=nnau npsnasip ‘poof)qol 2y) aSNEdaq BUy  A|QEISEP UEMOOL UL [N UEHN FEENIEE] e | 85:02:9L 0Z0Z/8LI5 smolly papsiond v Tow

aAnesau 3|qeyojWolun g 3|gEUOUODUN g Y ajgensap | apise dajsi| ‘Ya| ayy o) daig 931103 w3 ow i ay 5 65°8E°6L 0202/94/5 SOy papafold W 0¥

134



135

gL toz W T2 W ER EEFN sl e e B Cc: B LT Y Esc Gt gy
5’8 oz W sve osc Il gt W oIS BT B BT c- " : s v Il T
[4] ooz W e W sz sic 1= B B ki B B B A A B B £'s
i st WV Mot BN, ENOZ WS moz WS [ | ' - HEe DENCNNNNN: BN - BN BN c ENCc ENC o L
9 Wiz WS [N BN [N VA - F || SSHNNN C NG [ f—— B W< W | I3 | I [ E] v
e ms WSy 0N NN GO N V) N . N G SYENE EEE ENE BN NN Emc Em: W ¥
£ i W9 WS W9 WS Wv | KT [ | o PEN BN L D B O B I | LA Ei Li
S 0 : s. Hr T N i | i E HE TN U IV N N e Emc £
5 [ [T [ EE FE [ F WMoz NS || g N L B2 ESENC: N BN EENc: Ec N .S E]
s W [ |3 BO5 NNV BENOS NEN. BN0E M:! & ud I Iv BN BN BN N - BE L
< |0 F LI b4 BSE ENS EmSE mf | i F FE A M T [N H D HE EEE I
£ pot | 3 [ SO e ok ie oz ms | T H Ir BN HN: EN: N N | I Il E— v L
oz WS WSt ENe Wm0z WS w5t mr [ | il N A M T [ HE BN BT Z
El [ P k2  EC B Bl BN [N | S I lz Hv E: B DN : - 4
L ol | 3 | ET (I E EE N | =% [ L i H NN EN: B N | P2 9
3 [ [ [ Iok 1 no BE ] [ E B Bl F [ |1 HE HEH B ¥
i NS¢ M9 WS EENO0- BEN0S BN Emse mv | I HE HE: BN DN BN Bc NS v J
EF BENOr HE6 B0 k 09 NN £} [ 0. [ S a  Fl e FE A P | F DI DA B £
El [moe  WWL fmSc W9 W0z WS moe Wi = [ EF [ F E E [ [k EN £
£ NN O/ G WNmsr WO s EEE  Emovr Eme  Em Oy N\ 1z Hv BN B E: N Y 4
5 | B 12 5. W¥ ms 12 [ET [ | X  H FHE A MM i A HE M A B £
6 W0y EENG NN G/NNNNN 0NNy B0 EmOor EEG e g2 ElL HE NS DEEN: BN ENC NG N G £
£ Bok | 13 | TS N | ] k4 15 1< I ‘7 Bl Hv BN BN NG BN B O Y £
0b EENSc WS WSt Er | ET 4 ms k4 I L B E I I B BN EEN: BZ N: ENC £
L 0 b ok [ 12 fo L oL [ [ | 2 BN N BB [ 4 | [ I | 18 | 14 | [ 5
L 0l it gol e LE Iz Io BE ] X N N EN N T N S A O Li
0L Bms WY BSc N9 WOy WMG  mWSe  mY [ | < JE NS N e Emc N oh—c E
E W0 BENNC NG EENC B0 M.  EN0E M. W 3 N B O BN BN P N O D E
9 oz WS WOor WG Wm0z WS moeE m.:! & EISHNN O N G N SR Em . Emc:  mc: W 9
PL W05 WLl o b O /N 09 W £l <o I 5 ENZ: W: NOmlmmc EEc v G 9
5 Ho b e . o 3 | JEL By | | st Il | Hrv B H: E: Bc | 4 | m: 9
/N AN R O Bt ENc WNSE N3 & Se M M7 NESEN: NN Wc WS .S 9
I 0 i ks PR Rl S ET [ | ST S BN N N BN o 4
Ll [ s 4 106 EN: NS5 EEmc e 3 BN E E 2T [ EN Bl N PE A 9
6 [Wmoz WS mo F EEl I PR voC v BN EN: v EEEc EEC  mc WO 4
0L oz WS [0 0/ G-mmoz @S moz WS [ | a2l F  EN I PN DN B N N BN [T g
£ fot [ 3 How | |f> fo  |f3 foL [ I3 [ | 8T [ | | 4 | E Hr Bl MWz | P O E 4
§ ms By mor ie BOE WN: WS @WWs W TENN G BN YN c ey BN e [ E] 5
9 WS WY W5k Wy BOS M. BENOor EmG m N e BN ENc NN EmC e WS 4
l g i< I3 4 10 13 LTI ) | [ K T T N M L [ e I 9
4 10 r 0 b 0 L 5 4 & S IO N : DN EEc o 4
E Moz M5 ms.  Er Bss EENc Bmmo  lt I € iz H' N’ BN BN e . [EN E El
Li mol it pol e ok e [ JE] 4 [ EN__E E FN T [N B BN N | 5
b ve WS Wse  WWe  @wos WS T [ | gc . By NS DENN: N N, EEm: EEc S . 4
Z Io i3 io b 0 L e 4 | [ 1D I N N N G v . | I LI 4
S [N 0./ I— G| — 0k he [ SN G O " S . sTHN: O B N N EE: v 5
0L Emmoz WS W5 ENe NS W9  WOor Eme Wm O N E £ D oM G BN C G . O 4
0L MENos NN BEmo |t I 5o N v\ I -/ © I I N N : EN: EE: By L
l 5 4 IS BEMOL NS Iz 15 Iz I ‘BN I NI N? Ny EENC WC 2 mZ WO 4
L moL e I OGN / VIS 0/ N — i BN E ©E MW B | N B O ¢ E
Bysvnte BYrswntL PrswntL et P exut Bt B ool oo ot By evwneo B uvsts By L BYuvs 1L Euvs L Bvs L Buvs e Bavs L Buvs L Buvs L  BRavs LI ot |
MMMLM.Pd__Em“_..;OI JNL AOH N AMOH JNU PO JNW MO P2 B MOH UBLUL MO H WO MmoH Jeyd moH




Bhivsel Buvszl Buvse) Buvszl B ol souf ovanvou iy
L1 MOH UBLU MOH WOD MOH UBLYI MOH

1wI+DZL uu_w__wﬁ_m_. u QYIAEDTIL uu-umﬁ_ L ux.un "MYHEDZL uramﬁ_m._. uﬁ_ T0Z1 uq.zmﬁ_ L u DISTL EEBEE:_

s EENS? W97 EETC [ SIS ¥ . g M I
[ AN Com b Iy £z foc MY HE
CECE . - e W W

[ E O E ETTEET pafouus pafuuy  3[qE/IS3P 10U I SHEHAAC 0q0l BU] BHENAAD PRaiodul pemusiupbdeaz T |

Bt 3AI1eEaU pajdouue “pafouuy  3|QEJIS3P 10U JSHEUIAC PUE PAAOULE }90) 1331100ul  piesuay qoiq gaig 2 [ ] (45 %2 H

B | annedau padouusouuE Ny  #|qedisaplou  plesuojzd Buissolo syl lE 1PRI100Ul plesmioli 8NUNUOD) 7 [ ] 9s I 0

l i i [EELET azyio JUEAES B|GEAISIP HEMLN] 01 9WIL ) 8AS) 333440Tul ua| ua| 0y £ I BT - oL -

mE L [] aniedau pafouue  palepll ECE ] em 1BYM 885 0] LIEfN 324402ul doysap o1 doig ¥ [ ] 6 | SE

TEE jennau Ha|e ‘[eanau U “leuop) 3jgeasap uiyag ARyS YIB)S YBM pINOM | Pasodul  piemual ob v ed ¢ £2 oz [ ]

E.. I ] ApesaU pafouue puLe }ig e 21qears2p HBM pLIYEQ YR I | 333000u] do3s 1 j0qol auy 5 N |

B B annedau pakouue Je Ajybng 3|qedisap uiyag Aeys UOIISOd UIEJUIE|N 3331103U1  pJEnoy ol SEM Y Z [ ] 6E I 0

I D anysod poOE ‘3jes ‘aul ‘gJes Ells = e Hem m.:_u__m..___.. dojs |10 | wouy 1 uop -3ue |y [ ] LE o 1

C I EN ] jennau 130 JUE|NDIED  3|gEJISSP JOU 11 SYEUAA0 LD J0G0J Ay} SSBo 193UJ0JuUl  pJEMUOL JUOD (WY Z [ ] e 0 [ ]

[ B anyised 112438 "54es "B qENOWOD | "paxEay jedanau -qjem uo deay [jn | 3224093ul pdEMUOY4S BNUNUOY) £ [ ] 6s N o

1D SAi3eEE3U juziedwr Juanedwl |2in3U 3YEH3AGS PUE U pUNOJE 00 3931i0dul pJesaIo) M UIBLUSI 7 [ ] g2 [0 Il

[ B EN 3aysod ajes ajeg 3jqenisap  pJiesucypesye wbiens 09 JEETIE] W wbuuwn] ¢ [ | (6] 8 Lo 1

[ E BN jennau Jeanau  |eeinajp] 3jqeaisap uiyag Aeys 3 ueed Joopjyday Paitodur  plesuciioopiydsy + [N EE [ 0E [ ]

D - anedau padouue je Ajybig 3)qe1isap uILag ARys | puiyaq AElS [ | 1p3ui0dur  paemuoy)s of m) [ | or 09 I

L E [ ] aniefau pafouue aq pinom | MOUY LUSP  3YEW3AD Ayl jl MOUy 1LUop | nouy 1 uop -uo of i ¥ | ] ST | 0Z [ ]

(B B [ | anisod UIB3IRD JUIS ‘AING [24IN3U SHEWIAC BYEUSAD O] JUEM | 300wl paenuo; joquiayl ¢ [ os [ 09

[T E anjedau padouue ] pafouuy J|gedisap 1iEmaqol ay} [IUn HEfA  1PR0000ul plesmaol 2 Ul LU0 05 | [ | (48 102 [ ]

B O [ ] jeanau SNOLINIU “SNOUND) MOUY 1LUOp  S{EL3A0WL Sa)e} J Jl Y, 1oausodul  paemdol:) uo acof + [ g | 0t B

I O - e [EhLE [ERLE 30 |eanau 2yena0 pUE [8|jeled BN 1931100Ul pIEMIO); BNUNUOYD 7 [ ] 6 [0 |

. z . z . v I G I jennau juanedws ‘3jgeUOJWOD] S (paXE|al I|CEAISAP UMOP MO|S ac_u__m..s SNUIUOD 3330402Ul pIEMUO) 3 SNUNU0D F . TZ . =4 I
I I 1 aniedau uziedwr  dn ppay 2|qeaIsAp Jlem yem pue dojs  33u402 s ybu winy | [ ] ¥ 0
B : s [] jeanau [EELEDN 3o a|geyisap em Buriea wous 3,uop wous 1,uop oux Luop | G ’ o

[ 1A [ [ 1 L [] jennau 13130 3w Buirem MOUY 3,uop yem ‘Buiyjou Rlqeqolg wous| 3,Ucp Wouy 3,Uop M Bapl Op D 8z Sty Il

. . z . [ I = I EL-FE] 2|EMOMUCIUN 10U ‘pliam EEEHEE] e 0gqal 3yl [jun Jem Paad WS Em: uny I &E I 0z .

[ ] [ 3 D ERER aniysod poos3 |88y} | | 3|C21IS3P UMOP MO|S. PUILST Y[EM ||It | 1331100 WEI joqol 8y 7 [ ] Lz R | |

| o 1 E 2anised JU3PLU0I "OU0D U] algedisap yempuiyag daay 1snl | 131103 wiinoqueny s 50

. z . z . = I = I jeanau SNOIIN2 0] SNOLUND F|GRAISIP UMOP MMO|S _ .}_..__S_m anunuog 1334402 W .Em: ung | - ST - 0z -

. I l q I I I mI SAI1EE3U aundasunigul a1l B 3|geaisap  pJemuohil]} puiyagq .__.._m: of FRENNT.E] =T ob c I ag . 0E .
s B L EE jeanau [EEUETITEINETN] [ENLET 13yio oqou ap do paoby yr3si00u; doys ey, doig | [ ] ¥E 0

[ 5 [ 3 N jennau 3ges wanedwi ] e agAep 3]geaIsap 1B BUT IO} JEM [|IM | 393402 WE joqoi 3y 7 [ ] ce ey

l z . g I I I anysod 3| EUOJI0D WO D SI0)Y 3|gensap 1M 0|04 LU0 n_mmu_ ||| 1234102 WYEL MEW | Y I TE . or I

[ BB EE s annedau plEde ug 8|1l Y 3|qedisap nem;oi “Burqem doyg 120 WS E BYEWN [ ] SE 5 Il

l c l g I t I ¥ I |eanau 43430 2|S PNOM | Jeinau FEINE] _.__Qmm_v SNOW ||l | 3PBUa00ul paesuoy Jogol BUY) I (0] 4 - oL -

[ (18 1 anysod Jgopojuod  pave|al 3|oeaisap A0 S |[IIUR HEeMm JEETNLE] W Wbuwny g [ ] 14 02 [ |

[ 4 [ i3 BN ] ani3eau yuziedwind pinom | 2Jqeais=p e ya) Aw o} oB | | as0d W{BLL SMIp A Y | [ | T % =
[] I aniysod 3 2LI0JWO0I QELIOJLU0D ECEIEED] yemzsip lgnwis desy  1au0d W b wny | [ ] L 0

[] 1 D annedau padouue gpuue ug v B|GEAISAP UMOR MOIS T AMOIS HIEM (1M | 1331403 W wng ey | [ ] [ |G |

. . mI mI aayisod PRUlWEIRR BUILL a8 (] 2|geaisap pdemaQian0 JYDIEILS HBAN 1234492 FIP=P] .Em: umnj | - ¥ . 0z -

[ ] [T EE anysod juapiuod 02 ARaid 2jqeaisap umepmojs ng) yBiens of || FRENNT.E] WS wny |y 7 [ ] ot k1 B
[ | B anyisod ajes ‘|eqnau you Ajjaid 3|geaisap yemu) giym e Jopdojs 193400 WL Wi wni e 2T 0

[] 1 D anysod 3|geyoyuod paxe|al 2jgeaisap 1em ayy aub oy asned 133100 WFL you wng | [ ] . |G |

[ ] I o s anysod pood I [EELE 1em 1D SEY BY |11 HEAN FRETEE] ST Em.__ ung [ | s [ o Il

[ K [ B I O aniefau pPeqINs Syl U a|gesap 1Eemn Jem uiebe [jm | JRETILE] WS By HUIY | Z [ | EE 5 Il

. z . L - I I Ansed IUIPLIVOD "3QRUOIMOD QELIOMUDYD 2|G=aIsIp el B 0] HEM [[IM | 2402 WF Jogou eyl | - &t I St I
. z . z . I I aAapsod Addey | ...Eﬁ_m_.__ 3|gea1s3p pJeAio) BA SNLNUGD UBD | JLENNT.E] YSiL Jogod ayl | - 7T - 0

[ 4 Er B9 anjedau pafouuepuue §g 3|qeaisap jemaq 2| ay) 0] saOfy 1103 WS g o) anop 2 [ ] e I 59 Il

u X1iTL 'u_md?_.n._.

136



£t BN e T W el W o1 I | 98T W cv Il Elcc Bl BlEC: B Bl

st Bl €z [ st 641 W v AT ssT W v s PMTE BEcT T BEcc Bl

s Il 26T TSt W (A AN | 2T W gET | [T | Yt EEcT T T ic e

s Aels | Y BE I E I0E M. 5 sl [ K [ ] gz L ic NS H: BB
sneid om) G 05 | SOtz W9 D uEmce e sz ms [ ] Ed PP BB T A Tl
UrnvEN S I FA T [ [ T T | P Ll || SO N N - N
WO NEN, ¢ ¥l Bs 1Z joz . ms | E B I L 1ok | EX | | i EFN FI N BN T |
| pue dois | EaF [ Bl [N B H [ O X El EFE I I i+ B
ins Aeis 5 N (1 WS | ki moc | s [ 0E I | E | K4 o | Ei | ] ¢ Il ic | Bl | I3 [ |
DU Juop | g [ ] €5 [ 59 N V. 5L [ K [IEl W T B [ E | K [ | 4 FEN  H By BN EC [ |
oI} ¥EM ¢ I TN 'S [ b T [ AN T 0 1z 1 E ' [ TE T A
HEM MY 7 [ 9z | % 1z NSk mr [ UG B O i< mol i< | | e I Hr EE-EN: BNH: B
o swen )y G 0t [Tor W6 St v BSS ECL BNoZ Es moz WS || i N BN B E H°5 N
v s [ €2 0 L loL [ PEEY B | Ei oz M | | zo [k | I iIvr Bl H: B
1S UEwal | I3 [ 10 L 10k B RED [ s oL st B+ [ ] 3N D B EN EB ||
02 m 2y Z [] o1 bE Z DETS [ [ T [ | 1 | N s < | ‘I c: S G S
usiliig |35 | €2 S z [T 13 I SEN P 5 1z Hok £ [] A I IlE Y EE' EE: N
10q0! 3y o A mr mo i< M 59 N e s || B N TN N P
puedois | 5 9z DES T A [ S5 I EL e oL 3 poL [ kS | | EN B | kA K By Bl | |
agsous v e Bl ' BN ' EA NI e A I ic H:- HE' B+ B
TEA G L IS 4 [0k (13 DETN I [ I L 15 1z ] & BN B EN H: B

| Bunon o - A I 05 BN WGy B0y EEor EW6 [ o [+ [ j1e BN WN: B
feig 7 | | g o b 10k | % moz | B | Fi 1€ | Fl 1Z 1 Lo 12 HE | K4 WE < | |
em z (] 0 | 57 0. POl ic [0 O AP oL B [ 1z ‘I EEC T B H'

aw jou o | o 0 L [0 L |0 L |o L o b = FE B EF I3 |
N HUIL] Z [] 3 floz W5 [ E Iz [ E [ B z [ B z 57 7 H: NS NS e
syoeq 06 7 [] A O A P A EE E 4 nok £ [] T e [ & [ EN I H5
ybensob ¢ AT [ D05 L GO I F 0F e oy Ems €S I | 114 HS B S
Qo By Z (] 6T moz WS Woz WS oz WS Hs 12 joe . B8 T : E: =
Ipedxe |y a4 pST W9 WS- Er Wo b [EC N [T 'S I N EE: .
TICEETE | 5 DE Iz Isz M9 A E o B Hot [ [ ] st Elc [ |4 H: M Hr
1241 0106 o 3¢ | of M6 D05 ML w0z WS Woc WM. Puor W W 2 Il Hr B BEE: N .
| USIUSEAN | g 10 b 10k ie DE c io b 1ok  [£3 [ | N /N 5 Y e NS e
10901 241 9 €2 [59 I T 5 ar [ 15 c LIEL Br s Br [ ] = B N R A m:
HEwm [y | 62 [0 WS or Eme o k Is€ HEe oS N e Sy NE O O e E ez [ |
Oiess 00 7 OS [ 0/ DN SN 57 BN O- O/ VN WS Ws7 o e 2 N BN B | 112 15 N
wqoraul 5 L s Iz [ 4 Is Iz foL [ Hotl | 3 [ | g WME Iy Blc [ I3 N I
130N yem | [ |5 Iz no b o b 10 ] 15 Iz | 0's N 9 [ T e | I || ||
IR | e [ Sr B0 D SF N 0- [ Oqm e sl ar W5 - 6t ¢ H: E: ¢ HY I
miBye e Il T [0 b 10 L |0 F |0 b s 4 | EENNNN © D N . | I |
10qoi 8y | z ! B mo L 10 L 10 L 10 ! ] o BN N T A EN
vialal apiy 7 [ ] 2 g Iz Is 4 foL fe poL fe HoL ie [ | ey I- - BE: B: B
edaE |z ] ot st EME ok B P z [ L 10 b 1 FEN C N O N O e S e [ |
[ 13Un yem gz (] ST o b 0z ms [ E B [ 4 [ 1B Hoz | [ | & 1 EH: B+ B+ Bl
ETAT T |0 b 5 1z 0o b 1] I o b | T N/ BT EEc
4+ 01 3ol o S9 [N OGN /S 0. N VRN G | i I SRR S /N v T HS Ny BElC H:
TN | 65 | S/ YFnsc @We s @me st [ 1 H E: Bl vy T Hs - B HE BN
j0q0i 8y| [] 9 IE Iz D Iz jo L |5 |4 DEL | i [ | o S £ N/ e | |4 [ |
w0qoi eyl | 13 o L 10 L |5r 0L s 1z [E 4 1 . N N O |4 [ |
1un Ve 5 € | /e simsz e sz Mo 5L By P P - BN Ef EF 5N |
Bruzost Py vascl RIESAR w0 Puwnoo By xuzl Prsvnet PYrsvnz Prsunzt PYrsvnzi Pocuzl By exuz Paxuz) Py axuzl PYrxuz Py roiz PYewnoo Puvszy PRuvsz) Puvszl Puvsz) Puvszl PuvseL
35EISAY ILIE) MOH INLU MOH JNLW MOH JNW MOH Jnw MoH

137



| Euvsel ERivsel Euvsel EYuvsel BRuvsel Buvscl BYavscl PRuvsel By cost Y o<l gyawaavocl By

JNW MOH JNW MOH JNW MOH INW MOH H3|B MOH UBLL MOH LU0 MOH UBYD MoH

TN s I Cr S <+ .2 B 7 BE cc IE T LT
N 2 168 EF B O EE 1IEE 6 1 R
Bl Iad EF 161 151 O IGE IR IR I 5
5 L m Z Z Fd L m z L I aaizod JUSPIJUDS JUSPIRUCT) S]ERIIS3p 30U W aNUIFUSS saxog Bupjaeys dagy 3au0oul nem
z [+ Hﬂﬁﬁ [+] = o2 [ ] jesnau pafouue “jeanau | Ay} sy 3|qeJ1sap Aeme d3is 3und w| ped ayj jo ybu ayj o) anojy 1934100 F pue uem
Z Z _ Z 3 G £ [ g o 2 [ ] annedau |NAANOP a2Un Ug #|gelisap Aeme da1s gol 8} |l #8S pUE apISE dals pinom | 1321103 § pue uem
¥ c ¥ © ¥ z z IS g s POOE 3ALINPOJ4 3|edisap 10U wanuuod  ABmE jjEm SEL IeU AW oo 05 13103 § pue em
z g [ ¥ g z “ z z £ Iz [ ] PlEdde Wi g 2|qedisap Aeme d23s 3y} 05 anow 0} 80e(d B S8l8Yl Jl @85 3234402 § pue yEm
Z 5 £ £ z [ ¥ 5 M [ | 1e3naU pasudins pasudns  3|qeJisap Aeme das dn yjoo| pue yoeq dais e ayey jpaiiodul yem
1 _ ¥ £ “ ¢ W E L mr|l-.m L [ 3Agedau [EB3NSU [EINSU  FWOU 3,UOP WOUX 3,UOp 38X0Q Pay{3e]s Apealle | oL LUOp | WOLE 3,Uop wous .U
I k] Z 9 } _ L h L ¥ S ¢ H annedau patouue pajensni 2[qedisap Aeme dals sWas J0qol 3| "Saxoq o JNo SBA | 1734102 B pue yem
g g G T 9 z L [ e J2anau 13130 Bw B 8y 3|gelisap Aeme dais joqol 8y} o doj LD SaxX0q YIEIS [|IM | 3931103 13y
VNS WS C I OWNNN ONNNN C NN v WS G NN C Do oneh inanonpeizzng  siaeian feme dus ssed i pue yoeq dsig oy imino
¥ Z il L I z _ L “ Fd I i anRisod 2GSRI AW UDISIAUS | 2|gedisap Aeme d3s 1 joqos ayl 18] 01 AEM By Jo N0 daig 1224402 § pue yEMm
9 3 ¥ z 3 L L L I [=anau BP0 palog 39e41S3p 10U W INUIUGS §53UISNG BUR{IRIE-X0g AU noge o5 p3iiodul nem
£ ¥ q 7 EN R B FE g 2z [ ] Jayle  Budjey 3|gelisap Aeme dajs cda)s apis ayepy 3231100ul 13y
Z ) e L z L Z EC g g |E13N3U N3U WIEY 3|gqeisap Aema dais uliz J0qol ap 1epoz ueeb Bam ap yn 1231100 nem
¥ G i g9 L 9 F z z “ T [ | pood aul4 #|gelISap A=me dais apise dals | 1231J0) 5 pue yem
¥ IS © G ﬁiii - pahouue ‘pasudins ag pjnom | @|qedrsap Aeme da3s oue ssed UED J0qou ayl 0s Aeme ob | 323400 B pue yem
¥ ¥ ¥ £ h z “ ¥ E 3 s v pooE 10b a3y py 2|geiisap Aemedans aw Ag anup joqol ay) 18] | 324402 S pue iem
z [ ¥ ¥ ¥ T z z v 2 [ | pafouue ysjdnusiy| 3|geljsap Aeme dajs 10q01 ay) Joj Aem sy} Jean) 1931100U) nem
1 [ C C 7 ) g T g 1 [] |BJ3N3U  3[EIINSp 3|GRAISIP JOU WINUIILOD h LUDIRIEIAJUI AUBSS3D3U B 335 J LUOP | Wouy 3,uop nem
v R S “ 7 m z = z E g s [ERUE [CEGEN] }O 2I9E1153p 30U W ANUELOD 3I0M 0] BNUIIUCY  3331100Ul nem
g g h ¥ F4 B z ﬂ z v E BN B annedau preie PIELE 3|qeisap 30U 1 saxoq 3nd 10go1 uo sexoq Ind  133i03ul nem
L k] ¥ 4 “ £ “ F H L Kz R annedau patouue  palaylog 2|qedis2p Aeme dais uane apise dals “Hiom fw snunuo) 3224402 § pue yiem
9 5 g ¥ z i BZ “ 4 “ E [2anau PROSIUUIYE | 3199UISp feme dvs Woeq des paiiod e
1 z L 9 [ z z z @ annedau pafouue se pajejl 3|qeJisap Aeme dajs j0qol Jaulo ay) 19| pue piemjdeq of p3iiodu; FEIT
g [ q q g z “ z M z _ £ I mI ERT=FETH ‘3jEsun BsUN JIq B 3|gelisap Aeme d:s 0] 10 yIeq dals e ED Aew ‘apise 05 1P3I0IUl ETTCE]
g £ ¥ ¥ ¥ z m z _ c mI mI annsod B3JES 38] pInoa | 3|gelIsap Aeme dals pUE SpIBAYJBQ sdeis may e ab m | 131100 § pue 1em
J g Iy q h g z z I v v anmisod |NAsnLL “JelInau \ JEIIWE) 4 a|gelisap Aeme da1s ¥OBI1S Jo ¥Se] AW papus | ains ayely 12403 § pue uem
¥ I3 [ [ o v R s Y s annedau patouue 33} pjnom | 2|qedis2p Aeme daas |y ‘ybBnouy) togos syl 18| 01 yoeg delg . 3224402 § pue yiem
5 £ ¥ HEHHH g z my aanedau |nIqRop W aINS JoU 3|gelisap Aeme das plemyoeq 0B 3sii00w FIVET]
g c 3 3 z 4 E EEE SEs j2anau |e3n3U |BEIINS} 3|GE1IS3 I0U W 3NU3UCD ueels gy 13000 nem
9 T EN I r E¢ h Z “ T 1 annesau patouue iy p “‘poob 3|qel1sap Aeme d3is ayjies|d op Aem 3yjJo Ino dajs M| 3931000 nem
g b g b g G I I mI._.q I aniedau patouus SEM SIY] Y| #|qelisap Aeme da0s |1 ‘S8X0q Aw m:_v_umﬁ Ysiuy pinoa | 1381100 § pue jem
¥ g F4 HHHHHH c c R EE annedau PIELJE IXUE UG a|gedisap Aeme das E1 8y} woy AEME aaoly 333ui03ul api03
¥ ¥ 9 9 9 ¥ 9 9 ¥ ey annedau Insqnop | | Ajlenyay sjgesisap jou sayio o sabeyoed omg sy ezigess pinom | 3000w 1ayzo
g ‘v Bl E! EL Kz L ¢ oo j2a3nau 13430 5 o palog 3|gelisap Aemedajs)la) pUe a|qe] auyl jo apis ayj o1 da)s 3234101 F pue yem
g ¥ [ g HE z s aAnesau Funepiwiul ‘patouue Duue 1g Y 2[qeJisap Aemedls 3 )1 0S J0q0ol 3] J0) WOoo 3YBUW [[IM | 1)34J02 B pue nem
J g C £ i gy angisod B[ QEHOJUOD ‘LR YB||B B[N #|geiisap Aeme das __Umnm YSE] A uo s n.:mn_m_u S syl 1334100 § pue pem
c L H L Ez “ 1 Jeainau pasidins \ ax1| ug s|qedisap Aeme d215 18U} 18| PUE ¥OEQ 10 apIsE dals [ | 133403 § pue jem
< z h Fd “ Fid z [ ER 124U pasiidins LE]S UQ W ?|gedisap Aeme dis 0] 10G01 8y} MOj[E O] pIEMAYOE] dBlg 3224i03ul 2demioy oF
5 5 5 ¥ ¥ 5 5 H angisod USpIIUOd U102 Aalg 2|qedissp Aeme dais (eledo 0qod ey 1e| O apIsE dals 1331107 § puB j1em
vhﬁ z 5 5 z ﬂ L H L s annedau pafauuz )oul Apw 3|qeJisap Aeme daissed 0] J0GO1 10} JEM pU EXJEQ a0l 3934103 pem
-] [ ¥ c [ z u £ “ z mII 2AIEFEIL patouue Jue gy e J[qeJisap Aema das ] ued j0q0l 3y) oS “yieq das e ayer 1334100 e
g iz B EoDE P c g g v o annisod paulwisEp jop Apesy  2|gedissp Aema dais feme deig 1331000u1 13y10
¥ F4 g g ﬁﬁﬂﬁ 5 s annedau pahouue 38} pinom | 3GB4IS3P 30U WaNUIU0D g J0U PINoM | JJ0M JE WE | 8SNEJI8T 1P340dul 3p1jjad
g g 5 it IB: B Bz Ec o annedau paiauue o) palejul #|qedisap Aeme d23s 8] 03 a|gissod siaym apise dals (M| 3234402 § pue yem
5 g HHHH ¥ ¥ [ [ 1 aanedau pafouue prele WE | JBY} 3|geiissp Aeme d315 WE | BN} 05 “2pISE d2)1s B SMEl UBD | 1303 § pue pem
c i”iﬁﬂ z K c c R ER aanedau pafouue | pafouuy 3|gedisap Aeme dajs iy 10god ay) [Un Jem pue yoeq daig 3934001 F pue gem

I¥2+DEL uu_.z__wﬁ_m._. uﬁzmbmﬁm._. uu_u.mﬁ_m._. u NOA UoIe Ayl U] MYYEDEL utrwﬁ_m._. uu_.umﬁ_.m._.

138



£ Bl ¥0E 1 tes Bl (1T | 522 W e Bl ' M 7 I LT
A | g8z [0 [l sl [ e R | st gt il LT
s 15 [ Esr £ W v'st 9t Il 67 oSN LT
P31I63UI pIeMIDy § 3NURLSY) O 3 5 1z 05 4 10 ! 4 B [ K8 nr | | 5% [ :
1P3000UT piemICILIYLLUOP | [ SN YV G E: 0 . ;e T EZ i
1920100Ul PIEAIOE: SNUNUOTY) [ [ | e T A | I T  E b I 5/ o e Qﬁ v :
1924100Ul pIEMIO} PEBLE 0S) | a1 R B moz WS oz WS s | N HoL | | | z ¥ i
T R DT [ Bl [ Bl I8 Im__lelelhl ' v i
Paiesul  piemioy o6 M eH ¢ [ 9t 5 HH: BN ! ok EEs PS5t 0. s ! L W i
P31I03U] UMOP MOJS 1 309033 | [ € 10 b [T B 0o I 0 b 15 [4 - oy “ k i
[20100Ur paEAUO}DBISGO O | vz | OB GE 0 k |0 I ¢ Y S 4 | o ¥
1291103 doas ay Uiy | Z ] T 10 F 15 1z - E Iz | ] 1< | B £ !
1maucaul  piesuoguenuc) o) G £S5 [ S/ 9 0 s I O /A 59 M . e 5T 9 || 27 v :
3924102U1  PJEMIDHI0D 1M 8H £ [ | 8 jo G z fo L sz s o i< [ | £ L
P3405u1  pleaiogial daey | €1 [T 0L [ ok [ [ T [ ic | L :
P2000U]  pleaio} ol Saop || | 0 0 i L 10 L 0 b A I i
121103U] pIEMIOI00PIYITY Z [] ar (5 0ok B [] L 09 Iz | N i
1D300UI PJEAUID} SOID M 1] | £ 0r Bl B H: B Bl o [ N ] i
wouy Juop EVCICEATOWE] 9t o . sz [ El oy @6 oS | E | | = S
324102U] yeiquiese | v [ v o ' oy e Bor s BlsY Bwor e Te L E
Pam0du]  pieados BIeNS o5 2 [] t1 [T ¢ RE" [ [ Ef8 | K4 moz | IS | | TS 5 i
FEETITE] doys doig z [ ] SO N /I 0 e S [0 SENNNNNN OZN 09 NN €1 [N O/ N G e L 1
1D300UI PIEAIOY BNUNUOD) Z [] 6 15 12 [ | R oL | I Bs 12 10k | [ | 6T MW
ai100ul piemiop pesye ob z ] T o WL oL (13 REZ IR | |3 B ! | | 2 £
3334402 daysn pue dojs| | Fad 09 i o L |0 L lsr MO0 S | | | 4 N
MOUY 3,UDp WoUy JUoplls 2QABW 7 [ | I DER | i [ E 4 [EH [ E [ 1B Iz [ 1B 4 [] __u.“ 4
Pan00u; paenuos yBiens of z [ ] €8 [ 5f oL WSz me e NSy B0 EEWse 9 [ | st 4
Pamcaul paewuoy ybiens ob o 0 | 5z W9 o pm’ oz sy o EWoE el | | H 4
21103 dois joqo1 8yl z [] (38 oz WG moz | g | 1z JoE WM. || 9
WO 1,U0p MO 1,U0P S 10U We | o I 0 s I oz Do/ e e or EmeEe e “ L
324100U1 doss.pue doig z [ ] v [ 57 oL S [ foe M. D B 0 59 I rL 'y E
331103 days dois 5 T9 [ G/ 0 NG5 T NGS5 T 5o N ) 09 L e 1 W@
MOUY 3,U0p MOUY 3,UCp 100pJaay [ [ | [ 1o b [0k Ic DIE iy Hok [ Hok [ [ | 9% c
131103 doys auy yuily | G (T G 4 ] 12 055 INZ G [ |G [ ] “ £
FRENITeRT doas w3 Uiyl | O T s 7 s . e I e WL 59 N 7 rs £
Paa1ooul pienuoy JBiEns o) z [] €5 [ |5 0L st oL st 0L N SEN e st o e kaH ¥
vouy yuop vouy yuop ouy wuop | o N 6 [ 5e [ ] B e [ ] s s [ |l W sz L E [ | Ty “ 3
130103 doysayl e dojs ¢ [ | L 15 [ Ho b 15 12 152 1 o b | et “ 4
310Ul dois yem iy G SLETTTTT 0/ I G 55 N 7L (N 0/ [ G [ DD 7 O/ —" - s k
121100 doys dois [ 1) | 3 DT [ K ns 1z pot go b 5+ nr [ | c 9
Pai10dul doys jogoi 8yl ¢ [ | T |0 L |0 HE 12 jo L | 9
paueaur paemacy Biens 09 o N 6 | 0F L E e oy B s Br [ ] ST L
3931103 doysis (M eH 5 1T kT [ oz | F | oL Be [ | ' §
Pa1103U] piemioyl snUNUDD) £ [ | 1 [0z [ [ oe s | [ 4 1 e b
132110301 doish jogol 8y} z (] S Is 4 fo lok [ I3 Bs 4 | e Al
172000ul pIEMIOL IS E Ul 0D) | c | S 2ok [ pot Ic 1 SEN ¢ G/ O e sz “ [
Padiod daoisy 8011 (934 | 3 B4 SENNN OZ T O 7 BN O N S 09 N £l [ G E 2 et L
FEERTT=T doas joqoiayl v [ or [ s/ e 5L [ mo [ s/ s sz e | | Q.H £
31103 doyshioqel el E o0 [z M3 e [ E ' 4 (18 3 ] S9N v
1331103 doys.puedoig 05 | [DDEN TG 0L D O S e | 5L | 4 | | Le k

irzovL P§7zor. [Y-uzovl By Oasel PESTEgrwnio) puwnio) B xucl Prsuncl PYrsuncl Pssvncl PYrsvncl Pexucl P exusl Pexucl g acucl pyxicl Py uaicl Pyuawniod PRHYS 1 um_dm €l

S8eJaAy IWE) MO

139



ve W57 W O- WS v BN cc BN Cv BN TS HBE 5¢ W cc BN T WSS

Te N OC N oc NN vv BEE ‘c BE vv BN °v HEE Oc BE oc NE ¢v HE U9 ov e
o I TT N v I Tv BNt B TV N cS N |t M cc

€T_Ee z S W Ev BN NS BN S 5 N [ | IN§ANoR b aiNoasU|  3|qelisspiou  jiem Ve
= 4 ] (O NN ¢ E- IE° B+ B c v E | pafouus | pafouuy  3|gexsspiou  yiemjoi sy} Aem yoiym 33s o} yem

L'g ¥ g g £ € Z _ I “ z Z m ii pafouu= OUUE UQ y  3|gEJisap jou uem 3 pue ssed 0] 10god 8yl 10} Ve N
£ E G G ¥ ¥ ¥ C S £ I I WBPIIUOD JUBpUUI0Y  F|gEJISSp Jou nemiiens of uayl “1ogol ayl 10} VEJN
ROy BE: Bc: EoNEOEE: B BE/EEEY B § v snoanes i) siqeiispios wen dois
153 £ 3 s IEZ B+ B+ BEEC £ £ g s [ jennau |Bi3n3U |[BLUIOU  3|gEJISSp 3BU 1em ssed 10qed auy 1] pue dois | |
G KN 12N BN E N KN Em O EE O Pam 1 A [eAnSU_[enneu_ s|qeiisspiou yiem ssed joqoi au) e 0F 0 [ |
;. I TN N BN B9 U033 pnaM | S[Geiispiou Jiam  passed el 100l fiun #eA

38EJaAY ILUE) MOH 3NW MOH AW MOH IR AKOH N AOH L13] B MOH UBLW MOH LU0 MOH UBUD MOH

BRivsrl BRivsrl Bvsy ERivsyl BdvsyL Buvsyl Eiuvsyl ERuivs vl BYuvsrl Buvsyl g ool By sovi pgavorL By

S k k 3
£t Z c G G ¥ G L z 9 z PNE [ Iennau snoined a8y “La|y 3|qeaisap  pJesua) Buijjem anuiuod | |
£ [ z s HE: E°>IHE° BE-: z 5 S B [ enpefu IN#QNOp UIEYNSIUM  3[EISSP Iou HEM 51 \DY BU} 818U 835 PLE NEAN
e L 3 K g 9 HHHHHHH 1 i [| @enpedau agesun Jabuep u|  2jgeJdisepaou ynem | buwow deay w ey Bununssy
vE B L Ev “ £ z £ § £ L E HEN: B e 3|BLOJUSIUN  DIEMYME  [qEJIS3p jou uem 3 uayy ssed 03 10904 23 10) JEM
€ c B ¥ £ 9 9 B A B (N E D Jaujo jisuodsay  3|qedisaplou = dos |
Eid b £ 9 < g ¥ @ B Z 9 s [ Bnmised 23 wiey 3|gedisap jou 112204 J0q01 3p 10} UajyJem ‘uaadsg
Ly ] A N N i S 5 L 9 T oL e1nau 40  @@ensspiou yemsed sey 30goJ A [AUN HEM (M |
0l El N IT 'S I IT N FE I v _ EaEs 3|qe1I0JW03UN 33 PINOM | 3|GEJIS3p 10U Aeme da1sT s1 10Ol BY) 213UM MOLY LUOP |
T L m c 7 e g g g ¥ g S v D eamised pood auld |=d3nau umop me|s pue paads Busem fw aonpar |
Le ¥ 4 H £ [ 1S G S ¥ ¥ S A B WD 43430 jogqossy]  3jqetisspiou uem nl sy 1es|3 0] 1001 8Y3 10} NBA
ST 4 M [4 | A h < 4 k | 4 “ 4 [4 I T - 2j8s  alnaag HfEl=L R uo anop
T z M Z £ Z m L _ L L z £ M g “ gy jennau [ERGEM] YO  3gedsaplou uem ssed 104 |IUN UM PUE QBW
S g g h g z B 7 ﬂ ¥ z m F4 Ev S v [ leansu |eqnau M0  2|geJisap jou uem sassed Jogol |un JeEm
Z 5 g 9 z z z H L h L “ z mImI |G |=d3n3u pazZejun IqedisAp pdRAICL uo asow
¥'a Z 5 5 5 £ ¥ £ Z Z El [ |ejgnau MO 2lgetisspiou oM HEm
_ £l EN EN Il E 9 4 ﬂ ¢ EL  EV D09 raised W3plUOD JUBPYUOS | 3|qEdISIp  pieiioy uo ybiens ob
9’ L g ¥ 9 9 G Z M Z E £ o aanesau 3#85UN "AINDASUN 3|qedis3p lou uam 181y 06 Joqos ayy 39| pue dojs
59 9 g 1 A N 'Y i £ g S NS I tesnsu INAGNOp “suly UE | LBy, 3|qensap  plesuotLissoid ay) 1eno wbiens of jm |
CrommL B MO NG BN BN B BEc BN ez b [PAAT09 US aiSUN  3GESSPI0U A S (U 10401 o] U e PINON |
a7 z Ec “ £ Z 3 9 ¥ T v BT [t [ @nnedau weisay Y Aybns 2|qeaisap . pJeauognipuil 8q ing Buiem snuiuo)
5's z £ £ 5 9 9 z z 4 z mz [ sApesau preue ] passans sjqeaisap paeaunyBuissosd ayy Jaso pue 1Bens oo
g7 9 Z v EEc: B . I s c E 9 v BNz N naesu inpgnop) sfipplyor)  ajqeusspiou yem uanab BuelooA
62 c S B 1ean3u weysay | UENISaY  2|qedisap jou e} SW0d 0] J0q0) Y] S0y HEM ||In |
€c z v Z [ o e Y S s o S e [ enpedau INBGNOp pUOM WE | |13N3U UMOp mo|s 31 1] BUIYDIEM SNUIUOD PjnoM |
G M L J i i g q ¥ g g z C D § enpefau INBQnop aInsupn  2|qedissp lou dois Busem doig
ot it z ¥ Z N L g 3 M 1 [ 18 [ =npedau INpqnop sl |28y | 2|qeiisap 3ou doys gem pue uonow Aw dojs pjnom |
Tr 4 C Py [ aAnesau SnOIINEd Jg A E 3|qeaisap pJEAUDIUISS0ID 3y} ssouoe Jybiens yem
0'g L E ¢ G £ O E Y I C It Y c [ |3 [ ennedau |NFAQNOp 1285 Ug | 3|qeaisap pJeauoy ) ‘premdoy Bunjem anunuod | |
g 9 4 G c m h ¥ z L Ez PO s 1ennau SNOIINED B MBLUOS 3|Qeaisap  pJRAUCLIP ) BINE &3EW ING “UO BNUMLOD
19 g c 1 A g 9 z T G h v e o ennedau INOQNop ym mauy | 2|gqedisap 1ou nem Bu ay) woy Bunwoo 51 wgon sy
so L Ec Blc B: o NN EE: BB Nz W o s "SPRASH] %GR Iou  En 10001 SU) 11 194 PUE 1 PUTS
g5 N EN EN B ¥ £ ¥ [ A [ eaysed Juspiguoa 103 Ajald 2[gEdIsspou =M 00 a4k 2ins eyEW o) dals [ |
T L £ ¥ ¥ c g 5 u t “ 5 S g 2AneFau Juanzedwi dw Apjw 3jgeJisap jou yem aw ssed o} | Joj yem pue daojs
S b L LN N kN N N i £ N P >nneEsu Pleyj2 uau ajy) B 31qE1is3p  pIEiIC sew | se buiob daay
£'s L g < Z b F Bz Z “ Z m D D 1enneu pafouue ‘auly Aluo ‘suly  2|gelisap jou nem passoud SEQ U |10 VES),
[} Z £ L 1 L L G h A 9 E e [ ennebsu juelsay NHGNop 381 PINom | 3|qeisap piesuot D uels 0 A1y Ajuelsisay pinom |
9 £ g ¥ ¥ G g z I “ z S5 [ jeanau BRI INBGNOR SUI B Y 2|qeaisap pdeauny, se yBiens BuioB snuiuod pm |
s ¥ ¥ I T EN N 1 i ﬂ £ “ v S B GneEa InAnop S3UN I B 3[geJis=pjou W 5d01E 10900 34} [UN JBMA PIROM |
&t L 1 L z t 1 [ 13 [ =npedau |n{EQnop aInaasun 3|qesisap plesuny ssoud ay) ybnoayy ybens asop

1vovovl Q§surorl [  auaAcOvl P§rosovL PYuoioe 2y) 2quasaa "MYIEDTL

140



2T piomm T e 52 [T Bl 0z W Tee £0e 7es mm

LT SO I ECm e PlTsE Il (AT | TTr VTN | e

ST YT LT T Tve [ sy 6T 69t g'es s
W SELEM Jofew e sl Moy 7 I N © I EEEE] B ECE EE R B EEl M (RN B |
4 059z M0 smole 3 jey) | I I B v [ SR P 0z S I O/ [ 5| 0} | K3 PEPS EE
W 0C-9z2es peuswbne sy) ¢ T vE [ 5 0 N0z WS [0 0 e S e s | hJ Wiz W5 [ |
W 0E-9Z S| UoBELEA Y8] Bl | 1 K I o1 | 18 | I3 | T | 0 0E | I3 | B | E3 | 18 B | |
W 5Ly S S| MOUE 3yl uiA | (] ] 0s [ o/ Eme v Msy B0 WSy 0L [ S/ o
E| 0E-GZ ¥ SHEW SMale 31| | (B P B 0 0z M 5L | R |k | ] oz | Ei oz | B oz Hs | |
4 0c-gzileyisdiey Ajesiy £ [ I | [T ] € [ S5 IENO0L I Gl [ [IEl W E 4 105 N N
W Gg=usanbuoisiar 2] ¢ N G I ¢ I B v BNSS N ¢ 12 NOHNNNNN /N 0c  BN. o k 1
W 0E-9Z! s1 mOue 8l UM | Pl I I B £z WS Iz Bok | §3 I CGIN Gl S 1z 15 Iz |
W 0E£79Z | SOUELSIS Lpog Ul | 1 . | E P [0/ G- oE WS N0 PN C NSy B0 NS o ||
4 0E9gow ig 99 pnom | | N I B 19 [ 59 NN v [ 09 [ £ [ 0 L | [V [P 0 S L
Al 0E-9Z agip 212nsn| Asy | 1 S | I ¥ Ho k Sk | i ok | |3 | 1 | i Hoe ! ||
M | G< 28 2.0 &I aUD Ja | TP [T | 5 0 L 5 1z 0L B [ B I [ 1¢ 1
W 0e92 b I | I I ot | K k 0 k 1]} | I3 | (A F oz W5 | |
W |G<IS 01 JUSIUBAUDD S £ [ 9 S D B A T ' ' I ' I 'Y IR By
d Sz>Uojew smoue oyl £ [ I © I ELLTTTT GENN PR GG N . [ GENNN 2P 09 N L N 0N .
4 Selvuijouonedpuisyl NN C D D ve [0 NN BENGy EEN0. BNy B0 BENsce EEc: NSy 0.
W 0F9cEjsiapun opisiseq] g T E N E LT cok | K3 Boc WS WoE W/ NS | 3 mok | B |
4 SElEd1ieses yonwisty | [T T ] T [o F 15k [ K HSS EENC ENC WS Wz WS [ |
4 5EhE] =wHoddns smouy | [T Tl 1T s 15 Iz IS lc s le [ 1< Bot he |
W GE-LE [BY AIBn aUE SMOLE | I T 10z WS WS §F pot I 0o ) o ic ]
W 0F-9€E k DE | T g Iz jo k |0 ] o k 0 - |
4 0F3E b [k [ (k| 6 [ 875 | 14 | B Iz joz WS s 4 no L |
" | G<1ES|2 &1 SMOLE UM | 1 [T | Tz o 118 g5z WY L E] oy e Eok [ Iy [ |
E| SELE k B Y. [ | bk oz | 5 |z | I moz | 15 o | W i ! | |
W 7> JWh UDRENYS AUl U] | T I 1 61 0z ms Wiz WS o . s Iz foz WS [ |
W opecsAdwsmoneeyl 7 QU BN NI vy 09 M- NSy E0- poNSr 0L pemor 6 pos  mm.
W 02973 S3EW SMOLE aul | I B e [ 0or W6 [ Pme Dooe . sy Eo- s -
W 15=17 Bwes 2y} 20 A2y 7 I o I S 29 [ S/ 5L o/ Sl oz WS [0 5.0 5| 0L 5L .
W 5> 1[ew 8jah s [1d 18p] | 1 1 | v )M By W5 By E5 WY W5 Emo- e
4 0E-9ZB Yim uoneuea sy | I | I . LS [ G/ G 5O e L e s s 0 59 N Tl N G5 - e
W 57> ue Bupedwod we | | I I I . €5 [ S5 NN 7. [ SENNNN e o b 105 [N [N /NN -
W 0E-9Z UDHELEA MOLE LON | 1 . I 55 [0 SENNNNN 0ZRm 0z WS IO/ I G N0z WS I 0/ [ G
d 15 ey sageud Aybiy | L N [ | ss [ SENNNN eE s | i WSS M. [ 59 N v 5 e e
WA (E-9¢ ¥ =4EW smole aul | [ ke [ T sk Br mo - |0 3 102 | | e | & | |
w Sz> Styaymjogoiay] ¢ N NN N 9 [0/ 5w se B9 W09 NN ) [ 59 N T [ 09 N < e
[l 0E-9Z 4O 1g E &l| pjnom | ¢ | I 4 I v fse Ele | 1z ils 1Z | 1Z poz | 5 | |
4 0% S| MOLE BUL U | | I [ i sz WY W% mW° W WY Wi WS ms.  Wmr []
FENNTECCTTLC U [ | | T )T [N PR N [N [THN RN [T E
M 05-G7 3 114 MLy 1Uo0 7 1T P 1 Tz e L L [ msE Mo sz WS oL | > [ |
" GZ= B8yl apis Ag spig | I+ B E 12 oL IS gz WY s e oz | | &Y | s [ |
4 0c-ggraelod aui Uiyl | (1 s [ z |5 4 io F 10 b 10 ; 15 Iz |
d GE-HCREMm mone sy &y | | 1Y ¢ I v 09 NG EE e | 1B 12 I N EE:
El §g>3u) U0 3SED 3LR 104 | RER I ¥9 [N O GHN L G O/ L DN 05 N L B0y NG 0NN e
W 0£-9z opwoxd smoLe aul 5 [ D - [T | T |0z WS Woe I o I Os: Bme [ojos pmce
3 57> 0joal0id MOLIE BUL | T ] v Nsc EM: @m0z WS Mo . W5t WY WMz HWS5 W
W 0F9cdey uonoslod ay| ¢ [ SR & I 990 [N FET GEM G 0y WG [N OJW e ie 9 [ ]

Bervo ) 23v Paid medshid B vOId P c01d B 701d B 101 d 2L py v wnioo Pyuwniod B X1t PrsuntL PNt PYssvne PYrsvnel Pexiivl P exiivl Pexitl P axiitl Pl Py il Juwnjed

UOILENIS IS uoy3 2IUBLLIOPAd pueBwaq |elodwaL UE]

141



Ot [T [T [Ty [ §en fennn
Ot [INST  [NET [N Ty [N e gennn
Ot EvYe EE'T WO NN YSNNNN Tonm
HAYMYA WY ¥ e G D P A OAH VB AN 4N B4 on
dn e e Hc v N JsgieyieN ayiayaly Ayl juapnig
VAUV v S N S N G O o JS|N WEpBLIA BLIaN Bl L op
v [ E v s 9 oyds yBiy puepspa e Y1 uspis
WAWVE [z [UT DE B9 OshDuEpsylan aulal aul oN
dn g | I4 | |4 [ 14 [0 9P 5 04as YBIH wWepagian auiaN 3yl on
dn b fe e Py DB BT OSIN We-pnog sLpan By | oN
HAE N v Y P B OSIN3YIeN 3UY | WAy 3y o
HAS I N D S B JSINAYeN BUYL BLaly BU ) 3yIeasay
¥NE [ I N5 I ' T DSQIBNUN BULAUAN BYL  1UBPMIS
z W i [ 99l Jshpuepewan e 8yl on
AUV E | O s g DS iZeigalpaN Ul uspniS
v L | I [ I 1 DS 05 B QdiNeWeN 8yl auel 8y o
v | | Il Bz 5 I SN EPIYAN AN 34| oN
YA UYd MY S NS S I [ e o8H IN BUpan 81 yueassy
HA Hvd WY v ) PNz Mz s s ogi Aueuwseo Auewssg o
Hvd € [ B [ 4 m gs b s 05N Aueunss Aueuuas) o
A HY ¢ 5 € G [ A Js_Auewnsg Auewag o
yvd 2 | I | 13 [ I nsg Auewssgy Auewac o
uvd v e | FN kO E E | 0si Auewusg Auewnsg oN
ERSCLER-VEN I~ N S SR osi_Auewssy Auewnas ON
HA MYd WV E [ Z < o N Oud Ausuiz Auewias ON
S NN N NG N I e— Qud Aueweg Auewies o
E L [ |4 [ [ [ ] PR E DT ON
dA HY 9 | B N I OSiN Eissny ayia Byl S8A
YA WY dY m [ L /N | L— te— Jsg|  eusny|  Emsny oy
me me I I . OSIN BB BUL BLLE BUL S84
N [’ Hs I N S OSINAWaN BUL BUa 8UL N
4 [ |4 HZ N B+ - DSIA 2UIEN BUL BULEN B ap
dn e m) mi [0 5 [ (£ S 0498 UBIH ayla N Bl auel au] S8A
dne me H: B N OSINBYIAN 3yl auay 3yl Op
ynE e BT O L L e oyos Wi wnibjag sutery ay) S8A
v o A T | OSIN BYlaN BUL BUIAN BLYL an
[ | |4 [ [ [ 1 15 I : I DS AU BUL ALEl Byl s34
HAHY T B - I RN E R oN
YA MY G [ R 6 [ 9 i OSIN3UI3N 3UL AUlal 34| yeasay
YAE  [E T S s e Jsgauien syLayiel 8yl uspnig
Hy'd L | I} | I3 [ I} PE A DSIN BUlaN 8UL aulan aul o
AL il n Hz [0S vy [ OgH8uen syl auen 8yl oy
dAHvE NS NG B [ e 5 Ay Ay On
dhe g BE By [ e osgMep adegalpay 8yl syl
gvde [} Bt HEEZ D . 0sgaueN 3yl agan 3yl Juapnig
HA g me HZ Hr I JSINBYIBN BUYL BLaN Bl oy
UAMY Y E Y S s s Jsgaylen eyl auian syl Juspnig
dAMYd WYy e ey e e DS BN BUL BLLEN BUL on
dadvd iV b e L 1+ I DN Ble N BUL AULan SU LY ERSEY
Un WY E [T iz I P Qud Auewisg Auewusg o

[« | wod @ olnd @ sd &
TTDd OH "0TDd MOH "6Dd MOH "8Dd MOH "LDd MOH "9Dd "OH "SDid 43IH "$0d m U] "EDd mu| 7D Aog TDJ

god N

ndfl wd B3

<Od n

+0d u £0d u Z0d u

TDd u: Loy

142



143



	Executive summary
	Context & Problem
	Analysis
	Design & iteration
	Validation
	Results & conclusion

	Introduction
	Table of Contents
	Analysis
	Analysis plan
	1.1. Structure of the Analysis part
	1.2. Scope
	Variable factors
	Fixed Factors

	1.3. Research Questions
	Web research
	Contextual inquiry
	Academic research

	Stakeholders
	Fundamentals
	3.1 Industry 4.0 and the smart factory
	Internet of Things & the Digital Twin
	Cobotics

	3.2 Automated Ground Vehicles
	Localization
	Mapping
	Planning and Scheduling
	Navigation
	Supervisory control & autonomy

	3.3 Situation Awareness
	Measuring situation awareness

	3.4 Communication
	Human-Robot Spatial Interaction (HRSI)
	Legacy communication
	Intention communication

	3.5 Augmented Reality
	The Virtuality Continuum
	Spatial Augmented Reality
	Technological challenges and limitations

	3.6 Key insights (fundamentals)
	Contextual Research
	4.1 Key insights Graz visit
	AGV prototypes
	Opportunities:
	Industry State
	Current AGV implementation

	4.2 The Magna mission
	4.3 Industry State
	4.4. Application Context
	Supervisor/process- planner
	Factory floor worker
	Troubleshooting / Maintenance
	Installation

	Research on related work
	5.1 AR in relation to Situation Awareness
	5.2 The smart factory and the AGV
	5.3 AR and AGVs
	Augmented Reality and AGVs
	Spatial Augmented Reality and AGVs

	5.4 Technological Framework
	Projected AR
	Transparent Screen AR
	Head Mounted Display (HMD) AR
	Recorded Augmentation

	5.5 Key insights (Specific research)
	Development
	Solution spaces
	6.1 Selection criteria for a solution space
	Requirements derived from the assignment
	Requirements from Magna
	Directions from personal vision
	Vision-based design

	6.2 Nominated solution spaces
	AGV with mounted projector
	AR cockpit with a transparent screen

	6.3 Selected solution space
	Personal Vision
	Other

	Chapter 7 Design Iterations
	7.1 Method
	7.3 Iteration 2 – Projection of responsive arrows
	i3 L3502W Laser Projector This projector was selected based primarily on these three factors: Throw distance: this is what’s called an ‘ultra-short throw’ projector which means it can make a large image from a short distance. With a throw ratio of 0.2...
	Resistance to vibrations: The light source of this projector is a LED-Laser module. Traditional projectors use a bulb as the light source which wear down quickly or can malfunction under the vibrations and shocks that the projector might endure. A LED...
	7.4. Iteration 3 – Formal test with a control group
	Original plan

	Chapter 8 Experiment setup
	8.1. Overview
	Short explanation of software used

	8.2. Scenarios
	Pilot
	Results & Conclusions
	10.1 Single Ease Question (SEQ)
	10.2 Response Questions
	Analysis process
	Assessment of the AGVs next action (Q2)
	Action response of the participant (Q3)
	Experienced feeling (Q4)
	Perceived certainty (Q5)
	Perceived safety (Q6)

	10.3 Situation Awareness Rating Technique (SART)
	10.4 NASA Task Load Index (TLX)
	10.5 Post Test Questionnaire (PTQ)
	10.6 Technological affinity
	10.7 Experience with technology
	10.8 Summary of Results
	10.9 Conclusions
	Discussion
	11.1 Remote testing
	11.2 Validity of the data
	Response Questions
	NASA TLX
	Visualizations of scenario 3 and 4
	Technological Affinity

	11.3 Benchmark selection
	11.4 Practical design limitations
	Design Opportunities
	Presence acknowledgment
	Contextually dependency
	Multimodal interaction
	Spatial communication of spatial intent of robot arms
	Projecting on the environment
	Evaluation

	Research Opportunities
	13.1 Potential research
	Other proposed research

	13.2 Solution Spaces Chart as a tool for framing research efforts
	Acknowledgments
	Closing Statements
	Bibliography
	Original Design Brief
	Contextual Inquiry Magna
	Full research questionnaire
	Midterm Evaluation Form
	Research Data

