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Preface
The deep sea is a vast and mysterious realm, holding potential for humanity’s exploration and resource
extraction. Deep sea mining, in particular, offers the potential to access valuable minerals essential for
technological advancement and economic growth. However, alongside this potential comes concerns
about the environmental impact of such activities.

This thesis focuses on the relationship between deep sea mining and its potential harm to the environ-
ment, particularly regarding the disposal of sediments generated during mining. As our understanding
of deep sea ecosystems grows, so does the urgency to develop responsible mining practices that
minimize damage to marine habitats.

One issue is the lack of an efficient system to monitor sediment disposal. Without proper monitoring, it
is hard to quantify the environmental pressure and take timely action to address it. Therefore, improving
monitoring systems is crucial to prevent irreversible harm to deep sea ecosystems.

Despite these challenges, there’s an opportunity for innovation and progress. By recognizing the short-
comings of current monitoring methods and working toward better solutions, we can ensure a less
impactful approach to deep sea mining. This thesis aims to contribute to this effort by exploring ways
to develop more effective monitoring strategies. We need to take proactive steps to protect the envi-
ronment as this industry is developing. The aim is that this research will show people a step in the right
direction for sediment disposal monitoring and environmental impact.

If you can not measure it, you can not improve it
-Lord Kelvin-

The completion of this thesis has been a challenging but rewarding journey, and I am grateful to every-
one who supported me along the way.

First and foremost, I would like to express my gratitude to Rudy Helmons for his support during my
research. His critical feedback and technical expertise were instrumental in addressing key challenges
and ensuring the success of my work.

I am grateful to Allseas for their financial support, which made the construction of the test setup possible.
This research would not have been feasible without their investment in its practical execution. I am
equally appreciative of the continuous and adaptive feedback provided by my colleagues at Allseas,
Floris Doorn and Frans van Grunsven. Their insights, collaboration, and constructive suggestions
greatly enhanced the quality of my thesis.

I would also like to thank Arno Talmon for providing a second opinion at critical decision points during my
research. His thoughtful perspectives and valuable feedback helpedme navigate significant milestones
with confidence.

Additionally, I extend my heartfelt thanks to the laboratory support team for their assistance during the
testing phase of my thesis. While the process presented numerous challenges and unexpected hurdles,
their unwavering support ensured we overcame these difficulties and achieved successful outcomes.

Sven Cornelis Theodorus Laken
Delft, February 2025
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Abstract
This thesis explores themeasurement of low sediment concentrations in pipeline flows, a critical issue in
deep-seamining. The study aims to identify and validate a continuousmeasurement method capable of
accurately detecting suspended sediment concentrations between 10-75 g/L. Thesemeasurements are
essential for minimizing the environmental impact of sediment plumes generated by mining operations.

The research begins with an analysis of material properties and flow dynamics, emphasizing the role
of sediment particle size, and density in influencing suspension and settling behaviours. Highlighting
the differences between concentration measurement and density measurement and the additional error
involved. A review of flow regimes, turbulence, and their effects on sediment distribution within pipelines
sets the foundation for understanding the complexities of representative sampling.

The thesis evaluates a range of measurement methodologies against criteria such as accuracy, range,
spatial and temporal resolution, safety, cost, and impact on the flow. Optical, acoustic, conductivity,
and radioactive source sensors were unsuitable due to limited range, low accuracy, or safety concerns.
Promising alternatives include the U-loop, Coriolis, and vibrating fork sensors. The U-loop offers good
accuracy and range, but causes significant pressure drops. Coriolis sensors provide excellent accuracy
and broad range, but require careful sampling to ensure reliability. The vibrating fork sensor is simple
and has a good range, but suffers from low accuracy and limited spatial resolution.

A key aspect of this research is the experimental setup, which integrates multiple sensor technologies
in a controlled flow loop environment. Detailed methodologies for sensor calibration, installation, and
data collection ensured the testing conditions. Tests are conducted under varying sediment concentra-
tions, sediment types, grain sizes, and flow velocities to validate the accuracy and reliability of each
measurement method.

The results reveal significant differences in sensor performance across test conditions. Test variables
such as sediment type, concentration, and flow velocity are shown to influence sensor performance.

In conclusion, suspended sediment concentrations from 10 to 75 g/L can be measured accurately using
a Coriolis sensor. This sensor directly measures density which can be converted into concentration
with minimal calibration or correction, demonstrating superior accuracy and precision across diverse
flow conditions. Although it reliably detects finer deep-sea sediment, minor challenges remain when
measuring coarser materials, such as nodule fines. Overall, the findings contribute to the develop-
ment of environmentally responsible deep-sea mining practices, by facilitating real-time and accurate
sediment monitoring.
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1
Introduction

1.1. Green Transition and the Need for Metals
As the global population grows and living standards improve worldwide, the overall consumption of met-
als is expected to increase significantly. Since recycling rates for most metals remain low, this growing
demand is predominantly met through the extraction of primary raw materials via mining. Additionally,
the transition from fossil fuels to low-carbon alternatives further escalates the demand for rare earth
metals, which are essential for manufacturing solar panels, electric motors, and batteries. With declin-
ing ore quality on land and an increasing number of natural areas being protected for environmental
reasons, interest has shifted towards the deep sea as a potential source of natural resources.

Metals have been known to exist in the deep sea since the late 1800s, and their potential to serve
as a supply source has been a topic of consideration ever since. These minerals, located in interna-
tional waters, fall under the jurisdiction of the International Seabed Authority (ISA), which enforces the
Convention on the Law of the Sea. By 2023, the ISA had signed 19 contracts for nodule exploration,
primarily in the Clarion Clipperton Zone (CCZ), making exploitation mining activities increasingly likely
[25].

Figure 1.1: Deep sea mining world map [25].

Polymetallic nodules are currently the most advanced in terms of readiness for exploitation. These
nodules, which resemble potatoes in shape and size, are located on the surface of the seafloor and
distributed in a two-dimensional manner [24]. The CCZ contains an estimated 21 billion tons of poly-
metallic nodules, highlighting its significant potential. With an average abundance of 15 kg/m2 and a
maximum reaching 30 kg/m2, the CCZ is the region with the highest-grade nodules. This area, nearly
the size of the European Union, is situated in the central Pacific Ocean between Hawaii and Mexico,

1
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see figure 1.1 [39]. In addition to manganese, the nodules contain substantial quantities of metals
crucial for the green transition, such as nickel, copper, and cobalt [50]. The complete composition of
analysed nodules is detailed in Table 1.1, but nodule composition greatly varies per field and also within
fields.

Figure 1.2: Deep sea nodule
collection system [38].

Table 1.1: Chemical composition of polymetallic nodules [1].

Element Composition (%)

Manganese (Mn) 29.4
Iron (Fe) 6
Nickel (Ni) 1.4
Copper (Cu) 1.3
Cobalt (Co) 0.25
Titanium (Ti) 0.2
Aluminium (Al) 3
Sodium (Na) 1.5
Silicon (Si) 5
Oxygen (O) 1.5
Hydrogen (H) 1.5
Calcium (Ca) 1.5
Magnesium (Mg) 0.5
Potassium (K) 0.5
Barium (Ba) 0.2

1.2. Nodule collection
The process of deep-sea nodule collection involves several stages,
beginning with the use of a specialized nodule collection vehicle
which traverses the seabed and collects nodules. These vehicles are
equipped with harvesting tools, such as suction systems or mechan-
ical arms, to gather nodules unavoidably with surrounding sediment.
Nodules are often separated from most of the sediment in the nodule
collection vehicle. Once collected, the nodules and sediment mixture
is transported to the surface via a vertical riser system, which carries
the material to a production support vessel. On board the vessel, the
nodules are separated from the sediment and water, with the nodules
stored for further processing. The sediment and water are then re-
turned to the ocean through a return pipe at a specific depth below the
photic zone to minimize environmental impact. This discharge depth
is chosen to prevent direct interaction with surface ecosystems and
to limit sediment plumes in biologically sensitive areas. Where the
mixture re-enters the sea a mid-water plume is created [74].



1.3. Environmental Impact 3

1.3. Environmental Impact
The mining of polymetallic nodules will inevitably cause environmental stresses in the deep-sea envi-
ronment, both within and around the mining areas. Environmental impacts include, but are not limited
to: the mobilisation and compaction of seabed sediment, the removal of hard substrates essential for
marine life, the displacement of fauna from the seafloor, and the deposition of suspended sediment in
and around the mining zone. Sediment plumes are generated through the following activities:

• Tracks movement from the nodule collection vehicle
• The nodule collection system
• Discharge of residual sediment at the nodule collection vehicle (diffuser)
• Discharge of residual nodule fines and sediment from the vessel (mid-water plume)

Most suspended sediment is expected to settle near the mining area. However, sediment plumes in
these regions may deposit sediment that buries much of the underlying marine life [39]. Further afield,
spreading plumes may still contain enough sediment to obstruct the feeding and respiratory systems
of filter-feeding organisms [23]. Depending on ocean currents, sediment plumes have the potential to
spread up to 9 km [31].

Deep-sea organisms rely on micro-zooplankton and other organic matter descending from the sea
surface, which forms a crucial food source when it settles on the seafloor. Sediment plumes may result
in a layer of inorganic material covering this organic matter reducing the amount of organic matter
available, disrupting the food supply for deep-sea ecosystems [25].

Currently, the tolerance levels of deep-sea fauna to suspended sediment remain unknown. It is there-
fore vital to predict the environmental effects of spreading plumes accurately. Moreover, a system
capable of monitoring the amount of suspended sediment in real-time during mining operations is es-
sential [39]. Measuring sediment concentrations is also critical for ensuring compliance with mining
regulations.

1.4. Problem Statement
Extensive research has been conducted on environmental impacts, diffuser design, and plume dis-
persion. However, to effectively monitor environmental stresses and sediment plume dispersion, it
is necessary to quantify the amount of sediment and nodule fines discharged into the ocean via the
mid-water plume (discharge water).

The current method for monitoring sediment and nodule fines in the return flow involves sampling the
pipeline and analysing the samples to determine concentration levels, further explained in section 3.1.
While this approach provides accurate concentration values at specific moments, it involves multiple
steps, increasing the likelihood of errors. Additionally, this method is not continuous, offering only dis-
crete concentration values, which creates uncertainty about sediment levels between measurements.

This approach is also time-consuming, resulting in significant delays in obtaining test results. Conse-
quently, there is limited opportunity to adapt processes to manage concentration levels. Furthermore,
the methodology is labour-intensive, which is a disadvantage due to the high cost of offshore person-
nel. A continuous concentration measurement system would address these challenges by enabling
real-time data logging, simplifying compliance with regulatory requirements, and reducing reliance on
manual labour.

The suspended sediment concentration in the return flow is expected to range between 10-75 g/l. Ex-
isting suspended sediment concentration sensors are primarily designed for two applications:

1. Sediment transport in rivers and coastal areas for civil engineering purposes, where sediment
concentrations are generally lower.

2. Sediment transport in pipelines for dredging operations, where sediment concentrations are sig-
nificantly higher.

To measure concentrations in our specific application, a different measurement methodology must be
found.
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1.5. Research Questions
Main Research Question
How can sediment concentrations of 10–75 g/l, across a range of sediment types (7.2–150 µm), in pipe
flow conditions be measured with the highest accuracy?

Sub-Questions
• What are the material properties of the sediment and the flow conditions for deep-sea mining
operations?

• What are the existing concentration measurement methodologies, and what are their limitations?

– What types of methodologies are available for measuring suspended sediment concentra-
tions?

– What is the achievable accuracy of each method under deep-sea mining flow and sediment
conditions?

• How do sediment properties (e.g., size, adhesion, and cohesion) affect the performance of the
concentration measurement methodologies?

• How do flow and mixture properties (e.g., velocity, concentration, temperature) influence the per-
formance of the concentration measurement methodologies?

• Which concentration measurement methodologies are most robust to inaccuracies caused by
changes in sediment, flow, and mixture properties?



2
Material properties and flow regime

This chapter outlines the key material properties and flow regime relevant to deep-sea mining return
flows. It begins by defining and distinguishing between suspended particulate matter (SPM) and sus-
pended sediment concentration (SSC), and explains how these affect the slurry density. Then covering
the physical characteristics of the solids and their influence on flow behaviour in pipelines. Fundamental
calculations, such as the Reynolds and the deposited limit velocity.

2.1. Concentration and mixture density
SPM includes all suspended particles, both mineral and biological [10], whereas SSC refers solely to
suspended sediment [58]. This thesis assumes biological components are negligible, thus using SSC
which will be referred to as concentration.

Density is always expressed in kg/m3 and applies to solids, liquids, and mixtures. In contrast, concen-
tration pertains to the mixture and is expressed in g/L, representing mass concentration. The concen-
tration in return flows from deep-sea mining vessels has been reported as 21.3 g/L in a collector test
[63], 25–75 g/L in NORI-D scenarios [43], and 10–50 g/L in pilot tests by The Metals Company and
Allseas [34]. This thesis assumes an SSC range of 10–75 g/L.

Return flows contain both clay and nodule fines. Nodule fines persist due to incomplete separation and
degradation during the airlift process. A dewatering plant with 98% efficiency leaves 2% of nodules
in the return flow [63], resulting in a 50/50 clay-nodule mixture [34]. Polymetallic manganese nodules
have a mean grain density of 3460 kg/m3 [24], while siliceous clay-ooze sediment in the CCZ has a
grain density of 2500 kg/m3 [65, 57, 43]. When converting the suspended sediment concentration to a
density, the following formula are used:

Vc =
SSC

2 ∗ ρc
, Vn =

SSC

2 ∗ ρn
, Vw = 1− Vc − Vn (2.1)

ρm = Vcρc + Vnρn + Vwρw (2.2)

Where:

• Vc (-): Volume fraction of clay.
• Vn (-): Volume fraction of nodule fines.
• Vw (-): Volume fraction of water.
• SSC (g/L): Suspended solids concentration.
• ρc = 2500 (kg/m3): Density of clay.
• ρm (kg/m3): Density of the mixture.
• ρn = 3460 (kg/m3): Density of nodules.
• ρw = 1025 (kg/m3): Density of nodules.
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Table 2.1: SSC and corresponding mixture density

Parameter Difference
SSC (g/L) 10 75 65
ρw (kg/m³) 1031.55 1074.11 42.56

As shown in Table 2.1, the SSC difference exceeds that of ρm, reducing density sensor accuracy for
SSC measurements. Dividing the SSC difference by the density difference gives a correction factor of
1.53, meaning a 53% increase in error when converting to SSC.

2.2. Grain Size
Clay grain size varies by location. Jones [46] reported 58–68% of clay (0–5 cm depth) is smaller than
7.8 µm, with 28–39% between 7.8–63 µm. The EIS [43] gives an average clay particle size of 11±3
µm, without a full distribution. Fugro’s study [63] shows 13–88% of clay is smaller than 2 µm, 73–99%
smaller than 32 µm, and 100% smaller than 250 µm. Abram [40] found 88.6% of eastern CCZ clay is
under 4 µm. A clay grain size range of 1–75 µm is assumed for this thesis.

Nodule fines from pilot tests have a grain size of ≤1000 µm. Industrial operations aim to separate
nodules down to 150 µm, reducing fines in the return flow [34].

2.3. Flow Properties
The collector test discharge volume flow was 353 m³/h at 3.9 m/s [63]. In slurries, solids settle under
gravity, creating concentration gradients in horizontal pipes. Higher flow velocity increases turbulence,
reducing sediment settling. Particle size and density influence flow regime; larger and denser particles
require more turbulence to remain suspended. Four flow regimes are possible: sliding bed, saltation,
heterogeneous suspension, and homogeneous suspension (Figure 2.1) [48]. To calculate the Reynolds
number for flow in a pipe, the following formula is used:

Re =
vD

ν
(2.3)

Where:

• Re is the Reynolds number.
• v = 3.9m/s is the flow velocity.
• D = 0.2m is the pipe diameter.
• ν = 1.41 ·10−6m2/s is the kinematic viscosity of the fluid ([89], the water temperature in the return
flow is 7.5°C[63]).

Which gives a Reynolds number of around 4.4 · 105, which means it is turbulent flow [37]. The flow also
contains relatively small particles from 1-150 µm, whichmeans the flowwill probably be a homogeneous
suspension.
The concentration in vertical pipes differs from horizontal pipes due to the settling velocity of solids,
which aligns or opposes the flow. This results in higher concentrations in upward flows and lower
concentrations in downward flows [48, 90]. Methods without full spatial resolutionmust ensure sampling
locations are representative of the entire flow.

The Durand Froude number, a dimensionless parameter, determines the critical velocity needed to
keep solids in suspension. To calculate the deposit limit velocity in a horizontal pipe, slurry properties
prone to stratification are used. Graf and Robinson noted that curves for uniform sands (Figure 2.2)
are overestimated, while those for non-uniform sands are more accurate [59, 32].
Properties:

• Cvt = 15% (volumetric transport)
• d = 200µm (particle size diameter)
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Figure 2.1: The four regimes of flow for settling slurries in horizontal pipelines [48].

Figure 2.2: The Durand & Condolios FL curves[59]

The Durand Froude number formula can be rewritten in the following form to determine the deposit limit
velocity.

vldv = FL ·
√

2 · g ·Rsd ·Dp (2.4)

Where:

• FL = 0.8 (−) is the Durant Froude number, a dimensionless number used to characterize the
flow.

• vldv (m/s) is the critical velocity of the slurry flow required to keep the particles in suspension.
• g = 9.81m/s2 is the acceleration due to gravity.
• Rsd (−) is the relative density of the solid particles, defined as follows:

Rsd =
ρs − ρ1

ρ1
(2.5)

• ρs = 2650kg/m density of the test sediment.
• ρw = 998.21 kg/m³ (at 20 °C, [6]): Density of water.

This calculation gives a value of vldv = 0.93m/s, which is not close to the 2 m/s which will be the lowest
operating speed of the test setup for this thesis. The operating speed is higher than the deposited limit
velocity such that the flow regime is probably going to be a homogeneous suspension.



3
Measurement methodologies

In this chapter different measurement technologies are evaluated on how suited the methodologies are
for the application of this thesis. That is why all methodologies are rated for different criteria to better
compare them to each other. The criteria are:

• Accuracy, in how many digits g/L can be determined the concentration level in the flow. The
accuracy is stated as one standard deviation.

• Operating range, what is the range the methodology is able to measure concentration and how
well does it fit the application range of this thesis? The operating range should be from 10-75
g/L in suspended sediment concentration. A greater operating range from 5-100 g/L would be
desirable, so it would be possible to also detect outliers of concentration.

• Temporal resolution, this tells how often a measurement is being taken also called the sam-
pling frequency. The aim for temporal resolution is 1 Hz, but higher sampling frequencies are
appreciated.

• Spatial resolution, how large is the volume being measured, is it only a small volume or is the
whole flow tested? Suspended sediment concentration throughout the flow could differ. Depend-
ing on the flow conditions, a small sample could be representative of the full flow, but taking the
measurement from a small volume and extrapolating it to the full flow always brings inaccuracies.
This makes methodologies that measure a larger volume more desirable.

• Pressure drop/interference with the flow, how much does the measurement methodology af-
fect the flow? For example, does it result in a pressure drop? When a pressure drop becomes
high, more pumping power needs to be installed which will result in more energy consumption,
this will increase operation costs for the sensor especially because it is at a location where energy
is scares. This makes methodologies that do not affect the flow more desirable.

• Safety, safety is a fundamental requirement, so it might seem like an unusual criterion. However,
in this context, safety refers not to how inherently safe the item is, but to how easy it is to use
safely.

• Cost, this consists of the purchasing and the operating costs, both are hard to find but an estima-
tion will be made about the two costs.

3.1. Manual sampling
Manual sampling is one of the most basic techniques to measure SSC concentration, but getting a
representative sample is to the contrary often a challenge. There are two types of manual sampling,
trap-type and pump-type sampling. Manual sampling is often regarded as giving a highly accurate
measurement of SSC and it is commonly regarded as a benchmark for other measurement devices.
While this is true when performed properly, the potential of producing highly inaccurate measurements
does exist. In this section, elaboration on these errors and how to prevent them from occurring [20].

8
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Concentration
Comparing the results of 9 different laboratories using the ASTM method D3977-97 B, shown in table
3.1. It shows that concentration measurement by using a filtration method shows a high sensitivity for
concentration, resulting in relatively large errors for low concentrations [20].

Table 3.1: Precision and bias for ASTM method D3977-97 B, [3].

Concentration
Added, mg/L

Concentration
Recovered, mg/L

Standard Deviation
of Test Method (St)

Standard Deviation of
Single Operator (So)

Bias, %

10 8 2.6 2 -20
100 91 5.3 5.1 -9
1000 961 20.4 14.1 -3.9

Drying Temperature
One of the parameters in which methodologies vary from each other is the temperature at which drying
takes place. Both the ASTM and APHA methods use a drying temperature of 103-105 °C for the
sampled material. However there are several methodologies which suggest that a drying temperature
below 100°C would be better [86].

Figure 3.1: Effect of flow rate and intake orientation on sampling accuracy [9].

Sampling
The representativeness of a sample depends on the orientation of the intake nozzle and the flow veloc-
ity within the sampling hose [20]. Misalignment with the ambient flow direction or mismatched velocities
between the sampling and ambient flow can introduce concentration errors. Lower sampling velocities
result in a higher sampled concentration compared to the ambient concentration, while a higher sam-
pling velocity leads to a lower sampled concentration. As the mass of the particle increases, with a
corresponding increase in diameter and density, the concentration error also increases [87].

Isokinetic sampling is employed to minimise such errors. This method ensures that the fluid velocity
entering the sampling nozzle matches the ambient flow velocity, allowing the sampled sediment con-
centration (SSC) to accurately reflect the ambient SSC. Proper alignment of the sampling nozzle with
the flow direction and adherence to isokinetic conditions are essential for representative sampling [9].
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3.2. Optical Sensor
Optical sensors consist of a light source and a detector. Turbidity is determined by the scattering
and transmission of light by suspended sediment, which is detected and converted into Nephelometric
Turbidity Units (NTU). NTU values can be calibrated to estimate suspended sediment concentration
(SSC), but calibration is required for specific materials and particle sizes [22]. Turbidity measures the
cloudiness of a mixture, ranging from 0 NTU (distilled water) to 4000-5000 NTU (high turbidity). Beyond
5000 NTU, sensors saturate and fail to detect higher SSC [84].

Figure 3.2: Optical sensor [30].

There are two types of optical sensors: nephelometric sensors (OBS) and absorption sensors. OBS
sensors detect scattered light and are suited for higher concentrations, while absorption sensors mea-
sure transmitted light. OBS sensors are more common, and this study focuses on them [68].

Working Range and Accuracy
A turbidity of 3000 NTU corresponds to approximately 3 g/L SSC, though values depend on sediment
properties. Specialised sensors can measure up to 30,000 NTU with a relative error of around 2% [84].
OBS sensors are linear up to about 10 g/L; beyond this, readings become nonlinear (saturation) [10].

Figure 3.3: OBS output at different concentrations [10].

OBS sensors use infrared light to minimise ambient light interference, but work best in dark conditions.
They are relatively insensitive to temperature changes (< 0.05% ◦C−1) but can be affected by marine
growth on lenses and bubbles, which scatter light similarly to sediment [22, 33].

These sensors are more sensitive to fine particles like clay than coarser sediment, as larger particles
scatter less light due to a smaller surface area-to-mass ratio [29]. Clay-rich sediments may form flocs,
altering particle size distributions and affecting measurements [10].
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The OBS-5 sensor extends traditional OBS ranges with a 3 mW laser diode, dual detectors, and a
microcontroller, measuring up to 50 g/L for mud and 500 g/L for sand. However, it is discontinued,
likely due to performance issues [22, 11].

Temporal resolution
Optical sensors have a great temporal resolution, every second there is a reading from the sensor, thus
1 Hz [28].

Spatial resolution
One of the drawbacks of optical sensors is that they have poor spatial resolution. The size that is being
sampled is around 3 cm³ and is located next to the sensor [10].

Pressure drop
The pressure drop of an OBS sensor is measurable because the sensor itself is located in the flow.
The flow is influenced by the sensor located in the flow.

Safety
There is little risk with this sensor and no special training is needed to work safely with this type of
sensor.

Cost
The cost of a commercial OBS sensor is around 1000-3000 dollars [26]. With operating cost afterwards
being low [58].

3.3. Acoustic
Acoustic sensors use high-frequency sound waves, typically in the megahertz range, to measure sed-
iment concentration. A transducer emits sound waves, which interact with suspended sediment. The
backscattered sound, received by the transducer, is converted into an electronic signal. The amplitude
of this backscatter provides information about concentration. If particle size is known, SSC can be
estimated over the propagation range [28].

Figure 3.4: Acoustic backscatter sensor [42].

Working Range and Accuracy
The working range of a single-frequency acoustic backscatter sensor (ABS) depends on signal ampli-
tude and frequency, typically 1 MHz. ABS sensors have an accuracy of 20%, resulting in an error of
2-15 g/L [82]. The Rayleigh scattering model, valid when the wavelength is smaller than particle circum-
ference, is often used. Calibration involves measuring a known sample while operating the sensor. A
limitation arises when changes in particle size distribution affect backscatter signals, leading to errors.
ABS sensors typically operate within 0.1-20 g/L [81].

Acoustic Doppler velocimeters (ADV) can also measure concentrations, tested in the range of 0.01-50
g/L. Signal-to-noise ratio (SNR) is used to estimate concentration by subtracting background noise.
SNR behaviour divides into three regions: a linear zone up to 1 g/L, where SNR correlates with con-
centration; a muffling zone (1-20 g/L), where SNR changes are minimal, making concentration deter-
mination difficult; and a saturation zone, unsuitable for precise measurements [13].

Temporal resolution
The acoustic sensors have a high temporary resolution, with sampling rates up to several readings per
second [28]. The sampling frequency can go up to 25 Hz [13].
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Figure 3.5: SNR results [13].

Spatial resolution
The acoustic backscatter sensor provides high spatial resolution, covering the full flow. It determines
concentration at different depths by calculating the time for the signal to return using the speed of sound,
offering a spatial concentration profile across the pipeline [28].

ADV sensors measure a smaller volume of approximately 0.4 cm3, in a cylindrical sampling area 6 mm
in diameter and 3-15 mm in depth, located 0.05 m below the sound emitter.

Pressure
These sensors are not located in the flow and the flow is not diverted for measurement. The flow is not
affected so there are no pressure drops because of the sensor.

Safety
The sensor does not come with specific safety risks, and no safety training is needed.

Cost
ADV sensors can be found secondhand online for around 2500 dollars, assuming secondhand would
be half the price of a new one, a new ADV sensor amounts to 5000 dollars [73].

3.4. Conductivity

Figure 3.6: Time domain reflectometry sensor [47]
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The electrical conductivity of water depends on its electrolytic constituents and temperature. Adding
sediment, which has different conductivity, alters the mixture’s conductivity. If salinity and temperature
remain constant, conductivity becomes a function of sediment concentration [70]. Seawater has higher
conductivity than tap water, which must be considered when measuring suspended sediment.

As shown in Figure 3.6, the sensor uses parallel plates to measure conductivity via an electrical re-
sistance meter. This method determines sediment concentration. Advanced configurations include
time domain reflectometry (TDR) [14], conductivity concentration profiler (CCP) [54], and electrical
impedance tomography (EIT) [79].

Working Range and Accuracy
Conductivity sensors are influenced by concentration, temperature, and salinity, so these variables
must remain constant [70]. This thesis focuses on TDR due to its alignment with the study’s require-
ments.

• CCP: Operational range is 100–1161 g/L, which is outside the scope of this thesis [54].
• EIT: Operates within 10–400 g/L, making it suitable for this study [79].
• TDR: Theoretical range is 2–300 g/L, with an accuracy of ±2 g/L. However, below 3 g/L, readings
fluctuate, making it more suitable for high concentrations [14, 8].

Temporal resolution
The sampling rate is at least 4 GHz for a TDR, which makes it more than sufficient [92].

Spatial resolution
Depending on the size of the probes the volume being sampled is different but will be around 1000 cm³
for TDR [14].

Pressure drop
The TDR need to be present in the flow. This means the flow will be hindered a bit, thus resulting in
some pressure drop.

Safety
If the voltage of the system is high there could be a danger of electrocution, but the voltage used is 1
V [54]. This means there are no significant safety risks present for the conductive sensor.

Cost
TDR sensor purchase prices range from 4500 to 6500 dollars.

3.5. Radioactive source
Radioactive source sensors use radiation to measure mixture concentration. High-energy photons
from a radioactive source or X-ray machine determine slurry flow density. The principle is the same
regardless of photon source: attenuation is measured between the source and detector (Figure 3.7).
Collimators shape the beam and shield radiation. Attenuation depends on photon energy, sediment
properties, and mixture density. Gamma rays have higher energy, while X-rays require low-density pipe
materials like titanium for transmission [83].

Calibration involves measuring photon counts in clear water. The relation between transmitted and
received photons is expressed as [28]:

N/No = (k ∗ ρm)n ∗ exp(−k ∗ ρm) (3.1)

Working Range and Accuracy
Sensitivity increases with lower radiation energy but depends on sediment properties. Sensors must
be calibrated for specific sediment types. Gamma-ray densitometers operate from 1010 to 1500 g/L,
with an accuracy of 5 g/L [83]. X-ray sensors operate from 1000.25 to 1250 g/L, with an accuracy of
1% (around 10 g/L) [7, 76].
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Figure 3.7: Gamma and X-ray sensor [83].

Temporal Resolution
The temporal resolution is relatively low, a 137Cs source has a measurement frequency of 10 seconds,
which means 0.1 Hz. But in practice, the measurement frequency could be changed from 1 to 0.001
Hz [28].

Spatial Resolution
Gamma-ray sensors measure a volume of 700 cm3 (beam: 70 cm length, 10 cm diameter). X-ray
sensors measure around 175 cm3 (beam: 5–50 cm length, 1–5 cm diameter) [28].

Pressure Drop
Radioactive source sensors are external, causing minimal pressure loss.

Safety
Safety is critical due to radioactive emissions. Operators require special training, and regulations vary
across countries. Gamma-ray sources emit continuously, posing hazards during storage, transport,
and use. In contrast, X-ray sensors emit only when active, reducing safety concerns when turned off.

Cost
A radiation density sensor cost for a 6 inch pipe is 7000-8000 dollars. For a 20 inch pipe a sensor costs
12000-14000 dollars [55].

3.6. U Loop
A U-loop utilises an inverted U-shaped pipe to divert flow, as shown in Figure 3.8a. The sediment
concentration differs between the upward and downward pipes due to settling velocity. Settling veloci-
ties for different sediment types are calculated in Appendix G. These settling velocities are significantly
small, that the mean velocity and wall shear stress in both pipes remain similar.

Pressure differences in the vertical sections are measured by differential pressure transducers, record-
ing manometric pressure. The hydrostatic pressure depends on the mixture density, which is influenced
by concentration [90].

Cvi =
∆p12, man +∆p43, man
2 (Ss − Sf) ρwg∆z

(3.2)

While Cvi is close to the delivered volumetric solids concentration, they are not identical, but the differ-
ence is negligible in most cases. The mixture density Smi can be calculated as [90]:

Smi =
∆p12, man +∆p43, man

2ρwg∆z
+ Sf (3.3)

Working Range and Accuracy
The U loop’s accuracy depends on the pressure sensors used. A Rosemount 1151DP-4 S22 Pressure
Transmitter has an operational range of 0–25/370 mbar and a stability of 0.1% [77]. Using Equation
3.3, the accuracy is 0.084 g/L for 25 mbar and 1.26 g/L for 370 mbar. The density range is 1025–1083
g/L for 25 mbar and 1025–2227 g/L for 370 mbar.
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(a) Flow in U loop. (b) U loop pressure sensor locations.

Figure 3.8: U loop design [90].

Turbulence causes unequal pressure distributions, increasing error. Studies suggest 1% accuracy for
pressure sensors is realistic, resulting in 0.84–12.6 g/L [35]. Other research reports standard deviations
of 1.5% (15–16 g/L) [36], while concentration accuracy of 0.5% corresponds to 0.050–0.375 g/L [49].
Errors increase with particle size and density but decrease with higher concentrations [15].

U-loop meters require frequent cleaning due to settling and are mainly used in laboratories. This thesis
assumes an accuracy of 1% for further calculations.

Temporal resolution
Most pressure sensors used for this purpose have a logging rate of around 4 Hz.

Spatial resolution
The spatial resolution of this kind of sensor is great because the full diameter of the pipe is being
measured.

Pressure drop
The flow needs to be differed through this U shaped tube, resulting in significant pressure drops added
to the flow. The size of the pressure drop depends mostly on the velocity of the flow, the height of the
U loop and the radius of the corners.

Safety
The U loop is a high structure that could take quite some force on the sea so it needs to be properly
supported.

Cost
The main cost of the U loop consists of the two pressure sensors. A Rosemount pressure transmitter
will cost 2000-4000 dollars [45]. This means the test setup will cost 4000-8000 dollars.

3.7. Coriolis
Coriolis meters measure mass flow and density by vibrating a curved tube through which the mixture
flows. The natural frequency of the tube depends on its stiffness and the fluid mass. As the tube’s
volume is constant, changes in frequency directly correlate with changes in fluid density [64]. Typical
operating frequencies range from 50–1000 Hz, depending on tube geometry [41]. Temperature affects
the tube’s stiffness, altering the natural frequency, so most meters include a temperature sensor for
compensation [64]. (Vibrating U-tube sensors operate on a similar principle, using a U-shaped tube
[55].)

Working Range and Accuracy
Coriolis meters have a wide operating range, measuring fluid densities from 300 to 2000 g/L [19]. Their
accuracy is typically 0.10% (1 g/L), with newer models achieving up to 0.2 g/L [64]. (Vibrating U-tube
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Figure 3.9: Coriolis sensor [85].

sensors have accuracy ranging from 5 g/L to 0.05 g/L [55].)

Temperature and pressure affect tube elasticity, influencing density measurements. Higher tempera-
tures reduce tube stiffness [12, 66]. Sediment settling in downward bends can cause inaccurate density
readings due to higher sediment density. This issue can be minimised by avoiding flat sections and
sharp bends [94].

Temporal resolution
The temporal resolution is good for the sensor, it is around 170 Hz [41].

Spatial resolution
The spatial resolution depends on the measurement method. A large Coriolis meter measuring the full
flow provides complete spatial resolution [56]. With a smaller Coriolis meter, only a sample flow passes
through the sensor, making the spatial resolution dependent on the representativeness of the sampled
fluid.

Pressure drop
The pressure drop varies with the measurement method. A large Coriolis meter handling the full flow
causes a significant pressure drop, while a smaller meter sampling the flow results in a relatively small
pressure drop.

Safety
There are no significant safety risks present for coriolis sensors, or special safety training is needed.

Cost
It is found that a coriolis sensor will cost around 7000-10000 dollars to purchases and install. After
installing, sensor maintenance will cost around a 100 dollars a year (over 10 years) [64].

3.8. Vibrating Fork
The vibrating fork densitometer operates like a tuning fork immersed in a liquid. Piezo-ceramic elements
and a feedback amplifier drive its oscillation. The fork’s natural frequency depends on the liquid’s
density and viscosity. For Newtonian fluids influence of viscosity is compensated by measuring both
the natural frequency and the damping effect. Temperature effects are also accounted for, as higher
temperatures reduce the fork’s stiffness and lower its oscillating frequency [55].

Working Range and Accuracy
Abrasion from solid particles in slurries is the main challenge for vibrating fork sensors, as it alters the
fork’s mass and frequency. Fine particles and low concentrations reduce abrasion [88]. The measure-
ment range is 0–3000 g/L with an accuracy of 1 g/L [60].

Temporal resolution
The vibrating frequency in a liquid has shown to be around 975 Hz, but will widely vary with design
parameters like length, width, thickness and material properties of the vibrating fork [93]. The sampling
frequency is typically around 2 Hz, which is sufficient for the application of this thesis [21].
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Figure 3.10: Vibrating fork densitometer, drawing [4].

Spatial resolution
Assuming that the volume of liquid being moved by the tuning fork is similar to that of the fork itself, the
spatial resolution of the sensor would be around 2 cm³ [93].

Pressure drop
Because the vibrating fork needs to be present in the flow there will be interaction with the flow, but the
pressure drop will be small.

Safety
There are no significant safety concerns for vibrating fork sensors.

Cost
It is found that a vibrating fork sensor will cost around 3000-10000 dollars to purchase depending on
the accuracy [4][44].

3.9. Comparing the different sensing methodologies
In this section, the different methodologies will be discussed and the pros and cons will be compared,
eventually leading to a conclusion about which sensor would be best suited for the application of this
thesis. There is a table to better compare the different methodologies with each other, see table 3.2.
The accuracy indicated in the table is the accuracy in concentration, meaning the density measure-
ments are already converted to concentration by multiplying with the correction factor, calculated in
subsection 2.1.

Table 3.2: Comparison of the different methodologies for concentration measurement.

Concentration
measurement

Concentration
accuracy

operating
range

temporal
resolution

spatial
resolution

pressure
drop

safety
risk cost ($)

Optical 2%->0.2-1.5 g/L <3 g/L 1 Hz 3 cm³ medium low 1000-3000
Acoustic 20%->2-15 g/L 0.1-20 g/L 25 Hz full pipe small low 5000

Conductivity
(TDR) 2 g/L 2 - 300 g/L 8 GHz 1000 cm³ small low 4500-6500

Density
measurement
Radioactive source 10 g/L 1010 - 1500 kg/m³ 0.1 Hz 700 cm³ small high 7000-14000

U loop 1% ->1.7 g/L 1025 - 1083 kg/m³ 4 Hz full pipe large low 4000-8000

Coriolis and
vibration U tube 2.1 to 0.1 g/L 300-2000 kg/m³ 170 Hz sampled

volume medium low 7000-10000

Vibrating fork 2.1 g/L 0 - 3000 kg/m³ 2 Hz 2 cm³ medium low 3000-10000
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3.9.1. Denied sensors
Optical
A optical sensor stands out for its impressive accuracy. However accuracy can be influenced by chang-
ing particle sizes, although this is not problematic when the particle size remains constant. Its perfor-
mance is limited by its operating range, which does not cover the application range required for this
thesis. While controlled dilution could bring the sample within range, it introduces additional inaccura-
cies. Furthermore, the sensor lacks spatial resolution.

Acoustic
The acoustic sensor is not applicable due to its low accuracy, susceptibility to variations in particle size,
and limited operating range. The low accuracy of the sensor makes the data unreliable to use. The
error that is possible to be produced by the variation in particle size adds to this unreliability. Lastly, its
range is not sufficient for the specific application requirements.

Conductivity
The conductivity sensor is lacking in the accuracy department. The sensor does not possess the
accuracy needed for the application of the thesis, it is important to use a sensor that can provide more
accurate readings.

Radioactive source
The radioactive source sensor is not suitable for a few key reasons. Firstly, the accuracy of the sensor is
lacking for the application of this thesis. Secondly, using a radioactive source sensor involves handling
radiation, which poses a significant safety risk. This necessitates extensive safety protocols, specific
safety training for personnel, leading to increased paperwork and additional personnel costs.

3.9.2. Approved sensors
U loop
The U loop presents itself as a good option for the specific application of the thesis due to its sufficient
accuracy and operating range, which are the most important criteria. Its ability to provide precise
readings across varying concentration levels is highly valued. Despite these advantages, a notable
drawback is the substantial pressure drops associated with its operation.

Coriolis
The coriolis sensor is well-suited for the application of the thesis, primarily due to its exceptional accu-
racy and broad operating range, allowing for precise measurements across a wide range of concentra-
tions. However, one significant concern is ensuring representative sampling, as it directly affects the
measurement accuracy of the sensor.

Vibrating fork
The applicability of the vibrating fork is subject to debate due to several factors. While it offers a
good operating range and simplicity in its design, concerns arise regarding its accuracy and spatial
resolution. The reliability of its measurements may be questioned due to the low accuracy. Moreover,
its small spatial resolution raises doubts about the representativeness of the measurements, as it may
not capture the full fluid characteristics. Despite these uncertainties, its simplicity remains a notable
advantage.



4
Methodology

This chapter outlines the experimental methodology employed in this thesis. It includes the selection
of sensors, design of the setup, detailed installation procedures, calibration steps, testing protocols,
parameter variations, data collection, and sample processing methods.

Figure 4.1: Overview of the experimental setup

19
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4.1. Experimental Setup and Sensor Overview
The experimental setup is shown in Figure 4.1, which is explained step by step. The process begins
in the hopper (light blue circle), where water and sediment are continuously mixed. The mixture is
then drawn into the pump (purple circle) and flows through the flow velocity sensor (black circle). It
then proceeds upward through the Coriolis sensor (red circle, positioned toward the back), before
travelling through the U-loop (orange oval). Finally, the mixture passes through the manual sampling
section (yellow circle) and returns to the hopper, completing the loop. At the hopper, there are three
red components, which are valves. These valves are used to control the flow through the hopper. By
adjusting the valves, the amount of flow through the hopper and the pipe below it can be regulated.

For the test setup, a 40 mm inner diameter flow loop is used. This diameter was selected because a
setup with this pipe size was already available at the TU Delft dredging lab. The existing setup was
modified to meet the specific requirements of this study. No scaling effects were anticipated, as this
thesis focuses on concentration measurement, which is independent of size. Additionally, the setup
operates within the same flow regime as the full-scale system. The relatively small pipe size also
ensured that the pipes, connection pieces, and sensors were relatively inexpensive.

4.1.1. Pipe Diameter and Velocity Changes
The test setup incorporates different pipe sections, each with its own diameter. However, the majority
of the pipes have an inner diameter (ID) of approximately 40 mm. For the purposes of this report, the
flow velocity measured in the flow velocity sensor is considered the reference velocity. The flow velocity
sensor itself has an inner diameter of 38 mm.

Q = v ·A (4.1)

A = π

(
D

2

)2

(4.2)

Q1 = Q2 (4.3)

v2
v1

=
D2

1

D2
2

(4.4)

where:

• Q (m3/s): Flow rate.
• v (m/s): Flow velocity.
• A (m2): Cross-sectional area of the pipe.
• D (m): Pipe diameter.
• Q1, Q2 (m3/s): Flow rates at different sections.
• v1, v2 (m/s): Flow velocities at different sections.
• D1, D2 (m): Pipe diameters at different sections.

This velocity ratio indicates the relative change in flow velocity between different pipe sections. For
instance, a pipe section with a 42 mm ID will have a velocity ratio of 0.819. This means that the flow
velocity in this section is 81.9% of the velocity in the flow velocity sensor.
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Table 4.1: Velocity Fraction vs. Inner Diameter (ID)

Flow Velocity Sensor U-Loop Section Rest Vibrating Fork Section
Inner Diameter (mm) 38 40 45 57
Velocity Fraction (%) 100.00 90.25 71.31 44.44

4.1.2. Temperature Monitoring
Temperature has a significant impact on the density of water, and consequently on the overall density
of the mixture. Accurate temperature monitoring is therefore essential for precise concentration mea-
surements. In this setup, the temperature is measured using the Coriolis sensor’s built-in temperature
sensor. The process of converting density to concentration is further explained in subsection 5.2.4.
The density of water is calculated using the following equation [6]:

ρw =9.99864928 · 102 + 5.72357369 · 10−2 · T − 7.96007024 · 10−3 · T 2

+ 5.32777547 · 10−5 · T 3 − 2.60322680 · 10−7 · T 4 + 5.11178237 · 10−10 · T 5
(4.5)

where:

• ρw (kg/m3): Water density.
• T (°C): Water temperature.

4.2. Installation Procedures
4.2.1. Installation: Vibrating Fork Sensor
The Sentec SPX504 Flange Tuning Fork Liquid Density Meter is utilised in this thesis. With a measure-
ment accuracy of± 2 kg/m³ and a measurement range of 0-2500 kg/m³. However, the manual provided
with the sensor contains extremely limited information [80]. Due to this lack of detail, the installation
manual for a similar sensor by the Emerson brand has been referenced for additional information [27].

If the sensor’s flow velocity is:

• Below 0.5m/s, it is recommended to install the sensor as a free-stream application.
• Above 0.5m/s, the sensor should be installed as either a T-piece or a flow chamber application.
• Alternatively, if the pipework can be expanded to reduce the flow velocity to between 0.3 and
0.5m/s, a free-stream application installation is recommended.

For the purposes of this thesis, the T-section configuration was selected due to its ease of construction
and compatibility with the existing setup [27].

(a) Section cut vibrating fork sensor section, top view [27]
(b) Tines direction because of solids and gasses

[27]

Figure 4.2: Section cut vibrating fork sensor section and Tines direction
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T-section Installation
• For horizontal or vertical installations, use a pipe with an inner diameter (ID) of at least 51mm. In
this setup, the pipe size was increased to an outer diameter of 63mm to meet the ID requirement.

• For both vertical and horizontal pipes, the sensor must always be installed on the side of the pipe.
For horizontal pipes, never mount the sensor on the top.

• The sensor should be oriented in such away that the gap between the tines is vertical. This
positioning prevents bubbles or solids from becoming trapped in the sensor, allowing solids to
sink and bubbles to rise [27]. This configuration is shown in Figure 4.2b.

The T-piece must be dimensioned such that the sensor tines are sufficiently retracted from the main
pipe wall. The distance is determined by the maximum flow velocity in the system.

Figure 4.3: Installation depth vibrating fork sensor T-section [27]

A. Velocity ≤ 3m/s
B. 3m/s < velocity ≤ 4m/s
C. 4m/s < velocity ≤ 5m/s

For this experiment, the ID is 57mm, and the maximum flow velocity is 4m/s. This results in a flow
velocity of 1.78m/s in the vibrating fork section. Thus, condition A applies, requiring the tines to be
positioned 25mm from the main pipe wall.

Flow velocity near the pipe wall and fluid viscosity must remain within specified limits to ensure proper
refreshment of the fluid in the pocket [27].

Y-section Installation
During pre-experimental testing, it was observed that solids tend to settle in the lower part of the T-
section, potentially affecting the vibrating fork sensor’s performance. This sediment accumulation re-
sults in an unrepresentative mixture in the pocket, leading to a higher measured density than in the rest
of the system.

To mitigate this issue, the configuration was modified to a Y-section. The Y-section has a slanted angle
towards the main flow pipe, allowing heavier solids to migrate back into the main flow and rejoin the
system [27]. Additionally, a flow catcher was introduced at the top of the Y-section to direct a portion
of the main flow into the pocket, increasing turbulence. This reduces sediment settling and ensures a
more representative mixture in the pocket.

An issue introduced by switching from a T-section to a Y-section is the accumulation of air at the highest
point in the Y-section. This air needs to be removed because it can influence the density measurement.
The air is removed by loosening the seal and allowing the air to escape.

Both the T-section and Y-section configurations were subjected to CFD simulations using SOLIDWORKS
Flow Simulation, with the highest system flow velocity of 4m/s. The simulations, detailed in Appendix E,
demonstrate improved flow velocity and fluid refreshment in the pocket of the Y-section compared to
the T-section.

Thin-Walled Pipes
The manufacturer’s manual states: “For hygienic applications, a normal 2 in (51mm) hygienic tube is
too thin for this application; it can vibrate in sympathy with the fork, causing measurement errors.” Since
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(a) Section view Y-section, vibrating fork (b) Frame vibrating fork

Figure 4.4: Section view Y-section and Frame vibrating fork

this thesis uses transparent PVC, which is weaker than steel, reinforcements were added to prevent
such errors. A steel frame was constructed to secure the sensor to the table, eliminating unwanted
vibrations. The frame is made of 8mm thick steel to ensure stability and reduce vibrations.

4.2.2. Installation: Coriolis Sensor
This thesis uses the Micro Motion ELITE CMF200MCoriolis Meter from Emerson. With a measurement
accuracy of ± 0.5 kg/m³ and a measurement range of 0-5000 kg/m³ [61]. For optimal performance, the
Coriolis sensor should be installed in the recommended orientation. Since this thesis involves testing
a slurry fluid, which may also contain air bubbles, the orientation labelled as (a1) in the manufacturer’s
installation manual is recommended [16].

Figure 4.5: Preferred sensor orientation

4.2.3. Installation: U-loop
The U-loop uses a differential pressure sensor to measure the liquid’s density. Sediment catchers
are included in the U-loop and are positioned between the tubes connecting to the differential pressure
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sensors. These catchers prevent sediment from entering the tubes and causing blockages by capturing
sediment as it settles from the mixture.

Pressure drops may occur in the U-loop if bends or diameter changes are located too close to the
pressure measuring points. To minimize these drops, the pressure measurement points should be
positioned at least five pipe diameters in distance from any bends or diameter changes.

To ensure proper functioning of the differential pressure sensors, the connection tubes must be com-
pletely filled with an incompressible liquid, such as water. Air must be removed, as its compressibility
can absorb some of the system’s pressure, leading to inaccurate measurements. As a pressure dif-
ferential sensor, the Rosemount 1151DP-4 S22 Pressure Transmitter is used. These sensors have a
variable measurement range of 0-2500/37000Pa [69].

4.2.4. Installation: Flow Velocity Sensor
The Proline Promag 55s sensor from Endress+Hauser is used to measure the velocity of the mixture.
With a measurement accuracy of± 0.2% or± 2 mm/s and a measurement range of 0.01 - 10 m/s. 0.01
to 10 m/s. This sensor is specifically designed for slurries containing abrasive materials, such as sand
or stone, which are common in ore slurry [5].

To avoid damage to the sensor, it must not be installed on the pump’s outlet side. Low-pressure condi-
tions on the intake side can create a partial vacuum, potentially damaging the lining of the measuring
tube.

Although a vertical orientation is recommended for slurries with high sedimentation potential (e.g., con-
taining sand or stones), sedimentation is not expected during these tests because the critical velocity
will not be reached, as calculated in Section 2.3. A horizontal orientation was chosen instead, as it
better suits the overall design.

Proper support is crucial to prevent excessive vibrations of the sensor. Figure 4.6 shows the support
structure used for the velocity sensor.

Figure 4.6: Velocity sensor support

To ensure accurate measurements, the sensor should be installed away from fittings such as valves,
T-pieces, or elbows, for at least the requirement distance mentioned below [5]:

• Inlet run: ≥ 5×DN

• Outlet run: ≥ 2×DN

4.2.5. Installation: Manual Sample Section
The manual sampling section is inspired by the design of a pitot tube. The tube’s opening faces the
flow direction, ensuring that the mixture enters the sample tube when the valve is opened. The tube
opening faces downward to prevent sediment from settling inside the sample tube.
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It is assumed that the pressure in the system and the friction forces in the sample tube cancel out,
enabling isokinetic sampling. Isokinetic sampling is discussed further in Section 3.1.

(a) Manual sample section view (b) New sample nozzle, reducing intake hole

Figure 4.7: Manual sample section view and New sample nozzle

During early testing, it was discovered that isokinetic sampling was likely not achieved because the
diameter of the sample tubes was too large, an inner diameter of 5 mm. To address this issue, a
custom transition piece was machined to reduce the intake diameter. This transition piece, shown in
Figure 4.7b, has an inner diameter of 3.5mm, reducing the intake area from 19.6mm2 to 9.62mm2.
After implementing this modification, no further issues with isokinetic sampling were observed in sub-
sequent tests.

4.3. Calibration
4.3.1. Calibration: Vibrating Fork
The operating range of the vibrating fork sensor for density measurement is 0–2500 kg/m3. Calibra-
tion requires a wide range of densities to minimize errors caused by random noise or measurement
inaccuracies. Using a broad range ensures a reliable calibration curve.

Figure 4.8: Calibration curve for vibrating fork, y = 628.4x + 618.53, R² = 0.9999.

For Nebol, the vibrating fork and probes are secured in a container filled with Nebol. For the air, water,
and water-sand mixture, the sensor is fixed in the test setup, which is filled with the specified fluid.

To calibrate the sensor, the voltage output is recorded using a data acquisition system while monitoring
the display on the vibrating fork sensor. Between 700 and 1000 data points are collected. These data
points are compiled into a spreadsheet, resulting in the graph shown in Figure 4.8. Statistical analysis
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is performed, producing a trend line y = 628.4x − 618.53. The R2 value for this trend line is 0.9999,
indicating an excellent correlation between the trend line and the data points.

4.3.2. Calibration: Coriolis
The Coriolis sensor is equipped with its own data acquisition system that supports calibration. Cali-
bration can be performed using either air or water. In this thesis, water calibration was selected. The
density of water is calculated using the measured temperature and Equation 4.5. The calculated den-
sity is then entered into the Coriolis sensor’s software to complete the calibration process. It is crucial
to ensure that the system contains only tap water (free of sediment) during calibration.

4.3.3. Pressure Sensor Calibration (U-loop)
TheU-loop uses differential pressure sensors (Rosemount 1151DP-4 S22) tomeasure pressure. These
sensors have a variable measurement range. To reduce errors during testing, the smallest possible
measurement range is selected [77]. In this subsection the pressure range for the pressure differential
sensors is calculated.

Figure 4.9: U-loop schematic drawing [77].

It is assumed that ∆pr (pressure loss due to friction) is equal in the upward and downward pipelines.
While there may be small differences in mixture density (ρm) between the upward and downward
pipelines due to sediment settling, summing the measurements provides an accurate average trans-
port density. The term (ρm − ρw) accounts for the tubes between the measuring points and the sensor
being filled with water [77].

The pressure differences at the measurement points are calculated using the following equations:

∆p1 = (ρm − ρw) g h+∆pr (4.6)

∆p2 = (ρm − ρw) g h−∆pr (4.7)

Where:

• ∆p1 (Pa): Pressure difference in the upward pipe.
• ∆p2 (Pa): Pressure difference in the downward pipe.
• ρm = 1097.94 kg/m3: Mixture density.
• ρw = 998.21 kg/m³ (at 20 °C, [6]): Density of water.
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• g = 9.81m/s2: Gravitational constant.
• h = 1.02m: Distance between pressure measurement points.
• ∆pr (Pa): Pressure difference due to wall friction.

Friction Loss Calculation Using Darcy-Weisbach and Colebrook-White Equations
Pressure loss in the pipe section is calculated using the Darcy-Weisbach and Colebrook-White equa-
tions [95].

Step 1: Calculate Reynolds Number
Re =

ρm v D

µ
(4.8)

Where:

• v (m/s): Fluid velocity.
• D = 0.04m: Pipe diameter.
• µ = 0.001Pa · s: Dynamic viscosity (assumed to be similar to water).

Step 2: Solve the Colebrook-White Equation
For turbulent flow, the friction factor f is calculated using the Colebrook-White equation [18]:

1√
f
= −2 log

(
ε/D

3.7
+

2.51

Re
√
f

)
(4.9)

Where:

• ε = 0.0000015m: Pipe roughness [67].
• Re: Reynolds number (from Step 1).

This equation requires an iterative or numerical method to solve for f . A Python script was used for
this calculation (see Appendix F).

Step 3: Calculate Friction Loss Using the Darcy-Weisbach Equation

∆P = f · L
D

· ρmv2

2
(4.10)

Where:

• f = 0.0163: Friction factor (from Colebrook-White).
• L = h = 1.02m: Pipe length.

Table 4.2: Pressure differential and friction losses

ρm (kg/m3) v (m/s) Re f ∆P (Pa) ∆p1 (Pa) ∆p2 (Pa)
998.21 0 0 0 0 0 0
998.21 4 160000 0.016608 3387.94 3387.94 -3387.94
1097.94 0 0 0 0 990.61 990.61
1097.94 4 175840 0.016318 3658.54 4649.15 -2667.93

The pressure differences and friction losses for extreme conditions were calculated using a Python
script. Table 4.2 summarizes the results. The sensors are calibrated by using the Druck DPI 615
Pressure Calibrator, with an accuracy of 0.025% and a range of 0 - 20 bar. To provide a safety margin,
the following pressure range is used:

• ∆p1 (0, 6000)Pa
• ∆p2 (−4500, 1500)Pa
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4.4. Test Conditions
4.4.1. Concentration Variation
Concentration is the primary parameter being varied in this study to evaluate how differences in concen-
tration affect the accuracy of each methodology. As concluded in Chapter 2.1, a concentration range of
10–75g/L in seawater (density 1025 kg/m3) results in a mixture density range of 1031.5–1074.1 kg/m3.
It is crucial to select measurement intervals that fully cover this range.

For this experiment, density sensors are used, meaning the density of the fluid is the key parame-
ter rather than the concentration. Smaller steps are used in the lower density range (where relative
changes are higher), while larger steps are applied in the upper range, reaching a maximum mixture
density of 1071.7 kg/m3.

Table 4.3: Concentration conversions

c (g/L) ρm (kg/m3) Vs (volume fraction
of sediment)

madd (added mass
per liter of water)

5 1001.33 0.002 5.01
10 1004.44 0.004 10.04
20 1010.68 0.008 20.15
40 1023.14 0.015 40.61
80 1048.08 0.03 82.49
160 1097.94 0.06 170.28

The following equations are used to calculate the mixture density and the added mass per liter of water.
The concentration and the added mass per liter of water differ because part of the water is replaced by
sediment, which is reflected in the increasing volume fraction:

Vs =
c

ρs
, Vw = 1− Vs (4.11)

ρm = Vs · ρs + Vw · ρw (4.12)

madd =
c

Vw
(4.13)

Where:

• c (g/L): Concentration of sediment in the mixture.
• madd (kg/m³): Added mass of sediment per liter of water.
• Vw (-): Volume fraction of water.
• Vs (-): Volume fraction of sediment.
• ρm (kg/m³): Density of the mixture.
• ρw = 998.21 kg/m³ (at 20 °C, [6]): Density of water.
• ρs = 2650 kg/m³ [17]: Density of sediment.

At the start of each test series, a calibration run with clean tap water is performed to verify sensor
accuracy. Changes in concentration can also alter the flow regime, potentially creating a concentration
gradient in the flow.

4.4.2. Sediment Type Variation (Grain Size)
The sediment mixture in real-life applications consists of clay with a grain size of 11±3µm and nodule
fines smaller than 150µm, further information in section 2.2. Changing sediment type affects two key
parameters: grain size and adhesive/cohesive properties. Grain size influences settling velocity, which
can alter the flow regime and create concentration gradients, as explained in Subsection 2.3.
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For the B and C-series, non-cohesive sediment with 99% silica is used due to its consistent grain size
and low adhesion, minimizing measurement drift. For the D and F-series, clay is used to study cohesive
sediments, which can form flocs and adhere to sensors, impacting settling behaviour and measurement
accuracy. The sieve analysis of different sediments are represented in Appendix H.

The sediments for the first three measurement series are chosen to represent the entire range of appli-
cations, with each sediment covering approximately one-third of the range:

Table 4.4: Sediment properties (≈ indicates interpolated values)

Series,
Reference Type Name D10 (µm) D50 (µm) D90 (µm)

Grain density
(kg/m3)

B, Coarse Sand Multiquartz HN 0.1–0.3mm [62] ≈ 117 168 ≈ 254 2650 [17, 62]
C, Medium Silt Sibelco Millisil M10 [75] 4 23 60 2650
D, Fine Clay KAOLIN ZETTLITZ Ia [2] 1.3 ≈ 7.5 2620
F, Deep sea Clay NORI’s sediment [43] ≈ 7.2 11 ≈ 14.8 2500

Stokes Number
The purpose of calculating the Stokes number (St) for sediment particles in a water mixture is to un-
derstand how well the particles follow the vibrations caused by sensors (such as Coriolis and vibrating
fork sensors). These sensors measure the concentration of the mixture by vibrating the fluid, and the
particles ability to follow these vibrations affects the accuracy of the measurements [71].

The Stokes number provides an indication of whether the particles can keep up with the oscillating
motion of the fluid caused by the sensors. In this context:

• Maximum Velocity: Instead of using the flow velocity, the maximum velocity of the sensor’s vibra-
tions is used in the Stokes number formula. This is because the motion affecting the sediment
particles is induced by the sensor’s vibrations. The maximum velocity depends on the amplitude
and frequency of these vibrations.

• Characteristic Length: The characteristic length is defined as twice the amplitude of the sensor’s
vibrations. This describes the extent of the oscillating motion of the sensor and, consequently,
the sediment particles.

vmax = 2πfA (4.14)

τp =
ρpd

2
p

18µ
, τf =

L

vmax
(4.15)

St =
τp
τf

(4.16)

Where:

• vmax (m/s): Maximum velocity of the sensor’s vibrations.
• f (Hz): Sensor’s vibration frequency.
• A (m): Sensor’s vibration amplitude.
• τp (s): Particle relaxation time.
• ρp (kg/m3): Particle grain density.
• dp (m): Particle diameter.
• µ = 0.001Pa · s: Dynamic viscosity (assumed to be similar to water).
• St: Stokes number (dimensionless).
• τf (s): Fluid timescale.
• L (m): Characteristic length (L = 2A).
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Purpose of the Stokes Number Analysis
By calculating the Stokes number with these parameters, we can determine if the sediment particles
follow the sensor-induced vibrations. A small Stokes number (St ≪ 1) indicates that particles closely
follow the fluid motion, ensuring accurate sensor readings. In contrast, a large Stokes number (St ≫ 1)
suggests that particles deviate from the fluid motion, potentially affecting the sensor’s ability to measure
the concentration accurately [71].

Table 4.5: Stokes Number Calculations for Various Particles and Sensors

Series D50 (µm) ρp (kg/m3) Sensor f (Hz) A (mm) vmax (m/s) St
B, Coarse 168 2650 Coriolis 71 10 4.461062 0.92683
B, Coarse 168 2650 Vibrating fork 975 1 6.126106 12.727597
C, Medium 23 2650 Coriolis 71 10 4.461062 0.017371
C, Medium 23 2650 Vibrating fork 975 1 6.126106 0.238552
D, Fine 1.3 2620 Coriolis 71 10 4.461062 0.000055
D, Fine 1.3 2620 Vibrating fork 975 1 6.126106 0.000753
F, Deep sea 11 2500 Coriolis 71 10 4.461062 0.003749
F, Deep sea 11 2500 Vibrating fork 975 1 6.126106 0.051476
Nodule fines ≈150 3460 Coriolis 71 10 4.461062 0.964705
Nodule fines ≈150 3460 Vibrating fork 975 1 6.126106 13.247704

For coarse sediment, the Stokes number is significantly high, indicating that it will start to affect the
performance of the sensor. The Stokes number for nodule fines is similar to that of coarse sediment,
suggesting that these two types of sediment will respond in a similar manner to the vibrations of the
sensor. For the vibrating fork sensor, the Stokes number for medium sediment is also substantially
high, which implies that it might influence the sensor’s performance.

4.4.3. Flow Velocity Variation
In full-scale mining tests, the typical flow velocity is 3.9m/s. To evaluate the robustness of the method-
ologies, velocities of 2, 3, and 4m/s are tested. Speeds above 5m/s result in excessive friction losses
and are excluded, while speeds below 2m/s are not economical which is why this is beyond the scope
of this study.

4.5. Mixture Creation
4.5.1. Measuring the Volume of the Test Setup
To accurately prepare the desired mixture concentration, the volume of water in the setup must be
measured precisely. A rough estimate is first obtained by summing the lengths of all pipe sections (l)
and calculating the volume using the radius (r = 0.042m):

V = πr2l (4.17)

After including estimated volumes for the pump and slurry tank, the rough estimate is 75 L.

To refine this, buckets are filled and weighed accurately. The water is then added into the setup until
the desired level is reached. The empty buckets are weighed again, and the difference gives the water
mass in the setup. This mass is converted into volume using the water density, calculated based on its
temperature using Equation 4.5.

4.5.2. Adding Sediment to the Test Setup
Once the water volume is determined, the required sediment mass for each concentration level can
be calculated by multiplying madd by the water volume. Based on the 75 L rough volume estimate,
approximately 9.5 kg of sediment is needed per test:

mtotal_add = Vsetup ·madd (4.18)



4.6. Quality Control 31

Where:

• mtotal_add (kg): Total sediment mass added to the setup.
• Vsetup (l): Water volume in the system, as calculated in Subsection 4.5.1.
• madd (g/L): Sediment mass per liter of water.

4.6. Quality Control
4.6.1. Setup Support
Since several measurement techniques utilized in this thesis rely on vibrations to obtain data, it is
essential to minimize any unintended vibrations in the setup. Vibrations can introduce errors due to
resonance, either from the sensors themselves or from nearby components. To mitigate this, the entire
setup is securely mounted to the floor using props, eliminating any instability caused by wheels. This
approach ensures a solid and stable connection to the ground.

4.6.2. Plugs to Fill Pockets
The system contains pockets with low flow velocities. These pockets can allow sediment to settle.
When sediment settles, it is no longer part of the system, which reduces the true concentration. To
improve the accuracy of the theoretical concentration, plugs are placed in these pockets to prevent
sediment from settling.

4.7. Data Acquisition of Continuous Methodologies
The signals from each continuous sensor are connected to a data acquisition system (DAS) that con-
verts them into density (or concentration) values. The DAS also logs these values for analysis and
comparison across sensors.

Two different data acquisition systems are used:

1. LabVIEW (National Instruments): Connected to the differential pressure sensors of the U-loop,
the vibrating fork sensor, and the flow velocity sensor. It uses a 4-20 mA analog signal for com-
munication.

2. ProLink III (Emerson): Connected to the Coriolis sensor (Coriolis density and temperature sig-
nal). It uses a digital signal (RS 485) for communication.

Both systems record timestamps in the format: day/month/year hour:minute:second. The LabVIEW
system has a sampling interval of 0.05ms, while the ProLink system samples at 0.5ms. This results in
the LabVIEW system producing 10 times more data points. For a 5-minute test, the LabVIEW system
generates 6000 data points, while the ProLink III system generates 600 data points. Data handling is
explained in Section 5.2.

4.8. Manual Sample Processing
4.8.1. Taking the Sample
Tomeasure the sample volume accurately, a 100mL volumetric flask with an accuracy of±0.1mL [91] is
used. A larger flask would remove too much volume from the system, while a smaller flask might make
obtaining a representative sample difficult. Initially, 3 samples were taken, but due to high variability, 5
samples are now taken to improve statistical consistency.

Sampling is performed using the specialized section described in Section 4.2.5. The valve is fully
opened for isokinetic sampling, with the flow rate reduced as the flask fills to precisely reach the 100mL
mark.

The sample is then transferred to a sample container, and a squirt bottle is used to remove all sediment
from the flask. The flask is cleaned quickly for the next sample. This process is repeated 5 times, with
each sample taking about 1 minute.
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(a) Samples into the oven. (b) Scale for 100g, with an accuracy of ± 0.001g.

Figure 4.10: Comparison of sample preparation and weighing.

4.8.2. Filter Paper Usage and Drying
Samples are processed using filter papers, which are folded, marked, and weighed beforehand. Dif-
ferent filters are used depending on the sediment type, as shown in Table 4.6. The initial filter weights
are recorded in an Excel file. The sample is poured through the filter, and a squirt bottle ensures all
sediment is transferred. The filters are dried in an oven at 98 °C for 4 hours, as recommended in [20],
to ensure complete drying. The oven is shown in Figure 4.10a.

Table 4.6: Filter paper types

Series,
Reference D10 (µm) D50 (µm) D90 (µm) Name filter paper Pore size (µm)

B, Coarse ≈ 117 168 ≈ 254 MN-617 [52] 7–12
C, Medium 4 23 60 MN-616 [51] 4–7
D, Fine 1.3 ≈ 7.5 MN-619 [53] 1–2
F, Deep sea ≈ 7.2 11 ≈ 14.8 MN-619 [53] 1–2

After drying, the filter plus sediment is weighed, using the scale seen in Figure 4.10b. The sediment
mass is calculated by subtracting the filter’s initial weight. The data is logged in Excel, and is used for
statistical analysis.

4.8.3. Collection of Manual Samples (Weigh Measurement)
Samples are collected as follows:

1. Open the valve for 2 seconds to remove residue.
2. Collect a 100 mL sample.
3. Measure the water volume in the sample.
4. Weigh the filter and record its weight.
5. Filter the sample.
6. Dry the sample in the oven at 97 °C.
7. Weigh the dried sample and record the weight.
8. Save the sample for size analysis.
9. Repeat 5 times, with 1-minute intervals between samples.
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4.9. Experiment Checklists
1. Add the appropriate amount of sediment to the hopper.
2. Ensure no air remains in the tubes by using a venting cap.
3. Start the pump and adjust to the correct flow velocity (no flow through the hopper yet).
4. Open the valve from the hopper, followed by the valve to the hopper.
5. Allow the system to reach equilibrium (10 minutes).
6. Verify all sensors are operational.
7. Start the test by activating the data acquisition systems and taking the first manual sample.
8. Take the last manual sample and stop the data acquisition systems.
9. Collect the sediment from the hopper using a funnel.

4.10. Uncertainty Budget
In any experiment, errors occur at various stages of the process. These errors are estimated and
summarized in an error propagation chart, shown in Figure 4.11. This chart illustrates how individual
errors accumulate and impact the overall accuracy of the mixture concentration measurements. The
orange blocks represent sources of error, while the green blocks denote calculated errors for certain
concentrations.

Figure 4.11: Error propagation chart

• The water weighing error is estimated by dividing the scale’s accuracy (± 0.1 g) [72] by the weight
of water in one bucket (10 kg).

• The sediment weighing error is estimated using the scale’s accuracy (± 0.1 g) and the sediment
added for the first test (370 g).

• Leakage and manual sampling errors are based on educated guesses.
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• The volumetric flask error is estimated as 10 droplets (0.5 mL) overshooting or undershooting
during sampling, relative to a sample volume of 100 mL.

• Sample weighing error is based on the scale accuracy (± 0.001 g) and the smallest sample weight
(0.5 g).

• Vibrating fork section error is based on an educated guess.
• Vibrating fork sensor error is estimated at 2.1 g/L 3.2 for a mid-range concentration (80 g/L).
• Coriolis sensor error is estimated at 0.1 g/L 3.2 for a mid-range concentration (80 g/L).



5
Results and Analyses

This chapter presents and analyses the experimental data collected from various test series. It exam-
ines sensor performance under different operating conditions—considering variations in flow velocity,
sediment type, and concentration. Evaluates the accuracy and precision of eachmeasurement method-
ology.

5.1. Test Matrix
Table 5.1: Concentration test matrix

Test Target
concentration (g/L)

Flow
velocity (m/s)

b1 c1 d1 f1 0 2
b2 c2 d2 f2 0 3
b3 c3 d3 f3 0 4
b4 c4 d4 f4 5 2
b5 c5 d5 f5 5 3
b6 c6 d6 f6 5 4
b7 c7 d7 f7 10 2
b8 c8 d8 f8 10 3
b9 c9 d9 f9 10 4
b10 c10 d10 f10 20 2
b11 c11 d11 f11 20 3
b12 c12 d12 f12 20 4
b13 c13 d13 f13 40 2
b14 c14 d14 f14 40 3
b15 c15 d15 f15 40 4
b16 c16 d16 f16 80 2
b17 c17 d17 f17 80 3
b18 c18 d18 f18 80 4
b19 c19 d19 f19 160 2
b20 c20 d20 f20 160 3
b21 c21 d21 f21 160 4

Sediment Coarse Medium Fine Deep sea
Series B-series C-series D-series F-series

To systematically investigate how velocity, sediment type, and concentration affect sensor performance,
a structured test matrix was designed. By varying these factors individually and in combination, the tests
provide insights into sensor behaviour under realistic conditions.

35
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The test matrix, shown in Table 5.1, is presented in a condensed form to summarize the different tests
performed. The middle section of the table highlights the target concentrations and velocities for each
test. Moving right shows the sediment type, while the bottom section identifies the corresponding
sediment series. Each sediment type corresponds to a unique letter. Tests were conducted in sets of
three, maintaining the same concentration while varying the velocity. After completing a set, the target
concentration was increased.

Baseline tests were conducted as comparison material to observe sensor behaviour with varying flow
velocities in clean tap water (no sediment). These tests primarily serve to compensate the U-loop, as
discussed in Subsection 5.2.6. The A-series aligns with the B, C, and D-series, while the E-series
matches the deep sea sediment due to differences in valve settings, see section 4.1. Table 5.2 sum-
marizes these tests.

Table 5.2: Baseline test matrix

Test Target
concentration (g/L)

Flow
velocity (m/s)

a1 e1 0 0
a2 e2 0 0.5
a3 e3 0 1
a4 e4 0 1.5
a5 e5 0 2
a6 e6 0 2.5
a7 e7 0 3
a8 e8 0 3.5
a9 e9 0 4

Series A-series E-series

5.2. Data Processing
Data processing involves organising and cleaning the raw measurements from each sensor. This
section explains the steps taken to remove incorrect data, align data from the two data acquisition
systems, and convert raw signals into useful values, such as concentration. The result is a dataset
ready for further analysis.

5.2.1. Data Cleaning
In some tests, the data acquisition systems were not stopped on time, leading to overly long recordings.
The end of the recording was detected by a change in velocity either an increase or a decrease in
velocity. Therefore, all datasets were trimmed to the correct test durations. The following datasets
were adjusted:

• d12, d15, c20
• c4, c14
• f19, f20

5.2.2. Errors in the Dataset
Some tests encountered errors that impacted the recorded data:

For tests b7, b8, b9, and b12, the LabVIEW software logged insufficient data due to an incorrectly set
sampling frequency. As a result, the system only captured the first 10 seconds of each test, producing
limited data. This issue is evident in the time-series shown in Appendix C, Figures C.1 and C.2.

During the first test, the pressure sensors were not set to the correct pressure range. The pressure
range was too narrow, and high pressures caused the sensors to enter error mode, recording invalid
values. These erroneous readings were excluded from tables, graphs, and analyses. For example,
NaN values appear in Table A.1.
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These tests were not repeated due to limited time available to complete all the tests. Additionally, there
was insufficient time to redo individual tests. The tests were performed in a series by progressively in-
creasing the concentration, and repeating individual tests would have been extremely time-consuming.

5.2.3. Combining Data Sets
The two data acquisition systems—LabVIEW and ProLink III—recorded timestamps in the same format:
day/month/year hour:minute:second.millisecond. ProLink III operated at 0.5 ms, while the LabVIEW
system had a sampling frequency of 0.05 ms, which is the smallest sampling interval for the systems.
To merge the datasets, a Python script averaged the ProLink III data over each second and aligned it
with the LabVIEW data. The merged dataset was then saved for further processing.

5.2.4. Mixture Density to Concentration Conversion
After creating the merged dataset, the next step was to process the raw data. First, the density of
water was calculated based on its temperature. Water temperature varied during tests due to ambient
conditions and heat generated by the pump. The water density for each time step was calculated using
Equation 4.5.

With the water density determined, the densities measured by each sensor were converted into con-
centrations using Equation 5.2, which is derived from the Equations 5.1.

vs =
c

ρs
, vw = 1− vs, ρm = vs · ρs + vw · ρw (5.1)

c =
ρm − ρw
1− ρw

ρs

(5.2)

Where:

• vs (-): Volume fraction of sediment.
• c (g/L): Sediment concentration in the mixture.
• ρs (kg/m³): Sediment density.
• vw (-): Volume fraction of water.
• ρw (kg/m³): Water density.
• ρm (kg/m³): Mixture density.

5.2.5. Effect of Temperature
Water density fluctuates with temperature, which in turn affects themixture density. Figure 5.1 illustrates
the temperature variation over time and its impact on water and mixture densities.

(a) Coriolis temperature over time (b) Coriolis mixture density over time

Figure 5.1: The effect of temperature on the system
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As shown in Figure 5.1b, changes in mixture density result from temperature variations. By calculating
the concentration for each time step, the effects of changing water temperature and mixture density
cancel out, leaving only concentration variations for analysis.

5.2.6. Post-Testing U-Loop Compensation
As expected, the U-loop required post-processing. Two types of compensations were applied to the
signal:

1. Pressure Compensation: During the baseline test at zero velocity, the pressure differential
across the sensors should theoretically be zero. Any difference observed (highlighted in red
in Table 5.3) indicates an offset in the sensors. This offset was subtracted from the differential
pressures for all other tests, resulting in the pressure-compensated U-loop measurement.

2. Velocity Compensation: After pressure compensation, the water density and theU-loop pressure-
compensated density should theoretically remain consistent, even as velocity increases. How-
ever, this is not the case in practice, as the increase in velocity introduces a false error in the
measured concentration. This error is addressed through velocity compensation. Following pres-
sure compensation, the “Density error (kg/m³)” was calculated by subtracting the “Water density
(kg/m³)” from the “U-loop (press. comp.) density (kg/m³).” This “Density error (kg/m³)” is utilised
as a compensation value. The compensation value was then subtracted from the density at each
velocity (2, 3, and 4 m/s), producing the velocity-compensated U-loop measurement.

Table 5.3: U-loop results of A-series

Velocity
(m/s) DP1 (Pa) DP2 (Pa)

U-loop
old
density
(kg/m³)

Updated
DP1 (Pa)

Updated
DP2 (Pa)

U-loop
(press. comp.)
density (kg/m³)

Water
Density
(kg/m³)

Density
error
(kg/m³)

0.0 -31.29 -35.43 993.67 0.00 0.00 998.48 998.48 0.00
0.5 34.48 -116.04 992.93 65.77 -80.61 997.73 998.47 -0.74
1.0 230.36 -326.56 992.19 261.65 -291.13 996.99 998.46 -1.47
1.5 516.20 -615.90 992.02 547.50 -580.47 996.80 998.45 -1.65
2.0 902.07 -1013.02 991.46 933.37 -977.60 996.21 998.42 -2.21
2.5 1382.49 -1510.23 990.62 1413.78 -1474.81 995.32 998.37 -3.05
3.0 1957.29 -2120.99 988.82 1988.59 -2085.56 993.43 998.28 -4.85
3.5 2593.82 -2807.14 986.34 2625.11 -2771.71 990.86 998.18 -7.33
4.0 3243.31 -3480.24 985.16 3274.61 -3444.82 989.40 997.90 -8.51

Both pressure and velocity compensations were applied to the fine sediment tests (D-series) to demon-
strate their impact. In Figure 5.2, pressure compensation provides some improvement, while velocity
compensation aligns the results closely with the ideal line. In Subsection 5.3.1 the graph is further
explained.

Compensation values for deep sea sediment tests (F-Series)
For the tests using deep sea sediment (F-series), slight adjustments to the valve openings (section 4.1)
was required resulting in a new baseline test (E-series). Using similar analysis, compensation values
for the deep sea sediment test were calculated, as shown in Tables 5.4 and 5.5.

Table 5.4: Pressure compensation value, deep sea sediment test (F-series)

DP1 DP2

Pressure compensation value -30.7453 -57.6642

Table 5.5: Velocity compensation value, deep sea sediment test (F-series)

Velocity (m/s) 2 3 4

Velocity compensation value (kg/m³) -3.19298 -8.07231 -10.6684
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Figure 5.2: U-loop compensation applied to medium sediment tests (D-series)

Note: Following these compensations, the U-loop always records a measured concentration of 0 g/L
for a theoretical concentration of 0 g/L, positively impacting its accuracy.

5.2.7. Correcting Target Concentration
During testing, manual samples remove mixture from the system—both water and sediment. After
every third test, a new target concentration is created by adding ”Relative added mass, to the previous
concentration (g)”, ideally creating the target concentration if no mixture were removed. To keep the
total volume of water in the system constant, 1.5 liters of water is also added.

Post-testing, removed sediment was accounted for by subtracting the ”Removed sediment by manual
sampling (g)” from the ”Total added mass (g).” From the ”Target concentrations” the ”Theoretical con-
centration” is calculated, illustrated in the flowchart in Figure 5.3. This theoretical concentration should
be extremely close to the true concentration flowing through the pipes. In Table 5.6, the error of the
theoretical concentration relative to the target concentration is presented.

Table 5.6: Error of the theoretical concentration relative to the target concentration

Coarse sediment Medium sediment Fine sediment Deep sea sediment

Target
concentration (g/L)

B-series
error (%)

C-series
error (%)

D-series
error (%)

F-series
error (%)

5 0.01 0.01 0.01 0.00
10 -1.17 -0.97 -0.95 -1.86
20 -1.89 -1.48 -1.45 -3.71
40 -2.31 -1.67 -1.66 -3.37
80 -2.51 -1.74 -1.73 -2.88
160 -2.54 -1.70 -1.68 -1.95
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Figure 5.3: Flowchart for correcting target concentration

5.3. Test Results
This section presents the processed sensor data, converted into concentration and other relevant met-
rics, and compiled into tables. Detailed tables listing statistical parameters such as mean and standard
deviation are provided in Appendix A. Here, graphs are used to highlight key observations. First, the
baseline tests are analysed to understand how sensors behave under varying flow velocities without
sediment present. Next, the concentration tests are examined to evaluate sensor responses to different
concentrations, sediment types, and flow velocities. This two-part analysis provides a comprehensive
understanding of sensor performance under diverse conditions.

5.3.1. Statistical Explanation
To visualise the data, graphs are used. Below is a brief explanation of the key elements included in
these graphs.

• Measured concentration (red box): The value recorded by the sensor.
• Theoretical concentration (pink box): The concentration calculated from the known quantities of
sediment and water, assuming a perfectly homogeneous mixture.

• Sensing method (light blue box): Each methodology is represented by a distinct color in the graph.
• Trendline (yellow box): Represents the trend of the sensor data points.
• R² (green box): Indicates how well the trendline fits the data, measuring the precision of the
sensor.

• Ideal line (black diagonal): Represents perfect relation between measured and theoretical con-
centrations.

• Relative R² (dark blue box): Shows how closely the data aligns with the ideal line, reflecting the
accuracy of the sensor.

Precision
Precision measures the consistency of repeated measurements, regardless of their proximity to the
true value. Two statistical parameters are used to evaluate precision:

Standard Deviation (STD): This indicates the spread of measured values around the mean for each
test. The standard deviation is calculated per test, it will indicate the precision per test. A lower standard
deviation reflects higher precision.

R²: This statistical value shows the proportion of variance in the data that can be explained by the
trendline. It is calculated for the mean values across tests, indicating precision between tests. A higher
R² value implies better precision, a value of 1 is highest and implies perfect correlation.
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Figure 5.4: Explanation of the graph components

Accuracy
Accuracy assesses how close the measured value is to the true value, in this case, the theoretical
concentration. Two statistical measures are used to evaluate accuracy:

Error Calculation: The absolute error represents the difference between themeasured concentration
and the theoretical concentration:

Error = Cmeasured − Ctheoretical (5.3)

The relative error normalises this difference by expressing it as a percentage of the theoretical concen-
tration:

Relative Error (%) = Cmeasured − Ctheoretical

Ctheoretical
· 100 (5.4)

Absolute Relative Error (%) =
∣∣∣∣Cmeasured − Ctheoretical

Ctheoretical

∣∣∣∣ · 100 (5.5)

Note: When Ctheoretical = 0, the relative error becomes undefined and is excluded from the analysis.

The absolute relative error provides a normalised measure of error, showing how well the data aligns
with the ideal line. However, it does not capture values when the theoretical concentration is zero.

Relative R²: This value indicates how well the data fits the ideal line, emphasising outliers through the
squaring of errors. It is calculated for the mean values of the tests, providing a measure for accuracy.

5.3.2. Baseline Tests
The baseline test results are presented in Figure 5.5. These tests assess the effect of flow velocity on
sensor performance in the absence of sediment. The results highlight whether increased velocity leads
to erroneous measurements of zero concentration.
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For the U-loop, only the pressure-compensated measurement is displayed. The velocity-compensated
U-loop signal aligns perfectly with y = 0, providing no additional information. To maintain clarity, the
original U-loop signal is excluded.

A second-order polynomial function is used to create the trendline:

y = ax2 + bx+ c (5.6)

(a) A-series: Measured concentration per sensor (b) E-series: Measured concentration per sensor

Figure 5.5: Measured concentration per sensor for A-series and E-series.

Vibrating Fork: This sensor exhibits a clear error for cleanwater, with no apparent relationship between
concentration error and velocity. The trendline shows low R² values, indicating poor fit. However,
the sensor consistently underestimates concentration across both the A and E series. The error is
considered a characteristic of the sensor and is not compensated for in the concentration tests.

Coriolis Sensor: The Coriolis sensor displays a minor concentration error, primarily an offset. The
trendline coefficients a and b are small, while c dominates, confirming the offset nature of the error. High
R² values indicate a strong fit, and minimal deviation in the signal is shown by the lack of noticeable
error bars. This small error is not compensated for.

U-loop: The U-loop sensor shows a clear relationship between velocity and concentration error, as
addressed in Subsection 5.2.6. Higher velocities also correlate with increased standard deviation. This
trend is observed across both test series.
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5.3.3. Sediment tests
5.3.4. Coarse sediment (B-series)
The B-series involves coarse sediment (sand) with relatively large particles (D50 ≈ 168µm). The
sediment does not have cohesive or adhesive properties. The primary focus of this series is to observe
how coarse particles settle in low-velocity zones, potentially forming a non-homogeneous mixture.

As discussed in Subsection 5.2.2, the B-series contains missing data points (NaN values) for some
U-loop tests. These tests were excluded from the graphs and analysis. Since these data points are
missing, it is more challenging to draw definitive conclusions about the U-loop data. Additionally, the
coarse sediment introduces settling effects that complicate accurate concentration measurements.

Figure 5.6: Coarse sediment (B-series): Measured concentration per method

The results indicate that the sensors generally overestimate the sediment concentration, especially
at higher concentrations. At lower concentrations, the measured values align more closely with the
ideal line. The difference between the theoretical and measured concentrations could come from the
assumption that the sediment is homogeneously distributed throughout the system, which is likely not
valid. The settling effect is visually confirmed by the clear concentration gradient in the hopper (Fig-
ure 5.9), where sediment visibly accumulates at the bottom.

Additionally, the larger particle size of the sediment may cause the flow to behave less like a homoge-
nous mixture and more like a heterogenous flow. The analysis shows velocity-dependent effects on
concentration measurement, which are discussed for each sensor below.

Manual Sample: The manual sampling method overestimates the concentration significantly, likely
due to non-isokinetic sampling. This issue is addressed in subsequent series by adjusting the sample
section design (see Section 4.8.1). It demonstrates high precision (R2 = 0.9969) but very poor accuracy
(rel. R2 = 0.7555) (Figure 5.6). The standard deviation increases with higher concentrations, indicating
reduced precision at higher sediment levels (Table A.1). Both the error and relative error plots actually
increase with concentration (Figure 5.7). Velocity does not appear to influence the measured concen-
tration significantly (Figure 5.8).

Vibrating Fork: The vibrating fork sensor performs relatively well compared to other methodologies,
demonstrating medium precision (R2 = 0.9884) and good accuracy (rel. R2 = 0.9682) (Figure 5.6), with
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Figure 5.7: Coarse sediment (B-series): Error and relative error

Figure 5.8: Coarse sediment (B-series): Measured concentration of the method per velocity

a medium standard deviation (Table A.1). The error and relative error plots show big values for low
concentrations (Figure 5.7). However, its measured concentration is changes with velocity as seen in
Figure 5.8, though no clear trend is observed. Despite its performance in this series, the vibrating fork’s
inconsistent results in other series suggest this observation may be coincidental.

Coriolis Sensor: The Coriolis sensor overestimates the concentration but performs reasonably well
compared to other sensors, demonstratingmedium precision (R2 = 0.9883) and poor accuracy (rel. R2 =
0.8710) (Figure 5.6). The standard deviation increases notably at higher concentrations, which indi-
cates a decrease in precision for these tests (Table A.1). Both the error and relative error plots actually
increase with concentration (Figure 5.7). Its measurements are influenced by velocity, with higher ve-
locities resulting in better accuracy (Figure 5.8).
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Figure 5.9: Coarse sediment (B-series): Solid separation in the hopper

U-loop: The U-loop sensor also overestimates the concentration. Demonstrating medium precision
(R2 = 0.9870) and poor accuracy (rel. R2 = 0.8710) (Figure 5.6). The standard deviation is poor (Table
A.1). The errors increases with concentration (Figure 5.7). Similar to the Coriolis sensor, its measure-
ments are velocity-dependent, with higher velocities resulting in better accuracy (Figure 5.8). However,
missing data points for the U-loop in this series limit the ability to draw conclusive observations.

The coarse sediment poses significant challenges for accurate concentration measurement due to
settling effects and particle size. Future studies should focus on improving methods to account for
non-homogeneous mixtures and mitigating the influence of velocity on measurements.
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5.3.5. Medium Sediment (C-series)
This series uses medium sediment (silt) consisting of small silica particles (D50 ≈ 23µm), which have
neither cohesive nor adhesive properties. Compared to coarse sediment, this medium exhibits a lower
tendency to settle, promoting a more homogeneous flow without flocculation or adhesion effects.

Overall, the data aligns more closely with the ideal line due to the smaller grain size and minimal
settling. In the hopper, where the flow velocity is lowest, no visible concentration differences were
observed between the top and bottom layers. If separation does not occur in the hopper, it is unlikely
to occur elsewhere in the system.

Figure 5.10: Medium Sediment (C-series): Measured concentration per method

Manual Sampling: This method achieves very high precision (R2 = 0.9999) and very high accuracy
(rel. R2 = 0.9999), an impressive performance overall. The standard deviation is low (Figure 5.10).
However, it is surprising that the standard deviation at the highest concentration is at least five times
larger compared to the other concentrations, as shown in Table A.2. There are no notable deviations
in the error or relative error (Figure 5.11), and velocity does not significantly affect the measurement
(Figure 5.12).

Vibrating Fork: The vibrating fork significantly underestimates the concentration. The data points do
not align well with the trendline, suggesting random variability in the sensor’s measurements. The sen-
sor exhibits low precision (R2 = 0.9785) and low accuracy (rel. R2 = 0.9502) (Figure 5.10). Across the
entire concentration range, the sensor shows significant errors, with particularly large relative errors at
lower concentrations (Figure 5.11). Additionally, the sensor occasionally measures negative concen-
trations, which is impossible.

Coriolis Sensor: The coriolis sensor performs well, demonstrating very high precision (R2 = 0.9998)
and high accuracy (rel. R2 = 0.9986) (Figure 5.10). The standard deviation is small and consistent
across all concentrations (Table A.2). Both the error and relative error plots show no unusual behaviour
(Figure 5.11). Velocity does not appear to have any significant impact on the sensor’s measurements
(Figure 5.12).
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Figure 5.11: Medium Sediment (C-series): Error and relative error per method

Figure 5.12: Medium Sediment (C-series): Measured concentration of the method per velocity

U-loop: TheU-loop performswell, achieving good precision (R2 = 0.9984) and good accuracy (rel. R2 =
0.9979). Interestingly, the U-loop’s trendline aligns better with the ideal line than the coriolis sensor’s,
but its relative R2 is slightly lower due to greater variability in the mean data points (Figure 5.10). The
standard deviation is poor, indicating more spread in the measurements (Table A.2). There is nothing
significant in the error or relative error plots (Figure 5.11), and velocity does not appear to significantly
affect the measurements (Figure 5.12).
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5.3.6. Fine Sediment (D-series)
The D-series utilises fine sediment (clay) instead of the silica used in Series B and C. It features a very
small particle size of D50 ≈ 1.3µm. Clay exhibits both cohesive and adhesive properties, which can
lead to floc formation and adhesion to sensor walls or tubing under certain flow conditions. Testing this
series ensures that the measurement methods can accurately capture the behaviour of fine particles,
where cohesive and adhesive interactions significantly affect concentration measurements and flow
characteristics.

For the fine sediment, all methodologies demonstrate a good fit, as evidenced by the high relative R2

values across all methods. Interestingly, all sensors trendlines intersect the ideal line, as seen more
clearly in the error graph.

Figure 5.13: Fine Sediment (D-series): Measured concentration per method

Manual Sampling: This method performs exceptionally well, achieving very high precision (R2 =
0.9999) and very high accuracy (rel. R2 = 0.9996) (Figure 5.13). The standard deviation is low, although
it increases noticeably at the highest concentration (Table A.3). The error and relative error plots do
not reveal any unusual behaviour (Figure 5.14). Velocity does not appear to significantly affect the
measurements.

Vibrating Fork: The vibrating fork estimates concentrations reasonably well, though its trendline
crosses the ideal line. The sensor demonstrates decent precision (R2 = 0.9970) and accuracy (rel. R2 =
0.9927) (Figure 5.13). However, at lower concentrations, there is a larger relative error. Additionally,
the sensor occasionally measures negative concentrations (Figure 5.14). At the highest concentration
of 160 g/L, insufficient refreshment of the sample pocket was observed in the vibrating fork sample sec-
tion, resulting in a stationary mixture at the end of the section. This could lead to a non-representative
sample and potentially impact the sensor’s ability to accurately measure concentration.

Coriolis Sensor: The coriolis sensor performs excellently, with very high precision (R2 = 1.0000) and
high accuracy (rel. R2 = 0.9998). Interestingly, the trendline crosses the ideal line (Figure 5.13). The
standard deviation is small and consistent across all concentrations (Table A.3). Both the error and
relative error plots are acceptable, with no significant interest (Figure 5.14). Velocity does not appear
to have any noticeable impact on the measurements (Figure 5.15).
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Figure 5.14: Fine Sediment (D-series): Error and relative error per method

Figure 5.15: Fine Sediment (D-series): Measured concentration of the method per velocity

U-loop: The U-loop sensor exhibits high precision (R2 = 0.9993) and high accuracy (rel. R2 = 0.9984).
Interestingly, its trendline also crosses the ideal line (Figure 5.13). However, the standard deviation is
relatively poor (Table A.3). The error and relative error plots do not reveal any significant issues (Figure
5.14). Velocity effects are most pronounced in the 4m/s test, where the R2 value decreases, and the
a-coefficient of the polynomial function (5.6) increases (Figure 5.15).
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5.3.7. Deep Sea Sediment (F-series)
The final and most significant test series was conducted using deep-sea sediment, a type of clay. This
material has a particle size distribution of approximatelyD10 ≈ 7.2µm andD50 ≈ 11µm. Deep-sea clay
possesses cohesive and adhesive properties, which can vary depending on the presence of organic
matter, biogenic particles, or other mineral components in the sediment. Evaluating sensor perfor-
mance with this material provides valuable insights into realistic conditions for deep-sea mining opera-
tions, however nodule fines are excluded.

The results differ from those of the fine sediment tests, which was also conducted with clay. The data
for deep sea sediment is more scattered than for medium sediment and fine sediment. Notably, manual
sampling performed worse compared to the medium sediment and fine sediment. Another interesting
observation is that the standard deviation for most methodologies is significantly higher during test f19,
this is due to the air injection needed to unblock the manual sample tube, further explained in text 5.3.8.

Figure 5.16: Deep Sea Sediment (F-series): Measured concentration per method

Manual Sampling: The performance of manual sampling is noticeably worse compared to coarse
sediment and medium sediment. While it has high precision (R2 = 0.9997), the accuracy is moderate
(rel. R2 = 0.9853)(Figure 5.16). The standard deviation is relatively low, but the error increases with
concentration (Table A.4), even though the relative error remains stable (Figure 5.17). Velocity does
not significantly affect the measurements (Figure 5.18). At the highest concentration of 160 g/L, the
mixture became so viscous that it blocked the sample tube even when fully opened. Pressurised air
was required to unblock the tube, after which it was left open continuously to prevent further blockages.

Vibrating Fork: The sensor performs moderately well, but the trendline crosses the ideal line. It
exhibits medium precision (R2 = 0.9954) and good accuracy (rel. R2 = 0.9853) (Figure 5.16). However,
the standard deviation is notably higher at the highest concentration, particularly during test f19 (Table
A.4). The relative error is substantial at both low and high concentrations, and the sensor produces both
positive and negative errors, crossing the ideal line (Figure 5.17). Additionally, it measures significant
negative concentrations with clean water. Velocity affects the measurements, but no consistent positive
or negative trend is observed (Figure 5.18). For the highest concentration of 160 g/L, the sample pocket
experienced insufficient refreshment, leading to a stationary mixture at the end of the sample section.
This non-representative sample may have affected the sensor’s ability to measure accurately.
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Figure 5.17: Deep Sea Sediment (F-series): Error and relative error per method

Figure 5.18: Deep Sea Sediment (F-series): Measured concentration of the method per velocity

Coriolis Sensor: This sensor performs exceptionally well, demonstrating very high precision (R2 =
0.9999) and accuracy (rel. R2 = 0.9992) (Figure 5.16). Interestingly, the trendline crosses the ideal
line. The standard deviation is small and remains consistent across concentrations, except for test f19,
where it is significantly higher (Table A.4). The error and relative error plots show no anomalies (Figure
5.17). The sensor’s performance improves with higher velocity, as evidenced by an increase in relative
R2 (Figure 5.18).

U-loop: The U-loop sensor exhibits high precision (R2 = 0.9998) and moderate accuracy (rel. R2 =
0.9970) (Figure 5.16). However, its standard deviation is notably poor (Table A.4). The error and relative
error plots show no significant deviations (Figure 5.17). A slight decrease in performance is observed
with increasing velocity, as indicated by the relative R2v(Figure 5.18).
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5.3.8. Histogram and Time-series Analysis
Histogram
To better analyse the data, histograms were generated to display the distribution of data points for each
methodology during the tests, the histograms can be seen in Appendix B. The x-axis represents the
concentration in g/L, while the y-axis indicates the percentage of data points within each bin.

Note: The range of the concentration axis is not the same for all methodologies. More precise method-
ologies display smaller ranges.

On average, the Coriolis sensor demonstrates the highest precision, with a much narrower range com-
pared to the other methodologies. Specifically, the range of the vibrating fork is approximately 10 times
larger, and the U-loop’s range is about 100 times larger. When analysing the histograms, it is evident
that the data generally follow a normal distribution. Among the methodologies, the U-loop exhibits the
most consistent adherence to a normal distribution, while the vibrating fork and Coriolis sensors display
slight deviations.

The Coriolis sensor provides approximately 600 data points, significantly fewer than the vibrating fork
and U-loop sensors, which each have about 6,000 data points. The smaller dataset for the Coriolis
sensor is less likely to be a perfect normal distribution for the histograms.

Time-series
Time-series were created to observe the distribution of data points for each methodology throughout
the duration of the test. These time-series help identify whether a methodology shows tendencies to
respond consistently or variably to conditions that evolve during testing. Additionally, trendlines are
included to visualise any systematic behaviour of the methodologies over time.

The time-series reveal that the sensors exhibit varying behaviours during the tests, although no clear
trends are discernible. This conclusion is supported by Table 5.7, which presents the average slopes
of the trendlines for each test series, and the average change in measured concentration over the
duration of the test (5 min).

The vibrating fork sensor exhibits a low resolution for displaying concentration measurements. This
is shown by the distinct steps between different concentration levels, with no intermediate data points.
Consequently, the measurements will rounded up or down, potentially affecting the precision. How-
ever, this rounding does not impact the average concentration measurement, as the overall spread of
measured concentrations is much larger.

During tests f19 and f20, pressurised air was used to unblock the sample tube of the manual sam-
pling section. The moments when air was injected are clearly visible as disruptions in the time-series
(Appendix C.21).

Table 5.7: Slopes of the time-series and differences over 5 minutes

Average Slope Vibrating Fork Coriolis U-loop Velocity
B -0.01738 -0.00314 -0.00579 -0.00068
C 0.003196 0.000176 -0.00012 7.03E-06
D 0.00086 9.13E-05 -0.00027 9.35E-06
F 0.001028 0.000292 -0.00043 1.58E-05
All -0.00307 -0.00065 -0.00165 -0.00016

Difference over 5 min (g/L) Vibrating Fork Coriolis U-loop Velocity
B -5.214 -0.942 -1.737 -0.204
C 0.9588 0.0528 -0.036 0.002109
D 0.258 0.02739 -0.081 0.002805
F 0.3084 0.0876 -0.129 0.00474
All -0.921 -0.195 -0.495 -0.048
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Fourier transfer
To identify oscillatory effects in the system, a Fourier Transform was performed on the dataset. The
Fourier Transform analyses frequencies ranging between a lower and an upper limit. The upper limit
is determined by the Nyquist frequency:

fNyquist =
1

2T
=

1

2× 0.05
= 10Hz,

where T = 0.05 s is the sampling interval.

The lower limit is governed by the duration of the test, which is 300 seconds. The corresponding
minimum resolvable frequency is:

fmin =
1

Duration
=

1

300
≈ 0.0033Hz.

Thus, the Fourier Transform evaluates frequencies in the range 0.0033Hz to 10Hz, capturing oscilla-
tions at various timescales within the system. The Fourier Transform results are plotted alongside the
corresponding time-series data.

It is not possible to analyse how vibrations from different sensors and the pump affect each other, as
these frequencies are significantly higher than the Nyquist frequency:

• Coriolis: 71Hz,
• Vibrating fork: 975Hz,
• Centrifugal pump: 25Hz.

The objective was to identify density waves within the system, which typically have frequencies in the
range 0.1Hz to 1Hz. Density waves were especially anticipated for the coarse sediment. However,
these effects were not observed. A peak around 3Hz was detected for the U-loop, but similar effects
were not observed for other sensors. Notably, the peak did not shift with changes in velocity, concen-
tration, or sediment type. The cause of this peak remains unclear.

Note: From the analysis of the time-series data and the Fourier Transform, it can be concluded that
the tests performed represent a steady-state system.

Table 5.8: Statistical overview per velocity C, D, and F series (excluding coarse sediment, B-series)

Velocity (m/s) Manual Sample Vibrating Fork Coriolis U-loop
R²
2 0.9999 0.9852 1.0000 0.9995
3 0.9999 0.9946 1.0000 0.9997
4 0.9999 0.9944 1.0000 0.9994

Rel. R²
2 0.9943 0.9739 0.9986 0.9980
3 0.9935 0.9794 0.9995 0.9985
4 0.9938 0.9748 0.9994 0.9968

Average Std (g/L)
2 0.452 1.531 0.110 4.737
3 0.348 1.292 0.062 6.640
4 0.380 0.927 0.049 8.494

Abs. Rel. Error (%)
2 5.88 34.06 3.07 8.39
3 5.41 19.50 3.43 7.91
4 5.37 30.57 3.98 13.47
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5.3.9. Effect of Velocity
The results of the B-series heavily influence the analysis, as shown in Table 5.9. To mitigate this
influence, a separate table 5.8 excludes the coarse sediment tests (B-series) results. The following
observations are made about the other sediments (C, D, and F series):

The Manual Sample shows a slight increase in accuracy with increasing velocity, as indicated by the
improved relative R² and absolute relative error. The standard deviation remains relatively unaffected.
Overall, the method performs slightly better at higher velocities.

The Vibrating Fork shows no significant correlation between accuracy and velocity. However, preci-
sion improves with higher velocities, as evidenced by increasing R² values and decreasing standard
deviations. The sensor performs better with increased velocity.

The Coriolis Sensor exhibits a slight decrease in accuracy with velocity, as the absolute relative error
increases slightly, although the relative R² improves. Precision improves with higher velocities due to
lower standard deviations. Overall, the Coriolis sensor is only minimally affected by velocity changes.

The U-loop experiences a decrease in both accuracy and precision as velocity increases. The relative
R² decreases, and the absolute relative error increases, likely due to higher shear forces at increased
velocities. The standard deviation also increases, possibly due to more pronounced pressure shocks
in the system. The U-loop performs worse at higher velocities.

Table 5.9: Statistic overview per velocity for coarse sediment (B-series)

Velocity m/s Manual sample Vibrating fork Coriolis U-loop
R²
2 0.9985 0.9979 0.9982 0.9986
3 0.9986 0.9956 0.9995 0.9998
4 0.9977 0.9954 0.9995 0.9999

Rel. R²
2 0.7276 0.9908 0.8097 0.5714
3 0.7792 0.9450 0.8969 0.7091
4 0.7632 0.9769 0.9317 0.7540

Average std (g/L)
2 3.5773 1.4274 0.6040 4.9203
3 5.3220 1.1951 0.4867 7.5157
4 5.6818 0.8703 0.4334 9.3395

Abs. Rel. Error (%)
2 44.75 21.05 33.10 68.69
3 38.19 32.53 21.69 50.97
4 43.59 62.91 15.89 45.05

5.3.10. Effect of Sediment Type
The performance of the manual sample, Coriolis, and U-loop methodologies shows clear differences
between coarse sediment and other sediment types. These differences are clear across various sta-
tistical measures, as shown in Table 5.10. For the vibrating fork sensor, its performance with coarse
sediment is comparable to its performance with other sediment types.

The Manual Sample experiences a significant decrease in accuracy when measuring coarse sediment
and a moderate decrease for deep-sea sediment. This is reflected in the reduced relative R² and
increased absolute relative error. The precision of the method improves from the coarse sediment to
the deep sea sediment tests, likely due to increased operator experience, as evidenced by a reduction
in the standard deviation. The poor performance with coarse sediment may stem from the sampling
section design, which was updated after the coarse sediment tests (detailed in Section 4.8.1). The
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results do not suggest a direct correlation between measurement performance and either particle size
or the silica versus clay composition.

The Vibrating Fork improves its accuracy when switching from silica to clay. The absolute relative error
is reduced by half, and the relative R² increases significantly. Precision also improves when using clay,
as the R² values increase and the standard deviation decreases slightly. The sensor performs better
with clay due to its adhesive and cohesive properties, which affect the mixture’s behaviour compared
to silica, which lacks these properties. Grain size does not appear to have a strong influence on the
vibrating fork’s performance.

The Coriolis Sensor shows improved accuracy with decreasing grain size. This trend is reflected in
the increased relative R² and decreased absolute relative error, although a slight accuracy reduction is
observed for fine sediment. Precision also improves with smaller grain sizes, as indicated by increased
R² values and reduced standard deviation. Overall, the Coriolis sensor performs better with smaller
grain sizes.

The U-loop similarly improves in accuracy as grain size decreases. Both the relative R² and absolute
relative error generally improve with smaller grain sizes. Precision also increases, with higher R² values
and lower standard deviation for finer sediment. The U-loop methodology performs better as particle
size decreases.

In summary, methodologies generally perform better with smaller particle sizes. Smaller particles have
reduced settling velocities, resulting in a more homogeneous mixture. This homogeneity ensures that
the concentration at any given point is more representative of the overall mixture, thereby improving
measurement accuracy.

Table 5.10: Statistic overview grouped by sediment type

Statistic D50 (µm) Manual Sample Vibrating Fork Coriolis U-loop
R²
B coarse sediment 168 0.9969 0.9884 0.9883 0.9870
C medium sediment 23 0.9999 0.9785 0.9998 0.9988
D fine sediment 1.3 0.9999 0.9970 1.0000 0.9993
F deep sea sediment 11 0.9997 0.9954 0.9999 0.9998

rel. R²
B coarse sediment 168 0.7555 0.9682 0.8710 0.6685
C medium sediment 23 0.9999 0.9502 0.9986 0.9979
D fine sediment 1.3 0.9996 0.9927 0.9998 0.9984
F deep sea sediment 11 0.9820 0.9853 0.9992 0.9970

Average Std (g/L)
B coarse sediment 168 4.8604 1.1643 0.5080 7.2585
C medium sediment 23 0.5670 1.6272 0.0768 6.7668
D fine sediment 1.3 0.4137 0.9647 0.0334 6.6572
F deep sea sediment 11 0.1996 1.1584 0.1105 6.4463

Abs. Rel. Error (%)
B coarse sediment 168 42.18 38.83 23.56 54.91
C medium sediment 23 2.10 42.92 4.17 15.82
D fine sediment 1.3 2.38 20.98 3.46 7.87
F deep sea sediment 11 12.18 20.22 2.85 6.08

5.3.11. Effect of Concentration
As discussed in Subsection 5.3.4, the relative error in the B-series is substantial and increases with
higher concentrations, as shown in Table 5.12. This trend is the opposite of what occurs in the other
test series (Table 5.11). Detailed results for each test series are provided in Table D.1 in the appendix.
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The combined results of the C, D, and F series (Table 5.11) reveal a general trend where the absolute
relative error decreases with increasing target concentration. However, at the highest concentration,
the absolute relative error slightly increases, which is unexpected. Initially, this was attributed to a non-
homogeneous regime; however, the volumetric concentration is only 6%, which is insufficient for such
behaviour given the small particle size. Furthermore, this increase in absolute relative error occurs not
only in the clay-based deep sea sediment tests but also in the silica-based medium sediment tests,
suggesting another underlying factor.

In contrast, the results of the B-series (Table 5.12) show that the absolute relative error increases with
higher concentrations for the manual sample, Coriolis, and U-loop methods. This is contrary to the
behaviour observed in the other test series and was not anticipated.

When examining the effect of concentration on standard deviation, there are two distinct observations.
For the vibrating fork and U-loopmethods, the standard deviation remains relatively constant regardless
of the target concentration. In contrast, the manual sampling and Coriolis methods exhibit a linear
relationship between standard deviation and target concentration. Amore detailed analysis reveals that
this linear relationship is primarily influenced by the coarse sediment test and the fine sediment tests
at a target concentration of 160 g/L. For the other test series, the standard deviation for these methods
appears independent of the target concentration. Additional details are presented in Table 5.13.

Table 5.11: Average absolute relative error for the C, D, and F series (excluding coarse sediment, B-series).

Absolute Relative Error (%)
Target Concentration (g/L) Manual Sample Vibrating Fork Coriolis U-Loop

5 9.56 55.19 8.08 22.87
10 5.77 50.66 5.54 19.95
20 6.50 25.45 2.08 6.84
40 4.99 18.87 1.55 4.75
80 2.77 12.67 1.76 2.53
160 3.75 5.41 1.96 2.59

Table 5.12: Average absolute relative error for the coarse sediment (B-series).

Absolute Relative Error (%)
Target Concentration (g/L) Manual Sample Vibrating Fork Coriolis U-Loop

5 17.59 124.73 11.69
10 28.61 44.17 13.63
20 41.05 23.76 19.90
40 46.26 10.76 25.83
80 53.38 18.35 31.54 51.82
160 66.18 11.21 38.76 57.99

Table 5.13: Standard deviation of measurements across different target concentrations and methods.

Standard Deviation (g/L)
Target Concentration (g/L) Manual Sample Vibrating Fork Coriolis U-Loop

0 0.000 1.075 0.028 5.946
5 0.236 1.646 0.052 6.125
10 0.210 0.872 0.064 6.254
20 0.827 1.259 0.085 6.437
40 1.008 1.191 0.138 6.670
80 2.563 0.930 0.275 6.627
160 5.727 1.626 0.634 8.529
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5.3.12. Performance of the different methodologies
By combining all the findings from the analyses of the test results, it can be concluded that the Coriolis
sensor performed the best among all the continuous measurement methodologies tested. The Coriolis
sensor demonstrated performance comparable to, and in some cases better than, the manual sampling
method, which was the original method.

Table 5.14 summarises the average statistical values for all tests, highlighting the strong performance
of the Coriolis sensor. It exhibits the best standard deviation and absolute relative error among the
tested methodologies. However, the R2 and relative R2 values are not the highest, primarily due to the
Coriolis sensor’s weaker performance during the coarse sediment tests.

The overall findings suggest that the Coriolis sensor is highly suitable for continuous concentration
measurements, showing consistent accuracy and precision across various test conditions, except when
dealing with coarse sediment in the B-series.

Table 5.14: Statistic overview average of all test

Manual sample Vibrating fork Coriolis U-loop
R² 0.9991 0.9898 0.9970 0.9962
rel. R² 0.9343 0.9741 0.9672 0.9155
average std (g/L) 1.5102 1.2286 0.1822 6.7822
Abs. Rel. Error (%) 14.71 30.74 8.51 21.17

5.4. Discussion
5.4.1. Scaling Issues
The experimental setup used in this study is smaller and simpler than the systems employed in real
deep-sea mining operations. Industrial systems utilise larger pipes, where turbulence is greater near
the walls, leading to relatively less mixing. This could result in non-homogeneous sediment distribution
which would affect sensor performance in other ways.

For all sensors, a bypass from the main flow would likely be implemented, where the sensor would
conduct its measurements. This would require significant attention to ensure that the concentration
in the bypass is representative of the full flow. Ensuring a fully homogeneous main flow and applying
isokinetic sampling is crucial, particularly for accurately measuring nodule fines.

5.4.2. Salinity
This study used fresh water instead of salt water, which is normal in deep-sea mining. The mixture
density in the real situation in salt water is denser (1032–1074 kg/m³) than fresh water, and this could
affect how well the sensors measures sediment concentration. However, the density range tested in
this thesis (998–1098 kg/m³) exceeds the range found in real situation, so the sensors should still work
well. For the sensors to change from fresh to salt water, only the water density needs to be changed
to calculated the concentration with salt water.

The method most affected by salinity is manual sampling. Salt in the water can be absorbed by the
filter, which could make it seem like there is more sediment than there actually is. This error can be
minimized by following strict protocols, such as those described in [20].

5.4.3. Theoretical Concentration
The theoretical concentration assumes that sediment is evenly distributed in the system. In reality, this
is not always true, and several factors can cause errors:

• Leaks: If a mixture leaks from the system, it can affect the concentration in the setup. In this
study, any leaked mixture was collected and added back to the system to minimize this issue.

• Sediment build-up or water pockets: Sediment might collect in low-flow areas or water pockets
might form, leading to uneven concentrations in the pipes.
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• Hopper Settling: In the hopper, where flow velocity is lower, sediment can settle to the bottom.
This was observed in the coarse sediment and is shown in Figure 5.9. Settled sediment can re-
enter the pipes, increasing concentration in the pipes and reducing concentration in the hopper.

• Non-homogeneous flow: In pipes, sediment concentration might be higher at the bottom due
to settling, or it might vary between upward and downward flows, as shown in Figure 4.9.

Despite these challenges, the theoretical concentration was close to the true concentration in most
cases (error ≈ 0.3 % as calculated in subsection 4.10). The coarse material was an exception, likely
due to the rapid settling of coarse sediment.

Coarse sediment (B-series) correction theoretical concentration
In the hopper, where flow velocity is lower, sediment can settle to the bottom. This was observed in the
coarse sediment test and is shown in Figure 5.9. Settled sediment can re-enter the pipes, increasing
concentration in the pipes and reducing concentration in the hopper.

To compensate the theoretical concentration for this error, it is assumed sediment entering the hopper
will not flow upwards and be homogenousely distributed in the lower half of the hopper. The volume
above the entering pipe will be assumed to be consiting of water. This volume calculated to be equal to
12.65 l. This water volume is substracted from the total water volume and the theoretical concentration
is recalculted.

Table 5.15: Comparison of Old and New Theoretical Concentrations.

Target Concentration (g/L) 5 10 20 40 80 160
Old Theoretical Concentration (g/L) 5.001 9.883 19.622 39.074 77.996 155.932
New Theoretical Concentration (g/L) 6.042 11.936 23.681 47.085 93.698 186.190

Change (%) 20.82 20.78 20.68 20.50 20.13 19.40

Table 5.16: Statistic overview for B coarse sediment (D50 = 168µm).

Statistic old Manual Sample Vibrating Fork Coriolis U-loop
R2 0.9969 0.9884 0.9883 0.9870
Rel. R2 0.7555 0.9682 0.8710 0.6685
Average Std (g/L) 4.8604 1.1643 0.5080 7.2585
Abs. Rel. Error (%) 42.18 38.83 23.56 54.91

Statistic new
R2 0.9966 0.9886 0.9881 0.9868
Rel. R2 0.8769 0.9801 0.9592 0.8422
Average Std (g/L) 4.8604 1.1643 0.5080 7.2585
Abs. Rel. Error (%) 20.05 36.09 8.58 30.43

The result show a clear improvement to the statistical parameters, only to the accurcay parameters
which makes sense due to the fact that the theoretical concentration is changed and the measured
concentration is constant. This shows that part of the error for coarse sediment is due to short comings
of the setup, because of sediment settling in the hopper.

5.4.4. Effect of Velocity
The effect of velocity on sensor performance varied significantly across the tested methodologies.
Higher velocities tended to improve mixture homogeneity, particularly for coarse sediments, reduc-
ing errors in measured concentration. Effect of velocity are not the same across all test, there is a clear
difference between the coarse sediment and the other test series. Which shows, this improvement was
not universal:

• Manual Sampling: Performance improved slightly with increased velocity as higher velocities
reduced sediment settling, leading to more representative samples. The effect, however, was
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minimal, and the method remained largely unaffected by velocity changes. For the coarse sedi-
ment the affect of isokenetic sampling which increases its measured concentration with velocity.
And a better mixing in the setup due to increased velocity which decreases the concentration.
These actually cancel out, which can be seen in table 5.9

• Vibrating Fork Sensor: Precision increased with velocity due to reduced sedimentation effects.
However, accuracy remained relatively poor and random, suggesting that velocity alone cannot
overcome the sensor’s inherent limitations.

• Coriolis Sensor: The sensor demonstrated consistent performance across different velocities,
with only minor decreases in accuracy at higher velocities. This highlights its robustness across
flow regimes.

• U-Loop: The methodology was significantly affected by velocity, with accuracy decreasing as
velocity increased. This was likely due to increased shear forces and pressure shocks, introducing
errors into the measurements.

5.4.5. Effect of Sediment Type and Grain Size
The type and grain size of sediment had a clear impact on sensor performance, as smaller particles
tend to create more homogeneous mixtures, reducing errors. A smaller grain size also tends to follow
the flow better thus following the vibrations of the Coriolis and vibrating fork sensor better, which is
indicated by a lower Stokes number:

• Coarse Sediments (e.g., Sand, D50 ≈ 168µm): Coarse sediments caused overestimation of
concentration in most methods due to settling and uneven distribution in low-velocity areas. The
large, heavy particles settled quickly, leading to uneven mixtures. This was especially visible in
the hopper, where sediment concentration was higher at the bottom than at the top, as shown in
Figure 5.9. Due to this settling, the sediment re-entered the pipes quicker than normal, causing
higher concentrations in the pipes than in the hopper. In Figure 5.9, the performance of the Cori-
olis sensor and the U-loop improved as velocity increased, supporting the idea that higher flow
speeds help keep the sediment better mixed. This shows that maintaining higher velocities is im-
portant to reduce settling and improve measurement accuracy for coarse sediments. The Stokes
number for coarse sediment is relatively high, indicating significant particle inertia, which affects
the measurement accuracy of the Coriolis and vibrating fork sensors. While the exact extent of
the error is not fully quantified, this explains the larger deviations observed in measurements for
coarse sediment.

• Medium Sediments (e.g., Silt, D50 ≈ 23µm): Medium sediments showed improved perfor-
mance compared to coarse sediments. The smaller grain size reduced settling and promoted
a more homogeneous mixture, leading to better accuracy and precision for most sensors. The
absence of cohesive or adhesive properties simplified the flow behaviour. The Stokes number for
medium sediment remains significant for the vibrating fork sensor, indicating that particle inertia
still plays a role in measurement error. While the exact extent of the impact is not quantified, it
contributes to the observed measurement errors for medium sediment.

• Fine Sediments (e.g., Clay, D50 ≈ 1.3µm): Fine sediments provided the best results for most
sensors. The small particle size minimized settling, creating a highly homogeneous flow. How-
ever, cohesive and adhesive properties introduced by clay did not show any negative effect on
the performance of the methodologies. The Stokes number for fine sediment is determined to be
negligible, meaning particle inertia does not significantly influence the measurement process.

• Deep-Sea Sediments (e.g., Clay, D50 ≈ 11µm): Deep-sea sediments presented unique chal-
lenges due to their mixed composition, including organic matter and biogenic particles. While the
adhesive and cohesive properties did not seem to affect performance for fine sediments, they
could influence the methodologies’ ability to measure concentration accurately. The Stokes num-
ber for deep-sea sediment is also negligible, suggesting that particle inertia does not significantly
impact measurement accuracy.

In general, a smaller grain size results in a better performance looking at the other sediment types, but
the deep sea sediment does not completely fit into this trend.
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Adhesion and cohesion properties, which are present in clay sediment but not in silica sediment,
showed no significant effect in the results. Therefore, it is determined that these properties do not
impact the ability of the different sensors to measure concentration.

5.4.6. Effect of Concentration
The effect of sediment concentration on measurement performance showed different patterns depend-
ing on the type of sediment and test conditions. In general, for most test series (C, D, and F), increasing
sediment concentration improved measurement accuracy. As most methods have accuracy defined
in absolute value in (g/L) and not a percentage. As the concentration increased, the relative error re-
duces for most methods. This trend is shown in Table 5.11. However, at the highest concentration of
160 g/L, there was a slight increase in the absolute relative error. This unexpected result might be due
to changes in the flow behavior, such as localized sediment clustering or increased viscosity, but these
effects were not significant enough to really effect the accuracy of the mythologies.

For the B-series with coarse sediments, the opposite trend was observed, as shown in Table 5.12.
In this case, the absolute relative error increased with higher concentrations. This was likely caused
by the fast settling of the coarse sediment, which led to uneven distributions within the setup. The
non-homogeneous nature of the mixture in this series made it difficult for methods to provide accurate
measurements, especially at higher concentrations where the settling effect was more pronounced.

The standard deviation of measurements also showed different patterns per methodology. For meth-
ods like the vibrating fork and U-loop, the standard deviation remained consistent regardless of the
concentration, indicating that their precision was not affected by the sediment load. On the other hand,
for methods like the manual sampling and Coriolis sensor, the standard deviation appeared to increase
linearly with the concentration. However, further analysis revealed that this was mainly due to the re-
sults of the coarse sediment and the fine sediment at 160 g/L. For other tests, the standard deviation
was generally independent of the concentration, as seen in Table 5.13.

Overall, the results suggest that higher sediment concentrations generally lead to better accuracy, ex-
cept for coarse sediments where settling and uneven distribution significantly affect measurements.
The standard deviation analysis indicates that while some methods are influenced by concentration,
others maintain stable precision regardless of concentration.

5.4.7. Effect of Temperature
Temperature primarily affected water density, which influenced themixture density. But when converting
the mixture density to concentration, this effect of temperature on the concentration measurement was
canceled out. Temperature increased during testing due to pump activity. Further effects could not
be found, the slopes of the time-series in Table 5.7, does not show a clear trend that the methods
performance are influenced over time.

5.4.8. Sensor Performance
Vibrating Fork Sensor
The vibrating fork sensor had several issues. It needed frequent manual calibration, which was done in
clean tap water, which was time-consuming and prone to errors. The sensor also struggled to measure
low concentrations accurately and sometimes recorded negative values, which is impossible.

The sample section caused additional problems. At the highest concentrations (160 g/L) with clay sedi-
ment, the sample section clogged and did not refresh properly, leading to non-representative samples.

U-Loop Methodology
The U-loop method required significant corrections to its raw data, making it less practical for use in
the field. The method was sensitive to flow velocity and pipe design, with bends and diameter changes
affecting measurements. Placing the measurement point farther from bends and avoiding diameter
changes could reduce these effects.

The need for extensive corrections also limits the U-loop’s reliability as a plug-and-play system. While
it performed well under certain conditions, it is an ideal measurement method.
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Manual Sampling
Manual sampling performed well in most cases but had problems with coarse sediment. The original
sample section design caused sampling errors, but the design was improved after the coarse sediment
test (B-series). Unfortunately, the coarse sediment tests were not repeated with the improved setup,
so its effectiveness remains unverified. It is ofcourse also manual process to prone to human mistake.
Manual sampling is reliable in many situations but requires careful design and protocol, but it is clearly
not a flawless method.

Coriolis
This study shows that the Coriolis sensor is the best option for measuring sediment concentration
in deep-sea mining operations. It worked well across different sediment types, flow velocities, and
concentrations. However, challenges with coarse sediment in the B-series suggest that further testing
is needed to confirm its reliability under these conditions.
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Conclusion

This study investigated four methods for measuring sediment concentration in water-based mixtures:
manual sampling, vibrating fork, Coriolis sensor, and U-loop. The tests evaluated these methods under
various flow velocities (2–4m/s), sediment types (sand, silt, clay, and deep-sea clay), and concentra-
tions (5–160 g/L). This conclusion summarizes the findings while addressing the research questions.

Sub-question 1: What are the material properties of the sediment and the flow
conditions for deep-sea mining operations?
The material properties of the sediment and flow conditions in deep-sea mining operations are charac-
terized by several key factors (see Chapter 2:

Sediment and Mixture Properties
The return flow consists of a mixture of clay and nodule fines. The main characteristics of the sediment
are as follows:

• Sediment Types: The clay present in the return flow is siliceous clay-ooze with a grain density of
2500 kg/m³. Polymetallic manganese nodules, degraded during the riser process and dewatering
plant operations, have a specific density of 3460 kg/m³. The return flow is estimated to contain a
50/50 volume ratio of clay and nodule fines.

• Grain Size: The clay particles range is 11±3 µm, with most particles below 11µm. For nodule
fines, a size range of up to 150µm is expected in industrial operations.

• Concentration: The concentration in the return flow is estimated to range from 10 to 75 g/L,
with corresponding mixture densities varying between 1031.55 kg/m³ and 1074.11 kg/m³. The
concentration consists of clay and nodule fines, and concentration directly affects the mixture
density.

Flow Conditions
The flow in the return pipe exhibits the following characteristics:

• Flow Velocity: The return flow velocity ranges from 2–4m/s. This ensures a turbulent regime,
maintaining suspension of smaller particles. Higher velocities reduce settling and promote homo-
geneity, especially important for coarser sediments (nodule fines).

• Flow Regime: The Reynolds number for the flow is approximately 4.4 · 105, indicating turbulent
flow. The Durand Froude number calculation suggests that the deposit limit velocity is 0.93m/s,
far below the operating velocities, confirming that the flow regime is in suspension for particle
sizes at least up to 200µm.

The return flow consists of a complex mixture of fine clay and nodule fines with varying grain sizes.
The flow operates in a turbulent regime, ensuring homogeneity for smaller particles but requiring careful
management of flow velocity to minimize settling for coarser materials. Sediment properties, particularly
grain size, density, and flocculation, significantly influence the behavior of the flow and the accuracy of
concentration measurements.
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Sub-question 2: What are the existing concentration measurement methodolo-
gies, and what are their limitations?
Subsub-question 2a: What types of methodologies are available for measuring
suspended sediment concentrations?
A range of different measurement methodologies were found to be possible for the application of this
thesis and were evaluated in section 3. The methodologies were evaluated against criteria such as ac-
curacy, range, spatial and temporal resolution, safety, cost, and impact on the flow.The optical, acoustic,
conductivity, and radioactive source sensors were determined to be unsuitable for the application of
this thesis due to limited range, low accuracy, or safety concerns. Promising alternatives were further
investigated and tested in the test setup these include the U-loop, Coriolis, and vibrating fork sensors.

Subsub-question 2b: What is the achievable accuracy of concentration measure-
ment methodologies under deep-sea mining flow and sediment conditions?
The four methodologies tested have different strengths and limitations (see Chapter 5.3:

• Coriolis Sensor: This method provided the best overall performance with high accuracy and
precision for medium and fine sediments. It was largely unaffected by flow conditions, except
during the coarse sediment tests (B-series). It consistently achieved accuracy within 2–10%
of theoretical concentrations. Taking the performance per methodology of all tests except the
coarse sediment (B-series), which involve finer sediments representative of deep-sea sediment,
the Coriolis sensor achieved the highest accuracy, with absolute relative errors of 3.5%. For
the B-series, which involves coarser sediment more representative of nodule fines, the Coriolis
sensor still achieved the highest accuracy, but with a higher absolute relative error of 23.6

• Manual Sampling: Commonly used as a reference method, manual sampling performed well for
smaller particles but exhibited significant limitations with coarse sediment due to settling and non-
representative sampling. While it can achieve accuracy comparable to the Coriolis sensor under
ideal conditions, its reliability is compromised by the potential for human error. Included in the
tests as the current industry standard, it serves as a benchmark for comparison with other sensors.
Manual sampling clearly demonstrated its constraints during this study, particularly when dealing
with coarse sediment. In all tests except for the coarse sediment (B-series), manual sampling
was accurate, with absolute relative errors of 5.5%. However, for the coarse sediment (B-series),
its absolute relative errors increased significantly, ranging between 40–50%.

• U-loop: The U-loop required significant post-processing (pressure and velocity corrections) to
achieve acceptable accuracy. Its standard deviation was the highest among all methods, and
it performed poorly with coarse sediment. For all tests except the coarse sediment (B-series),
its absolute relative errors of 5–20%. For the coarse sediment (B-series), the errors were even
higher 54.91%.

• Vibrating Fork: This method had the poorest accuracy and struggled at low concentrations (of-
ten recording negative values). Its results were less affected by sediment type but lacked the
precision required for reliable measurements. Similar to the U-loop, the vibrating fork sensor
showed high absolute relative errors, often exceeding 20% in tests across all tests.

Sub-question 4: How do sediment properties (e.g., size, adhesion, and cohesion)
affect the performance of the concentration measurement methodologies?
Sediment properties such as particle size, shape, and material composition significantly influenced
sensor performance. Coarse sediment caused overestimations due to sediment settling in the hopper,
resulting in lower concentrations in the hopper and higher concentrations in the pipes. Finer sediments,
including silica and clays, produced more uniform mixtures and better measurement accuracy across
all methods. The Stokes number also decreases with grain size. Generally, smaller grain sizes result
in better performance when compared to other sediment types, although deep-sea sediment does not
completely follow this trend.

Adhesion and cohesion properties, which are present in clay sediment but not in silica sediment,
showed no significant effect in the results. Therefore, it is determined that these properties do not
impact the ability of the different sensors to measure concentration.
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Sub-question 5: How do flow and mixture properties (e.g., velocity, concentra-
tion, temperature) influence the performance of the concentration measurement
methodologies?
The effect of sediment concentration on measurement performance varied depending on the type of
sediment and test conditions. In general, for most test series (C, D, and F series), increasing sediment
concentration improved measurement performance, as shown in Table 5.11. However, for coarse sed-
iment (B-series), the opposite trend was observed, the absolute relative error increased with higher
concentrations, as shown in Table 5.12.

The effect of velocity on sensor performance varied significantly across the tested methodologies.
Higher velocities tended to improve mixture homogeneity, particularly for coarse sediments. However,
the impact of velocity was not consistent across all tests or methodologies.

Temperature influenced water density but had no significant impact on concentration measurements,
as this effect was cancelled out during conversion from density to concentration. No clear trend in
sensor performance over time was observed, as shown in Table 5.7.

Research Question: How could low concentrations of suspended sediment in
the range of 10-75 g/L in a flow accurately be measured?
Suspended sediment concentrations ranging from 10 to 75 g/L can be measured accurately using a
Coriolis sensor, which has demonstrated superior accuracy and precision across various flow condi-
tions and concentration levels in this study. While the sensor has shown no issues detecting finer
sediment like deep-sea sediment, it may encounter slight difficulties in accurately measuring coarse
sediment, such as nodule fines. Sensor performance for coarse sediment could further be improved
and verified by theoretical concentration improvements as discussed in subsection 5.4.3. Its ability
to directly measure density and convert this into sediment concentration with minimal calibration or
correction makes it highly reliable for continuous monitoring in operational environments.



Recommendations

6.1. Improvements to Experimental Setup
Flow Improvements
To address the challenges encountered during tests with coarse sediment, particularly its tendency to
settle and create an uneven distribution throughout the setup, improvements to the mixing process in
the hopper are recommended. One potential solution is the addition of a stirring mechanism to enhance
flow velocity within the hopper, thereby promoting a more homogeneous sediment mixture.

Improvement to the DAC
If the tests were to be repeated, it is recommended to use a single data acquisition system (DAC)
instead of two. Considerable effort was required to match the data from the two different systems.
Two separate systems were utilised because the Coriolis sensor was incompatible with the LabVIEW
interface, as LabVIEW uses a 4–20 mA signal, whereas the Coriolis sensor communicates via an RS-
485 signal. Using a unified system would eliminate these challenges.

• The two systems operated at different sampling frequencies. The LabVIEW system required a
minimum sampling interval of 50 milliseconds, while the Pro-Link system had a maximum sam-
pling interval of 500 milliseconds and even displayed inconsistent sampling times. On occasion,
there were periods of up to one minute with no recorded data. As a result, significant effort was
needed to align the data sets, requiring averaging during data processing.

• The mixture temperature was only measured by one system. Since temperature is necessary
for calculating water density to convert density into concentration, real-time concentration cal-
culations were not possible. All conversions had to be performed after testing, increasing the
workload.

• During testing, minimising the number of steps is essential, as each step introduces the potential
for errors or omissions. On several occasions, one of the systems encountered an error or was
overlooked, necessitating the repetition of tests.

Improvement to the Vibrating Fork
To improve the sample section of the vibrating fork, a concentric reducer should be used instead of a
Y-section.

The issue with the Y-section is that it is questionable whether the pocket in the Y-section represents
the flow accurately. With larger grain sizes (primarily coarse sediment), sediment build-up was ob-
served on the bottom pipe wall. This sediment was not subjected to vibration by the fork and thus went
unmeasured.

In tests with clay (fine sediment and deep-sea sediment), it was observed that the pocket could not
be properly circulated. Due to the cohesive properties of clay, the mixture in the pocket became fixed
and was not effectively exchanged with the main flow. This issue arose only at the highest target
concentrations of 160 g/L, making it doubtful whether the measured mixture was representative of the
overall flow.

These issues could be mitigated by using a concentric reducer, placing the sensor in the middle of the
flow. The pipe diameter expansion via the concentric reducer would reduce the velocity to below 1
m/s. This setup could introduce a minor error due to slight changes in concentration from flow direction
differences, as illustrated in Figure 3.8a. However, this error is negligible compared to the current
issues.

Additionally, upgrading to a higher-quality sensor would significantly improve performance. The current
sensor was highly prone to errors. When initiated in clean water, the sensor often displayed inconsistent
density values for water within a range of ±10 kg/m³. Every time the sensor was restarted, it required
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recalibration. Furthermore, after increasing and subsequently reducing the flow velocity to zero, the
sensor often read a different density value, even though the mixture remained unchanged.

Improvement to the U-loop
The original U-loop measurement pipes were constructed from PMMA with a diameter of 40 mm,
whereas the newly introduced pipes in the setup had a diameter of 45 mm. This significant diame-
ter change influenced both flow and pressure. Additionally, bends in the pipes affected the flow and
pressure. These factors must be minimised near the measurement points to avoid impacting the pres-
sure sensors.

To improve the U-loop, it is recommended to extend the U-loop to increase the distance between the
measurement points and the bends. Furthermore, replacing the pipes with ones that match the original
U-loop diameter would help eliminate discrepancies. This could reduce or even eliminate the need for
velocity compensation, as described in Subsection 5.2.6.

Improving pump seal
During testing different causes for leakage could be identified of which the pump was the biggest leak.
This leakage was minimized by using a lot of shaft grease. This grease partially enters in to the system
which could potentially create errors for the different sensors. Grease could stick to vibrating parts and
mislead the sensor, or it could block the connection tubes of the pressure sensors. Another problem is
that a lot of mixture is leaked from the system through the pump seal. This leaked mixture is collected
and put back into the system but this process is not perfect and errors are created.

Re-do the first test to check for drift
The first test should be repeated to assess potential drift in sensor performance over the test period.
Drift can occur due to prolonged operation, wear, or environmental factors such as temperature fluctu-
ations. Repeating the test under controlled conditions and comparing the results with the original data
will help evaluate the stability and reliability of the sensors over time.

6.2. Future Research
The findings of this study highlight several areas for further investigation to enhance sediment concen-
tration measurement in deep-sea mining operations:

Improved Research into Non-Density Sensors
While density-based sensors like the Coriolis sensor performed well, there is potential to explore non-
density sensors such as optical, acoustic, or conductivity sensors. Besides their lower expectations,
these sensors were partially excluded due to the limited resources of this thesis. These technologies
could offer advantages in detecting low concentrations or addressing other limitations of current meth-
ods.

Distinguishing Between Sediment and Nodule Fines
The ability to differentiate sediment concentrations from nodule fines would provide more granular in-
sights into return flow compositions. This could involve investigating sensors capable of detecting
particle properties, such as size, shape, or mineral composition.

Larger-Scale Testing
Future studies should replicate these tests on a larger scale to better simulate industrial conditions.
Larger pipelines, higher flow rates, and more complex systems could reveal challenges like sediment
accumulation, sensor placement issues which are not visible in smaller setups. This research can also
focus on representative sampling for a bypass flow, which will probably be used in full-scale mining.

Pressure Testing
Concentration measurements during deep-sea mining operations must also be conducted at high pres-
sures, particularly in the diffuser at the back of the collector at the sea floor. For these applications,
these sensors could potentially be utilised with modifications. The necessary modifications need to be
identified, and measurement tests under high-pressure conditions should be conducted to verify sensor
performance.
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Long-Term Reliability Testing
Extended testing over longer durations is essential to evaluate sensor wear, performance drift, and re-
liability in real-world conditions. This would provide insights into the operational lifespan of the sensors
and inform maintenance and calibration schedules for industrial use.

Testing in Saltwater Conditions
The tests conducted in this study used freshwater, whereas deep-sea mining operations occur in saline
environments. Future research should examine how saltwater affects sensor performance, including
potential influences on sediment behaviour, corrosion, and measurement accuracy.

Enhanced Sensor Technology
Investigating advanced sensor technologies or hybrid systems that combine different methodologies
could improve measurement accuracy and robustness under challenging conditions. For example,
integrating density-based measurements with optical or acoustic methods could increase performance
for lower sediment concentration.
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A
Result sheets of the processed data

The data sheets in this appendix show the processed results of the different series test, it shows us
both the mean and the standard deviation of each individual test. The following terminology is us:
ρw(kg/m) is the water density, cT (kg/m) is the Theoretical concentration, cM (kg/m) is the manual
sampling concentration, cF is the vibrating fork concentration, cC(kg/m) is the coriolis concentration,
cU (kg/m) is the U-loop concentration, T (C) is the temperature of the mixture, v(m/s) is the velocity of
the mixture through the velocity sensor.
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B series

Test Statistic
type ρw(kg/m) cT (g/L) cM (g/L) cF (g/L) cC(g/L) cU (g/L) T (°C) v (m/s)

b1 mean 998.42 0.000 0.000 0.149 0.243 -0.001 18.931 1.988
std 0.01 0.000 0.000 1.997 0.018 3.843 0.029 0.071

b2 mean 998.28 0.000 0.000 -5.142 0.348 -0.002 19.664 3.000
std 0.02 0.000 0.000 0.721 0.030 6.148 0.081 0.070

b3 mean 997.91 0.000 0.000 -3.767 0.507 -0.003 21.440 3.987
std 0.03 0.000 0.000 0.812 0.033 8.190 0.137 0.069

b4 mean 998.06 5.001 5.708 8.053 5.864 nan 22.553 2.017
std 0.01 0.000 0.814 2.083 0.105 nan 0.074 0.068

b5 mean 997.95 5.001 5.688 0.823 5.485 nan 23.342 3.008
std 0.04 0.000 0.408 2.223 0.070 nan 0.140 0.064

b6 mean 997.70 5.001 6.244 -6.481 5.407 nan 24.480 4.021
std 0.06 0.000 1.032 1.044 0.066 nan 0.318 0.064

b7 mean 998.09 9.905 12.796 8.363 11.989 nan 21.216 1.986
std 0.01 0.000 0.564 0.658 0.134 nan 0.006 0.064

b8 mean 997.96 9.905 12.662 7.046 11.154 nan 21.623 3.009
std 0.04 0.000 0.221 0.710 0.057 nan 0.018 0.075

b9 mean 997.70 9.905 12.758 1.182 10.621 nan 22.553 3.981
std 0.08 0.000 0.972 0.646 0.125 nan 0.007 0.065

b10 mean 997.70 19.711 27.858 22.658 25.103 nan 21.200 2.018
std 0.01 0.000 2.254 1.116 0.261 nan 0.048 0.068

b11 mean 997.58 19.711 26.870 14.756 23.426 nan 21.887 3.009
std 0.03 0.000 2.905 0.927 0.207 nan 0.135 0.067

b12 mean 997.29 19.711 28.676 13.566 22.368 nan 22.450 3.982
std 0.08 0.000 3.427 0.611 0.043 nan 0.006 0.060

b13 mean 997.83 39.337 59.276 47.970 53.141 nan 22.299 2.004
std 0.01 0.000 2.391 1.177 0.514 nan 0.045 0.067

b14 mean 997.70 39.337 54.774 41.743 48.979 nan 22.777 3.022
std 0.03 0.000 0.878 1.016 0.362 nan 0.152 0.066

b15 mean 997.39 39.337 58.548 37.674 46.374 nan 24.076 4.009
std 0.09 0.000 6.092 0.961 0.326 nan 0.291 0.064

b16 mean 997.46 78.619 126.208 84.760 112.328 128.104 19.498 1.960
std 0.01 0.000 5.781 0.922 0.968 4.808 0.051 0.068

b17 mean 997.34 78.619 118.698 103.322 102.124 117.134 20.089 3.000
std 0.04 0.000 7.352 1.258 0.934 7.693 0.174 0.067

b18 mean 997.02 78.619 116.854 91.052 95.798 112.841 21.263 3.977
std 0.07 0.000 12.498 0.912 0.933 9.969 0.364 0.066

b19 mean 997.71 157.305 271.502 165.135 243.737 274.387 21.167 1.992
std 0.01 0.000 13.236 2.039 2.228 6.110 0.050 0.067

b20 mean 997.04 157.305 253.280 188.898 211.725 240.614 21.869 3.018
std 0.04 0.000 25.490 1.512 1.748 8.706 0.168 0.067

b21 mean 997.20 157.305 259.430 170.805 199.354 230.579 23.147 3.888
std 0.08 0.000 15.751 1.106 1.508 9.859 0.400 0.068

Table A.1: B-series processed data
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C series

Test Statistic
type ρw(kg/m) cT (g/L) cM (g/L) cF (g/L) cC(g/L) cU (g/L) T (°C) v (m/s)

c1 mean 998.42 0.000 0.000 0.149 0.243 -0.001 18.931 1.988
std 0.01 0.000 0.000 1.997 0.018 3.843 0.029 0.071

c2 mean 998.28 0.000 0.000 -5.142 0.348 -0.002 19.664 3.000
std 0.02 0.000 0.000 0.721 0.030 6.148 0.081 0.070

c3 mean 997.91 0.000 0.000 -3.767 0.507 -0.003 21.440 3.987
std 0.03 0.000 0.000 0.812 0.033 8.190 0.137 0.069

c4 mean 998.06 5.001 4.650 11.089 5.419 3.079 20.715 1.978
std 0.01 0.000 0.113 6.150 0.046 3.952 0.044 0.070

c5 mean 997.95 5.001 4.790 4.593 5.520 2.493 21.249 2.989
std 0.04 0.000 0.098 1.782 0.034 6.724 0.169 0.069

c6 mean 997.70 5.001 5.212 0.888 5.668 6.378 22.359 4.006
std 0.06 0.000 0.029 0.914 0.037 8.911 0.278 0.068

c7 mean 998.09 9.903 9.486 12.295 10.089 13.677 20.595 1.977
std 0.01 0.000 0.127 0.756 0.070 3.975 0.064 0.070

c8 mean 997.96 9.903 9.776 3.709 10.314 12.909 21.182 2.982
std 0.04 0.000 0.169 2.012 0.054 6.733 0.185 0.069

c9 mean 997.70 9.903 9.980 -2.203 10.598 15.800 22.359 3.999
std 0.08 0.000 0.171 0.741 0.052 9.235 0.327 0.069

c10 mean 997.70 19.704 18.860 10.937 19.941 18.597 22.365 2.018
std 0.01 0.000 0.326 1.917 0.082 4.391 0.044 0.067

c11 mean 997.58 19.704 18.940 11.714 20.220 18.666 22.856 2.985
std 0.03 0.000 0.209 4.139 0.105 6.778 0.129 0.066

c12 mean 997.29 19.704 19.474 10.978 20.414 21.348 24.062 3.994
std 0.08 0.000 0.350 0.859 0.042 9.304 0.309 0.065

c13 mean 997.83 39.331 38.322 19.476 40.084 37.555 21.783 2.052
std 0.01 0.000 0.541 2.379 0.091 4.565 0.066 0.069

c14 mean 997.70 39.331 39.046 25.015 40.114 37.881 22.346 3.012
std 0.03 0.000 0.564 2.421 0.113 7.844 0.142 0.068

c15 mean 997.39 39.331 39.900 19.413 40.268 40.965 23.643 4.015
std 0.09 0.000 0.354 0.693 0.043 9.139 0.384 0.068

c16 mean 997.46 78.604 78.486 57.534 81.129 78.821 23.383 2.021
std 0.01 0.000 0.641 1.036 0.087 4.199 0.047 0.069

c17 mean 997.34 78.604 78.474 59.947 80.443 78.948 23.884 2.983
std 0.04 0.000 0.301 1.773 0.107 6.982 0.151 0.068

c18 mean 997.02 78.604 78.376 59.344 80.349 80.775 25.142 3.990
std 0.07 0.000 0.534 0.643 0.062 8.953 0.260 0.067

c19 mean 997.71 157.276 159.268 150.478 163.873 161.596 22.308 2.007
std 0.01 0.000 2.550 0.970 0.115 4.671 0.049 0.070

c20 mean 997.04 157.276 157.018 152.728 159.875 157.176 25.081 3.008
std 0.04 0.000 2.785 0.811 0.279 8.056 0.167 0.072

c21 mean 997.20 157.276 157.330 153.437 161.446 161.538 24.440 4.001
std 0.08 0.000 2.046 0.646 0.113 9.510 0.313 0.071

Table A.2: C-series processed data
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D series

Test Statistic
type ρw(kg/m) cT (g/L) cM (g/L) cF (g/L) cC(g/L) cU (g/L) T (°C) v (m/s)

d1 mean 998.42 0.000 0.000 0.149 0.243 -0.001 18.931 1.988
std 0.01 0.000 0.000 1.997 0.018 3.843 0.029 0.071

d2 mean 998.28 0.000 0.000 -5.142 0.348 -0.002 19.664 3.000
std 0.02 0.000 0.000 0.721 0.030 6.148 0.081 0.070

d3 mean 997.91 0.000 0.000 -3.767 0.507 -0.003 21.440 3.987
std 0.03 0.000 0.000 0.812 0.033 8.190 0.137 0.069

d4 mean 997.92 5.001 4.786 2.855 5.397 4.364 21.376 1.990
std 0.01 0.000 0.048 0.940 0.027 3.959 0.035 0.069

d5 mean 997.82 5.001 4.836 4.866 5.507 5.029 21.814 2.999
std 0.03 0.000 0.052 1.610 0.030 7.001 0.126 0.067

d6 mean 997.57 5.001 4.796 2.445 5.575 7.498 22.904 4.015
std 0.07 0.000 0.031 0.726 0.038 8.694 0.307 0.067

d7 mean 998.35 9.905 9.490 -0.125 10.505 9.310 19.290 1.977
std 0.01 0.000 0.029 0.698 0.077 3.757 0.075 0.071

d8 mean 998.22 9.905 9.526 6.086 10.369 10.202 19.940 3.023
std 0.03 0.000 0.047 0.970 0.026 7.337 0.154 0.071

d9 mean 997.96 9.905 9.622 4.553 10.409 11.945 21.176 3.995
std 0.07 0.000 0.050 0.713 0.032 8.529 0.303 0.068

d10 mean 997.86 19.711 19.114 15.808 20.178 18.828 21.641 1.976
std 0.01 0.000 0.132 0.812 0.025 3.926 0.035 0.070

d11 mean 997.76 19.711 19.112 23.820 20.311 20.002 22.092 2.984
std 0.03 0.000 0.082 1.231 0.032 7.303 0.154 0.069

d12 mean 997.48 19.711 19.204 22.482 20.363 23.454 23.279 3.397
std 0.08 0.000 0.062 0.865 0.042 10.442 0.336 1.366

d13 mean 998.12 39.337 38.498 40.166 39.058 37.782 20.420 2.007
std 0.01 0.000 0.512 0.671 0.029 4.053 0.055 0.071

d14 mean 998.02 39.337 38.892 38.699 39.124 38.927 20.936 3.007
std 0.03 0.000 0.231 0.698 0.025 7.141 0.157 0.070

d15 mean 997.72 39.337 38.790 39.579 39.207 41.493 22.280 3.644
std 0.07 0.000 0.201 1.528 0.042 10.851 0.311 1.005

d16 mean 997.66 78.619 77.762 75.795 77.637 75.777 22.510 1.980
std 0.01 0.000 0.809 0.672 0.027 3.967 0.037 0.070

d17 mean 997.56 78.619 77.604 82.057 77.741 76.756 22.964 2.989
std 0.03 0.000 1.360 1.153 0.036 7.058 0.147 0.069

d18 mean 997.24 78.619 78.148 82.200 77.818 78.426 24.253 3.996
std 0.08 0.000 0.247 0.663 0.039 8.837 0.318 0.068

d19 mean 996.62 157.305 155.240 164.986 155.509 152.784 26.647 1.968
std 0.00 0.000 2.232 0.717 0.026 3.991 0.012 0.070

d20 mean 996.51 157.305 156.234 162.708 155.653 153.162 27.052 3.008
std 0.04 0.000 0.272 1.016 0.044 6.856 0.151 0.069

d21 mean 996.21 157.305 154.088 168.677 155.722 154.606 28.105 4.001
std 0.08 0.000 2.292 1.047 0.025 7.916 0.297 0.069

Table A.3: D-series processed data
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F series

Test Statistic
type ρw(kg/m) cT (g/L) cM (g/L) cF (g/L) cC(g/L) cU (g/L) T (°C) v (m/s)

f1 mean 998.42 0.000 0.000 -6.475 0.590 -0.001 21.877 2.010
std 0.01 0.000 0.000 0.815 0.023 3.208 0.046 0.071

f2 mean 998.28 0.000 0.000 -6.801 0.746 -0.003 22.827 3.030
std 0.02 0.000 0.000 0.671 0.028 6.408 0.125 0.069

f3 mean 997.91 0.000 0.000 -4.616 0.981 -0.004 25.038 4.029
std 0.03 0.000 0.000 0.823 0.037 7.192 0.292 0.068

f4 mean 998.06 7.233 5.870 0.068 7.364 6.659 23.167 1.995
std 0.01 0.000 0.056 0.706 0.069 3.384 0.067 0.068

f5 mean 997.95 7.233 5.808 5.139 7.447 6.046 24.286 3.018
std 0.04 0.000 0.103 0.809 0.042 5.476 0.224 0.067

f6 mean 997.70 7.233 5.762 2.903 7.689 7.080 25.926 4.005
std 0.06 0.000 0.048 0.767 0.060 7.025 0.418 0.066

f7 mean 998.09 13.248 11.644 16.436 14.041 12.885 22.823 1.989
std 0.01 0.000 0.073 0.692 0.057 3.322 0.073 0.069

f8 mean 997.96 13.248 11.842 16.418 14.290 12.811 23.668 3.005
std 0.04 0.000 0.046 0.685 0.033 6.006 0.237 0.069

f9 mean 997.70 13.248 11.648 12.562 14.196 11.144 25.145 3.952
std 0.08 0.000 0.052 1.186 0.046 7.393 0.466 0.070

f10 mean 997.70 19.258 16.960 22.640 19.302 18.608 21.024 2.000
std 0.01 0.000 0.072 1.005 0.109 3.260 0.111 0.062

f11 mean 997.58 19.258 16.486 22.819 18.888 17.572 21.916 3.012
std 0.03 0.000 0.044 0.651 0.026 5.307 0.234 0.065

f12 mean 997.29 19.258 16.522 17.534 19.171 18.239 24.792 4.009
std 0.08 0.000 0.059 0.980 0.050 7.219 0.450 0.069

f13 mean 997.83 38.651 34.164 43.828 37.726 36.193 23.099 2.011
std 0.01 0.000 0.070 1.323 0.043 3.321 0.076 0.069

f14 mean 997.70 38.651 33.978 43.662 37.821 36.433 23.755 3.023
std 0.03 0.000 0.128 0.661 0.026 5.572 0.229 0.067

f15 mean 997.39 38.651 34.066 39.258 38.068 35.611 25.477 4.009
std 0.09 0.000 0.136 0.768 0.047 7.544 0.469 0.066

f16 mean 997.46 77.698 72.438 85.787 76.381 74.496 22.155 2.009
std 0.01 0.000 0.480 0.711 0.031 3.393 0.112 0.071

f17 mean 997.34 77.698 72.136 85.122 76.474 74.735 23.101 3.014
std 0.04 0.000 0.370 0.675 0.029 6.130 0.252 0.069

f18 mean 997.02 77.698 71.970 82.770 76.597 73.738 25.073 3.994
std 0.07 0.000 0.385 0.745 0.046 7.533 0.539 0.069

f19 mean 997.71 156.876 142.630 159.946 152.283 152.041 25.683 1.939
std 0.01 0.000 0.682 5.193 1.237 22.489 0.023 0.070

f20 mean 997.04 156.876 141.490 174.560 154.311 151.754 26.425 3.009
std 0.04 0.000 0.456 1.923 0.168 6.432 0.298 0.067

f21 mean 997.20 156.876 142.212 172.954 154.754 150.219 28.484 3.996
std 0.08 0.000 0.933 2.537 0.112 7.755 0.460 0.068

Table A.4: F-series processed data
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Histograms

Note: The range of the concentration axis is not the same for all methodologies. More precise method-
ologies display smaller ranges.
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Figure B.1: B series histograms (test 1-7)
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Figure B.2: B series histograms (test 8-14)
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Figure B.3: B series histograms (test 15-21)
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Figure B.4: C series histograms (test 1-7)
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Figure B.5: C series histograms (test 8-14)
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Figure B.6: C series histograms (test 15-21)
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Figure B.7: D series histograms (test 1-7)
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Figure B.8: D series histograms (test 8-14)
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Figure B.9: D series histograms (test 15-21)
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Figure B.10: F series histograms (test 1-7)
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Figure B.11: F series histograms (test 8-14)
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Figure B.12: F series histograms (test 15-21)



C
Scatter plots

Note: The range of the concentration axis is not the same for all methodologies. More precise method-
ologies display smaller ranges.
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93

Figure C.1: B series time-series and Fourier transfer (b1-b4)
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Figure C.2: B series time-series and Fourier transfer (b5-b8)
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Figure C.3: B series time-series and Fourier transfer (b9-b12)
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Figure C.4: B series time-series and Fourier transfer (b13-b16)
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Figure C.5: B series time-series and Fourier transfer (b17-b20)
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Figure C.6: B series time-series and Fourier transfer (b21)
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Figure C.7: C series time-series and Fourier transfer (c1-c4)
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Figure C.8: C series time-series and Fourier transfer (c5-c8)
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Figure C.9: C series time-series and Fourier transfer (c9-c12)
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Figure C.10: C series time-series and Fourier transfer (c13-c16)
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Figure C.11: C series time-series and Fourier transfer (c17-c20)
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Figure C.12: C series time-series and Fourier transfer (c21)
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Figure C.13: D series time-series and Fourier transfer (d1-d4)
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Figure C.14: D series time-series and Fourier transfer (d5-d8)



107

Figure C.15: D series time-series and Fourier transfer (d9-d12)
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Figure C.16: D series time-series and Fourier transfer (d13-d16)
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Figure C.17: D series time-series and Fourier transfer (d17-d20)
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Figure C.18: D series time-series and Fourier transfer (d21)
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Figure C.19: F series time-series and Fourier transfer (f1-f4)
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Figure C.20: F series time-series and Fourier transfer (f5-f8)
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Figure C.21: F series time-series and Fourier transfer (f9-f12)
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Figure C.22: F series time-series and Fourier transfer (f13-f16)
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Figure C.23: F series time-series and Fourier transfer (f17-f20)
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Figure C.24: F series time-series and Fourier transfer (f21)



D
Statistical data

Absolute relative error (%)
Target concentration (g/L) Manual sample Vibrating fork Coriolis U-loop

B series
5 17.59 124.73 11.69
10 28.61 44.17 13.63
20 41.05 23.76 19.90
40 46.26 10.76 25.83
80 53.38 18.35 31.54 51.82
160 66.18 11.21 38.76 57.99

C series
5 5.15 70.72 10.70 38.71
10 2.09 69.65 4.35 42.66
20 3.11 43.11 2.47 6.41
40 1.58 45.84 2.10 4.12
80 0.20 25.01 2.59 1.16
160 0.49 3.22 2.83 1.84

D series
5 3.89 32.23 9.85 21.08
10 3.63 64.62 5.27 9.87
20 2.88 18.24 2.91 8.32
40 1.55 1.45 0.53 3.49
80 0.99 4.17 1.13 2.08
160 1.35 5.18 1.07 2.41

F series
5 19.63 62.63 3.69 8.82
10 11.60 17.72 7.00 7.31
20 13.51 15.00 0.87 5.81
40 11.85 9.31 2.02 6.65
80 7.10 8.83 1.56 4.34
160 9.41 7.83 1.97 3.53

Table D.1: Absolute relative error per target concentration per test series

117



118

Standard deviation (g/L)
Target concentration (g/L) Manual sample Vibrating fork Coriolis U-loop

B series
0 0.000 1.177 0.027 6.061
5 0.751 1.783 0.080
10 0.586 0.672 0.105
20 2.862 0.884 0.170
40 3.121 1.051 0.401
80 8.544 1.030 0.945 7.490
160 18.159 1.552 1.828 8.225

C series
0 0.000 1.177 0.027 6.061
5 0.080 2.949 0.039 6.529
10 0.156 1.169 0.059 6.648
20 0.295 2.305 0.076 6.824
40 0.486 1.831 0.082 7.183
80 0.492 1.151 0.086 6.711
160 2.460 0.809 0.169 7.412

D series
0 0.000 1.177 0.027 6.061
5 0.044 1.092 0.031 6.551
10 0.042 0.794 0.045 6.541
20 0.092 0.969 0.033 7.224
40 0.314 0.966 0.032 7.348
80 0.805 0.829 0.034 6.621
160 1.599 0.927 0.031 6.254

F series
0 0.000 0.770 0.029 5.603
5 0.069 0.761 0.057 5.295
10 0.057 0.854 0.045 5.574
20 0.058 0.878 0.062 5.262
40 0.111 0.918 0.039 5.479
80 0.412 0.710 0.035 5.686
160 0.690 3.218 0.506 12.225

Table D.2: Standard deviation per target concentration per test series
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CFD study

Figure E.1: CFD study T section
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Figure E.2: CFD study Y section
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Python Code

Python code: Calculated pressure drop U-loop
1 import math
2 import pandas as pd # For creating the table
3 import matplotlib.pyplot as plt
4

5 # Constants and given data
6 rho_w = 1000 # Density of water (kg/m^3)
7 d = 0.04 # Pipe diameter (m)
8 mu = 0.001 # Dynamic viscosity (Pa·s)
9 epsilon = 0.0000015 # Pipe roughness (m)
10 h = 1.02 # Pipe height or length (m)
11 g = 9.81 # Acceleration due to gravity (m/s^2)
12

13 # Function to solve Colebrook -White equation for friction factor
14 def colebrook_white(Re, d, epsilon):
15 """
16 Solve the Colebrook -White equation iteratively for the friction factor.
17 Returns both the final friction factor and the list of iterations for plotting

.
18 """
19 f_guess = 0.02
20 f_iterations = [f_guess] # Record the initial guess
21

22 for _ in range(100): # Iterate to refine the solution
23 f_new = 1 / (2 * math.log10((epsilon / d) / 3.7 + 2.51 / (Re * math.sqrt(

f_guess))))**2
24 f_iterations.append(f_new) # Record each iteration
25 if abs(f_new - f_guess) < 1e-6: # Convergence criteria
26 return f_new, f_iterations
27 f_guess = f_new
28

29 return f_guess, f_iterations
30

31 # Function to calculate pressures
32 def calculate_pressures(rho_m, rho_w, g, h, delta_p_r):
33 """
34 Calculate the pressures Δp1 and Δp2 based on the given parameters.
35 """
36 delta_basis = (rho_m - rho_w) * g * h # Pressure difference due to gravity
37 delta_p_1_flow = delta_basis + delta_p_r # Δp1 with flow
38 delta_p_2_flow = delta_basis - delta_p_r # Δp2 with flow
39

40 return delta_p_1_flow , delta_p_2_flow , delta_basis
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41

42 # Mixture densities and velocities to loop through
43 mixture_densities = [1000, 1098]
44 velocities = [0, 4]
45

46 # Initialize a list to store the results for the table
47 results = []
48

49 # Loop through each combination of density and velocity
50 for rho_m in mixture_densities:
51 for v in velocities:
52 if v == 0:
53 Re = 0
54 f = 0
55 delta_p_r = 0
56 f_iterations = []
57 else:
58 Re = (rho_m * v * d) / mu
59 f, f_iterations = colebrook_white(Re, d, epsilon)
60 delta_p_r = f * (h / d) * (rho_m * v**2) / 2
61

62 # Calculate pressures
63 delta_p_1_flow , delta_p_2_flow , delta_basis = calculate_pressures(
64 rho_m, rho_w, g, h, delta_p_r
65 )
66

67 # Append results to the list
68 results.append({
69 "Mixture Density (kg/m^3)": rho_m,
70 "Velocity (m/s)": v,
71 "Reynolds Number": f"{Re:.2f}",
72 "Friction Factor": f"{f:.6f}",
73 "Pressure Loss Δ(P, Pa)": f"{delta_p_r:.2f}",
74 "Δp1 (Flow, Pa)": f"{delta_p_1_flow:.2f}",
75 "Δp2 (Flow, Pa)": f"{delta_p_2_flow:.2f}"
76 })
77

78 # Plot the friction factor iterations for visualization
79 if f_iterations:
80 plt.plot(f_iterations , marker='o', label=f"Re={Re:.2f}, v={v} m/s")
81

82 # Convert the results list to a DataFrame for tabular display
83 df = pd.DataFrame(results)
84

85 # Display the friction factor iteration graph
86 plt.title("Friction Factor Iterations (Colebrook -White)")
87 plt.xlabel("Iteration Step")
88 plt.ylabel("Friction Factor (f)")
89 plt.legend()
90 plt.grid()
91 plt.show()
92

93 # Print the table
94 print(df)
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Figure F.1: Iterative calculation of the friction factor

Python code: Merge data of two DAC's
1 import pandas as pd
2 import os
3

4 # Specify the series (e.g., 'd' for d series, 'b' for b series)
5 series = 'd' # Change this to 'b' for b series or any other series
6

7 # Get the current working directory
8 current_directory = os.path.dirname(os.path.abspath(__file__))
9

10 # Loop through each pair of D0 to D18 and corresponding Prolink files
11 for i in range(1, 22):
12 # Define file paths
13 prolink_file_path = os.path.join(current_directory , f'{series}{i} prolink.xlsx

')
14 d_file_path = os.path.join(current_directory , f'{series}{i}.xlsx')
15 output_file_path = os.path.join(current_directory , f'merged_{series}{i}.xlsx')
16

17 # Check if both files exist before processing
18 if not (os.path.exists(prolink_file_path) and os.path.exists(d_file_path)):
19 print(f"Files for {series}{i} not found. Skipping.")
20 continue
21

22 # Load Prolink data with header row at index 4
23 prolink_df = pd.read_excel(prolink_file_path , header=4)
24 # Load D1 data
25 d_df = pd.read_excel(d_file_path)
26

27 # Select only relevant columns and rename for easier access
28 prolink_df = prolink_df[['Unnamed: 0', 'sec', 'g/l', '°C']].rename(columns={
29 'Unnamed: 0': 'DateTime', # DateTime column
30 'sec': 'Elapsed_Time', # Elapsed time in seconds
31 'g/l': 'Density', # Density
32 '°C': 'Temperature' # Temperature
33 })
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34

35 # Convert DateTime and Elapsed_Time columns to appropriate types
36 prolink_df['DateTime'] = pd.to_datetime(prolink_df['DateTime'], errors='coerce

')
37 prolink_df['Elapsed_Time'] = pd.to_numeric(prolink_df['Elapsed_Time'], errors=

'coerce')
38

39 # Drop rows with missing values in essential columns
40 prolink_df = prolink_df.dropna(subset=['DateTime', 'Elapsed_Time', 'Density',

'Temperature'])
41

42 # Set DateTime as the index for resampling
43 prolink_df.set_index('DateTime', inplace=True)
44

45 # Resample in 1-second intervals and calculate mean values for Density and
Temperature

46 prolink_resampled = prolink_df.resample('2S').mean().reset_index()
47

48 # Convert DateTime in D1 file to ensure alignment
49 d_df['Time'] = pd.to_datetime(d_df['Time'], errors='coerce')
50 d_df = d_df.dropna(subset=['Time'])
51

52 # Merge the resampled Prolink data with D1 based on nearest DateTime
53 merged_df = pd.merge_asof(d_df.sort_values('Time'), prolink_resampled.

sort_values('DateTime'),
54 left_on='Time', right_on='DateTime', direction='

nearest')
55

56 # Drop the extra DateTime column from Prolink after merging
57 merged_df.drop(columns=['DateTime'], inplace=True)
58

59 # Save the result to a new file
60 merged_df.to_excel(output_file_path , index=False)
61 print(f"Merged file saved as {output_file_path}")

Python code: Calculate concentration from density and temperature
1 import os
2 import pandas as pd
3

4 # Define constants
5 sediment_density = 2620 # kg/m³
6 g = 9.81 # Gravity constant (m/s²)
7 h = 1.02 # Height constant (m)
8

9 # Correction values for U-loop (velocity compensated) density calculation
10 c1 = 2.209610517 # Replace with the actual correction value for d1, d4, d7, etc.
11 c2 = 4.844631673 # Replace with the actual correction value for d2, d5, d8, etc.
12 c3 = 8.503409931 # Replace with the actual correction value for d3, d6, d9, etc.
13

14 # Get the current working directory
15 current_directory = os.path.dirname(os.path.abspath(__file__))
16

17 # Define the water density calculation function based on temperature
18 def calculate_water_density(temperature):
19 a0 = 9.99864928 * 10**2
20 a1 = 5.72357369 * 10**(-2)
21 a2 = -7.96007024 * 10**(-3)
22 a3 = 5.32777547 * 10**(-5)
23 a4 = -2.6032268 * 10**(-7)
24 a5 = 5.11178237 * 10**(-10)
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25 return (a0 + a1 * temperature + a2 * temperature**2 + a3 * temperature**3 + a4
* temperature**4 + a5 * temperature**5)

26

27 # Define a function to calculate concentration
28 def calculate_concentration(sensor_value , water_density):
29 return (sensor_value - water_density) / (1 - (water_density / sediment_density

))
30

31 # Define a function to calculate U-loop (pressure compensated) density
32 def calculate_u_loop_pressure_density(dp1, dp2, water_density):
33 dp1_2 = dp1 + 31.293
34 dp2_2 = dp2 + 35.426
35 return ((dp1_2 + dp2_2) / (2 * g * h)) + water_density
36

37 # Determine correction value for U-loop (velocity compensated) based on file index
38 def get_correction_value(file_index):
39 if file_index % 3 == 1: # d1, d4, d7, etc.
40 return c1
41 elif file_index % 3 == 2: # d2, d5, d8, etc.
42 return c2
43 else: # d3, d6, d9, etc.
44 return c3
45

46 # Loop through each file from merged_d0 to merged_d18
47 for i in range(1, 22):
48 file_name = f'merged_d{i}.xlsx'
49 file_path = os.path.join(current_directory , file_name)
50

51 # Check if the file exists
52 if not os.path.exists(file_path):
53 print(f"{file_name} not found. Skipping.")
54 continue
55

56 # Load the Excel file
57 df = pd.read_excel(file_path)
58

59 # Add calculated columns
60 df['Water Density (kg/m3)'] = df['Temperature'].apply(calculate_water_density)
61 df['Fork Conc. (g/l)'] = df.apply(
62 lambda row: calculate_concentration(row['Fork (Formula Result)'], row['

Water Density (kg/m3)']), axis=1
63 )
64 df['U-loop Conc. (g/l)'] = df.apply(
65 lambda row: calculate_concentration(row['DP1 (Formula Result) 1'], row['

Water Density (kg/m3)']), axis=1
66 )
67 df['Coriolis Conc. (g/l)'] = df.apply(
68 lambda row: calculate_concentration(row['Density'], row['Water Density (kg

/m3)']), axis=1
69 )
70 df['DP1.2'] = df['DP1 (Formula Result)'] + 31.293
71 df['DP2.2'] = df['DP2 (Formula Result)'] + 35.426
72 df['U-loop (pressure compensated) density (kg/m3)'] = df.apply(
73 lambda row: calculate_u_loop_pressure_density(row['DP1 (Formula Result)'],

row['DP2 (Formula Result)'], row['Water Density (kg/m3)']), axis=1
74 )
75 df['U-loop (press. comp.) Conc. (g/l)'] = df.apply(
76 lambda row: calculate_concentration(row['U-loop (pressure compensated)

density (kg/m3)'], row['Water Density (kg/m3)']), axis=1
77 )
78
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79 # Calculate U-loop (velocity compensated) density with appropriate correction
80 correction_value = get_correction_value(i)
81 df['U-loop (velocity compensated) density (kg/m3)'] = df['U-loop (pressure

compensated) density (kg/m3)'] + correction_value
82

83 # Calculate U-loop (velocity compensated) concentration
84 df['U-loop (velo. comp.) Conc. (g/l)'] = df.apply(
85 lambda row: calculate_concentration(row['U-loop (velocity compensated)

density (kg/m3)'], row['Water Density (kg/m3)']), axis=1
86 )
87

88 # Calculate Density Fork2 (kg/m3)
89 df['Density Fork2 (kg/m3)'] = df['Fork'] * 628.52 - 618.84
90

91 # Calculate Fork2 Concentration (g/l)
92 df['Fork2 Conc. (g/l)'] = df.apply(
93 lambda row: calculate_concentration(row['Density Fork2 (kg/m3)'], row['

Water Density (kg/m3)']), axis=1
94 )
95

96 # Arrange the columns as requested , with original columns first
97 original_columns = [col for col in df.columns if col not in [
98 'Water Density (kg/m3)', 'DP1.2', 'DP2.2', 'U-loop (pressure compensated)

density (kg/m3)', 'U-loop (velocity compensated) density (kg/m3)',
99 'Fork Conc. (g/l)', 'Coriolis Conc. (g/l)', 'U-loop Conc. (g/l)',
100 'U-loop (press. comp.) Conc. (g/l)', 'U-loop (velo. comp.) Conc. (g/l)', '

Density Fork2 (kg/m3)', 'Fork2 Conc. (g/l)'
101 ]]
102 calculated_columns = [
103 'Water Density (kg/m3)', 'DP1.2', 'DP2.2', 'U-loop (pressure compensated)

density (kg/m3)', 'U-loop (velocity compensated) density (kg/m3)',
104 'Fork Conc. (g/l)', 'Coriolis Conc. (g/l)', 'U-loop Conc. (g/l)',
105 'U-loop (press. comp.) Conc. (g/l)', 'U-loop (velo. comp.) Conc. (g/l)', '

Density Fork2 (kg/m3)', 'Fork2 Conc. (g/l)'
106 ]
107

108 # Reorder the DataFrame with original columns first and calculated columns at
the end

109 df = df[original_columns + calculated_columns]
110

111 # Save the updated DataFrame , overwriting the original file
112 df.to_excel(file_path , index=False)
113 print(f"The file {file_name} has been updated with calculated columns at the

end.")



G
Sediment Settling Velocity

Sediment particles settle due to gravity, with the terminal settling velocityw0 occurring when drag equals
gravitational force. Settling velocity is important to know to predict sediment behaviour in the hopper.
The equation by Ferguson and Church (2004) provides a broad-range solution:

∆ =
ρs − ρw

ρw
(G.1)

w0 =
∆g d2

C1 ν +
√
0.75C2 ∆ g d3

(G.2)

Where:

• w0 (m/s): Terminal settling velocity.
• g (m/s2): Gravitational acceleration.
• d (m): Diameter of sediment particles.
• C1 = 18, C2 = 1: Empirical constants for natural sands.
• ∆: Density ratio between sediment and water (dimensionless).
• ν (m2/s): Kinematic viscosity of water.

In practice, collective settling reduces individual settling speeds. Richardson and Zaki (1954) describe
this phenomenon as:

ws = w0(1− cv)
n (G.3)

Where:

• ws: Settling velocity considering sediment concentration (m/s).
• cv: Sediment volume concentration.
• n: Exponent dependent on Reynolds number.

The exponent n can be computed using Rowe’s (1987) method for laminar to turbulent transition:

Rep =
w0 d

ν
, n =

4.7 + 0.41Re0.75p

1 + 0.175Re0.75p

(G.4)

Where:

• Rep: Particle Reynolds number (dimensionless).
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Table G.1: Settling velocities (ws) in cm/s for varying diameters and concentrations.

Diameter (µm) c = 5 (g/L) c = 10 (g/L) c = 20 (g/L) c = 40 (g/L) c = 80 (g/L) c = 160 (g/L)
1.00 0.00009 0.00009 0.00008 0.00008 0.00008 0.00007
5.00 0.0022 0.0021 0.0021 0.0020 0.0019 0.0016
10.00 0.0086 0.0085 0.0084 0.0081 0.0075 0.0065
50.00 0.2033 0.2015 0.1980 0.1911 0.1780 0.1537
100.00 0.7302 0.7241 0.7121 0.6885 0.6431 0.5594
250.00 3.1133 3.0919 3.0495 2.9660 2.8039 2.4992



H
Sieve Analyses

Figure H.1: Sieve analysis Multiquartz HN
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Figure H.2: Sieve analysis Koalin Zettlitz Ia
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